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Abstract

The switched systems and fuzzy systems are common models to describe the non-linear dynamics in practical engineering. And the problem of stability analysis of those systems is of paramount importance. In this thesis we intend to analyze the relationship between some existing methods of stability analysis on switched systems and fuzzy systems, and investigate new approaches to improve these results in term of simplicity and conservativeness. The main content of this thesis can be divided into two branches: stability analysis of second-order switched systems and stability analysis of Takagi-Sugeno (T-S) fuzzy systems.

On the topic of stability analysis of switched systems, we will start from the Lyapunov theory and then propose the concept of phase function. By exploring the properties of phase function, the phase-based stability analysis will be made. And a unified approach for the stability analysis of second-order switched system will be obtained. Compared with existing works, the stability condition obtained here shows advantages in terms of theoretical analysis and numerical computation.

In addition, we will use the phase-based method to see whether the existence of common quadratic Lyapunov functions (CQLFs) for every pair of subsystems can ensure the overall system stability. With additional properties of phase function, the previous stability condition can be further extended. By analysing the equivalent algebraic and linear matrix inequality (LMI) expression of such a new condition, it can be verified that the existence of CQLF for every pair of subsystems will be sufficient for the system stability.

Regarding the stability analysis of T-S fuzzy systems, we will describe the distribution of membership functions in a unified membership space. In this way, a graphical approach is provided to analyse the conservativeness of membership-dependent stability conditions. Following this idea, we will use membership function extrema to construct a simple and tighter convex polyhedron, which encloses the membership trajectory and generates less conservative LMI condition.

As an application of the above membership-dependent analysis method, we will investigate the stability problem of a reconfigurable metamorphic palm control system based on its T-S fuzzy model. Firstly the obtained dynamic model of the metamorphic palm will be transformed to a T-S fuzzy model. Then the palm dynamic boundaries will be used as extrema to reduce the conservativeness in palm
controller design and ensure a wider range of palm re-configuration operations.

Overall, the research in this thesis provides a basic theoretical review of existing stability analysis approaches on specific switched systems and fuzzy systems, and novel approaches have been proposed as an improvement. The results will be of potential use for researchers in the area of systems engineering.
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Notations and Acronyms

Notations

\[ A^T \] Transposition of matrix \( A \)
\[ \mathbb{R}^n \] \( n \)-dimensional Euclidean space
\[ \mathbb{R}_{>0} (\mathbb{R}_{<0}) \] the set of positive (negative) real numbers
\[ \mathbb{N} \] the set of all natural numbers excluding 0
\[ \mathbb{N}_0 \] the set of non-negative integers
\[ \mathbb{Z}^+ \] the set of positive integers
\[ P > 0 (P \geq 0) \] \( P \) is real symmetric and positive definite (semi-definite)
\[ a \equiv b \pmod{2\pi} \] \( (a \mod{2\pi}) = (b \mod{2\pi}) \)
\[ \|x\|_2 \] the 2nd norm of vector \( x \)
\[ x \cdot y \] the scalar product of vectors \( x \) and \( y \)
\[ \cot(\cdot) \] the usual cotangent function

Acronyms

CQLF Common quadratic Lyapunov function
FOU Footprint of uncertainty
LMI Linear matrix inequality
LTI Linear time invariant
MLF Multiple Lyapunov function
N/A Not applicable
SOS Sum of squares
T-S Takagi-Sugeno
Chapter 1

Introduction and overview

This chapter provides an overview of the background knowledge and elaborates some of the issues associated with the stability analysis of switched systems and fuzzy systems. It also establishes the motivation for the research and outlines the work contained in the remainder of this thesis.

1.1 Introduction

The dramatic development in computing capabilities and engineering materials has resulted in the synthesis and implementation of increasingly complex dynamic systems [14]. One common characteristic of these complex dynamic systems is the high nonlinearities in their system models. However the mathematical tools for nonlinear system analysis are usually restricted in terms of generality and practical applicability. Alternatively, another way to analyze these nonlinear models is by describing their local or transient dynamics as simplified (such as linear) local models and considering the overall model as the hybrid or fuzzy combination of the individual local models. More specifically we name them as hybrid systems [15] and fuzzy systems [16].

These two groups of systems share similarities as both of them describe the original complex dynamics by typical continuous-time local dynamical models and the interacting behavior which is governed by logic rules. But they also have their own distinct characteristics as the logic rules of hybrid dynamical system emphasize more on the discrete-time crisp switching behavior which can be described as instantaneous switching event, while the logic rules of fuzzy systems emphasize more on the continuous smooth blending effect of local dynamics.

The idea of the above multi-model approaches for complex nonlinear system makes the modeling possible to be an art in theory, as we can easily perceive and describe the dynamic behavior around us by the mathematical tools we have. It also provides us the practical analysis act to understand things directly, rather than simply identifying and reproducing the input-output relation by computer.

Among all aspects we want to understand for a system, the characteristic of
stability is probably the most fundamental and important one [17]. If the considered equilibrium point of a system is unstable, a small input perturbation will result in an output with a large amplitude that may or may not converge to the original state, consequently resulting in a number of practical issues. For example, the unstable thermostat may produce the undesirable high heat that causes electric fire, the unstable engine speed control system of a vehicle could be a potential reason for traffic accident, and without stability, it would be impossible for a robotic hand to grab things properly. Motivated by this necessity, different approaches have been proposed for the stability analysis of hybrid systems and fuzzy systems.

In the following part, we will briefly introduce the models of hybrid systems and switched systems, and elaborate on the stability issues that are related with them.

1.1.1 Hybrid systems

In practical engineering, many systems that typically exhibit simultaneous discrete and continuous dynamics can be described as hybrid dynamical systems [14]. Examples include the switched electrical circuit [18] where voltages and currents change continuously following the classical electrical network law and also change discontinuously due to switches opening or closing [19]. Some other applications can be found in manufacturing systems [20], automotive engine control [21], air traffic management [22], chemical processes [23], thermostat control systems [15], engine speed control [7] etc. Among those systems, two typical classes can be formed based on the relationship between their continuous states and discrete states, namely hybrid automata [15] and switched systems [24].

1.1.1.1 Hybrid automata

Some models of hybrid systems explicitly partition the system state into a continuous state $x_c$ which describes the primary system dynamic, and a discrete state $x_d$ which describes the mode of the system [19]. This group of systems are generally called hybrid automata [15]. For this group of systems, each mode in $x_d$ is associated with constraints within which the continuous state $x_c$ can evolve. Edges between modes in $x_d$ are annotated with guards that indicate the conditions for the mode transition to be triggered. Each edge is also associated with a reset map explaining how the continuous state $x_c$ is being updated after transition of $x_d$ [15].

For example, in the temperature control systems, state $x_d$ can be described as the “on” and “off” working modes of thermostat; state $x_c$ can be applied to represent the room temperature which follows different evolving dynamics depending on whether the heater is on or off. Assume that the heater is initially off and the room temperature is $x_c = 15^\circ$C. We set the desired room temperature as $x_{desire} = 25\pm1^\circ$C. Then the guard is $x_c < 24^\circ$C which triggers the transition of $x_d$ from “off” to “on”. The reset map of $x_c$ will be continuous as $x_c := x_c$. After a period of time when the
room temperature $x_c$ hits the threshold 26°C, transition of $x_d$ from “on” to “off” will be triggered by guard $x_c > 26°C$, and reset map will still be continuous as $x_c := x_c$. The graphical representation of this example can be found in Figure 1.1.

Figure 1.1: Graphical representation of the temperature control hybrid automaton model.

1.1.1.2 Switched systems

If the dynamics of a hybrid system are described by a differential equation whose right-hand side is chosen from a family of functions based on a switching signal, then we can call it a switched system [24]. In this case, the state $x$ in the system is continuous. The switching signal will be a logic rule that orchestrates the switching between the functions of subsystems.

Mathematically, a switched system can be written as

$$\dot{x} = f_{\sigma(t)}(x),$$

(1.1)

where $\sigma(t) \in Q = \{1, 2, \cdots, q\}$ is the switching signal, $f_{\sigma(t)}(x) : \mathbb{R}^n \to \mathbb{R}^n$ is a continuous $n$-dimensional function describing the system structure under the switching signal $\sigma(t)$. The block diagram of a switched system can be depicted as Figure 1.2.

Figure 1.2: Block diagram of a switched system.

An example of the switched system is the gear-box speed control system of motor engine, see Figure 1.3.
Generally the motor engine efficiency of a vehicle has different optimal efficiency zones [7] under different gear ratios $\eta_1, \eta_2, \eta_3$, see Figure 1.4. As a result, with the increase of velocity, switching from lower to higher gear ratios will be necessary for the optimal motor operation. The corresponding system dynamics under each gear ratio can be viewed as the subsystem $\dot{x} = f_i(x)$ ($i = 1, 2, 3$) of the motor engine system. The switching signal $\sigma(t)$ comes from the gear stick, as shown in Figure 1.3.

Figure 1.4: Motor engine efficiency for different gear ratios $\eta_1, \eta_2, \eta_3$ [7].

### 1.1.2 Fuzzy systems

The concept of “fuzzy set” was first introduced by L. A. Zadeh in his manuscript [25] in 1965. Let $X$ be a space of points (objects), with a generic element of $X$ denoted by $x$. Then a fuzzy set can be defined as:

**Definition 1.** [25] A fuzzy set (class) $A$ in $X$ is characterized by a membership (characteristic) function $h_A(x)$ which associates each point in $X$ with a real number in the interval $[0, 1]$, with the value of $h_A(x)$ at $x$ representing the “grade of membership” of $x$ in $A$.

And the term membership function we mentioned above is defined as:

**Definition 2.** For any set $A$, a membership function $h_A(x)$ on $X$ is any function from $X$ to the real number unit interval $[0, 1]$. 
What makes the fuzzy sets different from the switching rules mentioned in the hybrid system above is the membership function associated with it. In other words, such a set is characterized by a membership characteristic function which assigns to each object a grade of membership ranging continuously between zero and one. For example, the set “room temperature is high” can be a fuzzy set with membership function whose input is “room temperature” and output is a continuous value between zero and one, see Figure 1.5. Intuitively we know that, in the concerned range, the output value will increase monotonously with the increase of temperature.

![Figure 1.5: Membership function of the fuzzy set “temperature is high”](image)

The various types of switches, or “on-off” of hybrid systems can be also viewed as a group of sets, but such kind of sets will always have a truth membership value equal to either one or zero. In this sense, the hybrid systems can be dealt with as fuzzy systems with simplified membership functions that happen to be either one or zero, see Figure 1.6.

![Figure 1.6: Equivalent membership function of the switching rule of hybrid systems](image)

In fuzzy systems, the membership function will determine the “mappings” from input variable to a truth value between zero and one. Based on the generated membership value on each rule, the fuzzy logic then makes decisions for what action to take. This process can be conceptually divided into three stages: input stage, processing stage, and output stage. The input stage will involve a process called **fuzzification**, which can be explained as below,
**Definition 3.** Fuzzification is a process that maps sensor input to the appropriate truth values by the membership function.

The processing stage is based on a collection of logic rules in the form of IF-THEN statement, which are defined as fuzzy rules here. In each of these rules, the IF part is called the “antecedent” and the THEN part is named as “consequent”. Finally the output state is a process of defuzzification that can explained as below,

**Definition 4.** Defuzzification is a process that converts the fuzzy result back to a specific control value, see Figure 1.7.

![Figure 1.7: Basic structure of fuzzy systems](image)

Following this concept, a simple fuzzy rule of a thermostat can be stated as [26]:

IF (temperature is high) THEN (turn the heater off),

IF (temperature is low) THEN (turn the heater on).

Fuzzy rules play a key role in connecting the input and output variables by the expert knowledge and experience. Theoretically there are two commonly used types of fuzzy rules, namely, Mamdani fuzzy rules [27,28] and Takagi-Sugeno (T-S) fuzzy rules [29]. We will discuss them briefly in the following section.

**1.1.2.1 Mamdani fuzzy systems**

The typical rule of a Mamdani fuzzy model [27, 28] can be viewed as the logical extension of the above rule for thermostat. What makes it different is the Mamdani fuzzy system, whose reasoning process can be presented as below,

**Definition 5.** Normally, the standard reasoning process in a Mamdani fuzzy system can be achieved in the following six steps:

1. Determining a set of fuzzy rules,
2. Fuzzifying the inputs using the input membership functions,
3. Combining the fuzzified inputs according to the fuzzy rules to establish a rule strength,
4. Finding the consequence of the rule by combining the rule strength and the output membership function,
5. Combining the consequences to get an output distribution,
6. Defuzzifying the output distribution.

In the above example of the thermostat, we assume that the power of a heater can be continuously tuned. Then part of the Mamdani fuzzy rules can be described as:

$$\text{IF (temp. is high) AND (temp. is increasing) THEN (heater is low)}$$
$$\text{IF (temp. is high) AND (temp. is decreasing) THEN (heater is modest)}$$

For this example, we have multiple variables, “temperature” and “temperature changing trend”, as input variables. And the fuzzy sets represented by them are connected by the AND logic operator. In Mamdani fuzzy rules, the variables as well as linguistic terms such as “high” can be represented by mathematical symbols [30]. So, a general Mamdani fuzzy rule for fuzzy modeling can be described as follows:

$$\text{IF (} x_1 \text{ is } M_1 \text{) AND (} x_2 \text{ is } M_2 \text{) THEN (} u_1 \text{ is } M_3 \text{) AND (} u_2 \text{ is } M_4 \text{)} \quad (1.2)$$

where $M_1, M_2, M_3,$ and $M_4$ are fuzzy sets, $x_1$ and $x_2$ are input variables, $u_1$ and $u_2$ are output variables.

### 1.1.2.2 T-S fuzzy systems

As we can see in rule (1.2), the Mamdani systems provide directly the linguistic action (or output) in the rule consequent, without the need of mathematical models. So it is termed as a model-free control approach. Different from the Mamdani fuzzy rules, the rules in T-S fuzzy model [29] use functions of variables as the rule consequent, thus are model-based. We can formal present it as

**Definition 6.** The T-S fuzzy model is a fuzzy model that is described by IF-THEN rules (like (1.2)), and uses functions of input variables as the rule consequent.

In this way, the model description will be more consistent and stability analysis will be made easier. A typical T-S fuzzy rule corresponding to the Mamdani rule in (1.2) can be presented as

$$\text{IF (} x_1 \text{ is } M_1 \text{) AND (} x_2 \text{ is } M_2 \text{) THEN } u_1 = f(x_1, x_2) \text{ AND } u_2 = g(x_1, x_2) \quad (1.3)$$

where $f(\cdot)$ and $g(\cdot)$ are two real functions describing the system output.
In the practical case, when the T-S fuzzy model is used to represent a nonlinear system, the input variables of the rule antecedents are specially named as *premise variables*, denoted as \( z = \{ z_1, z_2, \cdots, z_p \} \), which may be functions of state variables, input variables, or external disturbances. With the given value of premise variables and corresponding degree of memberships, it will be possible for us to work out the contribution made by each rule. As a result, the dynamics of a nonlinear system can described as an average weighted sum of the local subsystems where the weights are characterized by the contribution of each rule [31].

1.1.2.3 **Type-2 fuzzy systems**

The fuzzy systems we mention before have a grade of membership that is crisp. They have been successfully used in many practical applications. However, such kind of membership functions are not capable of handling the data uncertainties of the grade itself. For example, the linguistic term “high temperature” can mean different values to different people, or a certain value of the temperature can be described as different degree of “high” by different people. To solve this problem, the *type-2 fuzzy sets*, which can be also called “fuzzy-fuzzy set”, were proposed in 1957 in [32]. This concept provides the possibility to measure the uncertainty in a single membership function. The definition of *type-2 fuzzy sets* can be highlighted as below:

**Definition 7.** A *type-2 fuzzy set* is a fuzzy set that incorporates uncertainty about the membership function into fuzzy set theory.

The type-2 fuzzy membership function actually has a 3-D layout. While a common way to visualize such a type-2 fuzzy set is to plot its *footprint of uncertainty* (FOU) on its 2-D domain [33]. In this way, all the possible uncertain area of the membership can be depicted. For example, the expected value of a high temperature for people in south China is generally several degrees higher than that of people in north China. Thus, to have all the Chinese considered, we can design the temperature membership function as a combination of a lower membership function \( h^L(x) \), based on the feeling of people in south China, and an upper membership function \( h^U(x) \), based on the feeling of people in north China, see Figure 1.8. The area between \( h^L(x) \) and \( h^U(x) \) is the FOU that has been widely used in the system analysis.

1.1.3 **The issue of stability analysis**

As a fundamental problem of system analysis, the stability of a system relates to its response to inputs or disturbances. A stable system will remain in a constant state unless it is affected by an external action, and it will return to a constant state when the external action is removed. By practical test, we can find whether a system is
stable or not in some special cases. But that is not sufficient in the real case, for the
damage would have already been caused when we see the unstable reaction. As a
result, there is a need for stability analysis in theory to investigate whether a system
is stable or not.

For a linear time invariant (LTI) system, there are a number of classical methods
to determine the stability property. For example, Routh-Hurwitz stability condition
[34], root locus method [35], and also Nyquist diagram [36] and Bode Plot [37] via
frequency domain techniques. With these methods, not only can we see whether a
system is stable, but also determine how close the system is to instability and the
margin for disturbances.

However, it is not easy to find the counter part of those methods for complex
nonlinear systems. In such cases, we need to see the stability problem as a typical
phenomenon of the dynamical system concerning its equilibrium point $x_e$. In simple
terms, if the solutions that start out near an equilibrium point $x_e$ stay near $x_e$ forever,
then $x_e$ is Lyapunov stable\(^2\). More strongly, if $x_e$ is Lyapunov stable and all solutions
that start out near $x_e$ converge to $x_e$, then $x_e$ is asymptotically stable\(^3\) [38]. Since
the idea of Lyapunov stability can be extended to infinite-dimensional manifolds, it
is a general way for the stability analysis of complex systems such as hybrid systems
and fuzzy systems.

Let’s take the temperature controller as an example. Considering that we set
the desired temperature as $x_{\text{desire}} = 25^\circ \text{C}$, if any temperature starting near $x_{\text{desire}}$
can be regulated back to $x_{\text{desire}}$, we can say that the temperature control system is
stable. In this thesis we consider the stability problem of hybrid systems and fuzzy
systems. And we will specially focus on the general forms of these two branches of
systems, namely the switched systems and T-S fuzzy systems.

\(^1\)Throughout this thesis, the stability property of we considered for a nonlinear system is with
respect to its equilibrium point. For example, by saying “the stability of a switched system”, we
mean the stability of the equilbrium of such a switched system.

\(^2\)Formal definition can be found in the Definition 8 of Chapter 2.

\(^3\)Formal definition can be found in the Definition 9 of Chapter 2.
1.1.3.1 Stability issues for switched systems

For switched systems, stability issues include several interesting phenomena which show that the stability of a switched system depends not only on the dynamics of each subsystem but also on the properties of switching signals [39]. In the example of the gearbox speed control system in Figure 1.3, the motor engine is generally stable at each constant gear ratio. But the instant switching action between different gear ratios may cause an engine flameout problem.

Another phenomenon can be noticed in the temperature control system, see Figure 1.1. It is obvious that such a system will be unstable if we leave the heater constantly on or constantly off. But by the autonomous switching mechanism between on and off, the temperature can be regulated gradually back to the desired value $x_{\text{desire}}$.

In this sense, the stability issues for switched systems can be roughly classified into two categories. One category is the stability analysis of switched systems under given switching signals (such as arbitrary switching, slow switching etc). Another category is the synthesis of stabilizing switching signals for a given group of dynamical systems [39].

1.1.3.2 Stability issues for T-S fuzzy systems

As we have mentioned in Section 1.1.2, the switched system can be treated as a special kind of fuzzy system with crisp fuzzy sets. Therefore, the stability analysis methods for switched systems and fuzzy systems share similarities. Specifically, some linear matrix inequality (LMI) stability conditions for switched systems under arbitrary switching can be well extended to analyze the stability property of T-S fuzzy systems with similar LTI subsystems. In this case the stability condition is not dependent on the membership functions of T-S fuzzy systems.

The analysis result in such case is generally conservative since the membership grade information is not considered in the stability condition. While for the membership-dependent approach, the systems structural information will be taken into account. More general ways of membership-dependent analysis will be made possible especially when the membership functions fulfill some constraints that can help to relax the LMI-problem formulation [40].

1.1.4 Metamorphic robotic palm as an application

As the end-effector of a robot, a robotic hand is a critical component between the robot and environment. In terms of application fields, robotic hands have two typical categories: grippers [41] (see Figure 1.9) and dexterous hands [42] (see Figure

\[4\] By conservativeness (or being conservative), we describe the degree of unnecessary restriction in the stability result. For example, a necessary and sufficient condition will be less conservative than a sufficient but unnecessary condition.
1.10). The gripper has a generally simple structure but is not very flexible to fulfill complex grasping tasks. On the contrary, a dexterous hand is highly flexible in terms of grasping and manipulation tasks, while the complexity in theoretical and computational analysis will make it less reliable in practical cases.

![Robotiq gripper](image1)

![Shadow dexterous hand](image2)

Figure 1.9: Robotiq gripper [8].  Figure 1.10: Shadow dexterous hand [9].

As a trade-off of these two design approaches, a metamorphic robotic hand with a reconfigurable palm was developed by taking advantages of intelligent mechanisms [43–45], see Figure 1.11. The design of such a reconfigurable palm was originally inspired by origami with a mechanism which relates the panels and crisis to links and joints respectively [46].

![Metamorphic robotic hand](image3)

Figure 1.11: Metamorphic robotic hand.

As we can see, by introducing a reconfigurable palm, this metamorphic hand retains the robustness property of grippers and at the same time, can generate flexible and delicate motions as a dexterous hand [47]. Compared with the dexterous robotic hand, the structural complexity of each finger has been greatly reduced,
because the finger orientation can be directly changed by the reconfigurable palm. While to ensure the practical reliability and applicability of this metamorphic hand, the stability of reconfigurable palms should be an important issue. In Chapter 6, we will discuss more on this issue based on the T-S fuzzy model of this device.

1.2 Overview on existing stability approaches

In this thesis we focus on the general forms of hybrid systems and fuzzy systems, namely the switched system and the T-S fuzzy system, to consider the improved approaches for their stability analysis. Before that, we will review some existing approaches of stability analysis for switched systems and T-S fuzzy systems.

1.2.1 Stability of switched systems

In recent decades, the stability issues of switched systems have drawn much attention in the field of system engineering. There are several excellent surveys and reviews on the stability of switched systems explaining the large amount of applications and existing results, see for example the survey papers [39, 48–50] and introductory book [24].

We will briefly overview some existing research results to provide the background information to readers. As we have discussed in Section 1.1.3.1, the stability problems of switched systems can be divided into two aspects: stability analysis and stabilization. Within the problems of stability analysis, we can further separate them based on the property of switching signals: systems under arbitrary switching and systems under restricted switching. Under each group of research topics, we will discuss the methods that are specific to them.

1.2.1.1 Stability analysis under arbitrary switching

By arbitrary switching, here we mean that there is no restriction on the switching signals. For such a switching system, the activated system can be any of the subsystems at anytime. The necessity for investigating this problem comes from the fact that, even though all the subsystems are stable individually, it is still not sufficient to ensure the overall system stability, just like the case of the gear ratio switching system that we mentioned in Section 1.1.3.1. Meanwhile, based on the Lyapunov theory, we also know that a common Lyapunov function for all the subsystems can guarantee the system state convergence under arbitrary switching. So this gives us a practical way to consider this kind of stability problems.

Among the various approaches, common quadratic Lyapunov function (CQLF) has been widely considered and attracted much research efforts due to its advantages in practice. One advantage of this approach is that the conditions for the existence
of a CQLF can be expressed as LMIs [51]. Numerical methods have been used for solving these LMIs, for example the standard interior point methods [52] and interactive gradient decent algorithm [53] which can converge to the desired CQLF in finite steps.

The numerical methods for solving LMIs of CQLF have contributed a lot towards solving practical problems, especially with the development of computer softwares such as Matlab toolbox. But research on algebraic conditions for the existence of CQLF remains a challenging task. Various attempts have been made in this direction because this kind of results are easier to verify and also provide valuable insights in the stability property of a given switched system [39]. Especially for the second-order switched LTI systems with two modes, the concept of matrix pencil [54] has been adopted to investigate the algebraic conditions that can be necessary and sufficient for system stability.

It is worth mentioning that the existence of a CQLF is only sufficient for system stability under arbitrary switching. The conservativeness here generally comes from the restricted flexibility of the quadratic Lyapunov function. To improve this, some novel ideas have been proposed to give greater freedom for the construction of the Lyapunov function, such as the norm-based Lyapunov function [55], polyhedral Lyapunov function [1], line-integral Lyapunov function [56], and polynomial Lyapunov function [2].

When the investigated switched systems are restricted to the class of second-order, some special techniques can be also applied. For example, analysis based on the polar coordinate transformation [57–60], the algebraic analysis for the existence of CQLF [11] as we mentioned before, analysis by means of the generalized first integral [61] and the geometry-based algorithm [62].

1.2.1.2 Stability analysis under restricted switching

For some switched systems, the switching behavior might not be arbitrary but restricted to a special group of signals. For example the automobile gear switching system in some cases is restricted naturally by physical constraints, and a particular sequence/order (from first gear to the second gear then to the third gear, rather than directly to the third gear) must be followed; the mode switching in the temperature control system cannot change too fast because of the delay of heat transmission.

With such kind of prior knowledge about the switching signals, we can obtain much stronger and less conservative stability conditions for a given switched system than that in the arbitrary switching case. This is generally achieved by considering worst case scenarios, based on the necessity property [39].

By solving this problem, one may find the answer to whether the system is stable under the restricted switching, or what restrictions should be applied on switching signals in order to guarantee the stability of switched systems. The restrictions
on switching signals may be either state space restrictions (such as abstractions from partitions of the state space, trajectory dependent switching), or time domain restrictions (such as dwell-time, average dwell-time switching signals).

Based on the investigation in [49], one may find that an unstable state is usually the result of failure to absorb the energy generated by switching or unstable subsystems. Therefore, an intuitive idea would be whether the stable subsystems can be activated relatively long enough, so that the energy increase caused by switching or unstable subsystems can be traded off. This idea has been proven to be reasonable and can be realized by concepts such as dwell time and average dwell time of switching signals [63]. Readers may refer to [64,65] for detailed results on this topic.

For systems where switching is restricted in the state space, one basic idea to consider the system stability is to construct multiple Lyapunov functions (MLFs). And each of these functions is related with each single subsystem or certain region in the state space described by the switching restriction. Then a non-traditional Lyapunov function can be constructed by concatenating the MLFs together. This theory has been studied and excellent reviews can be found in [48–50,64].

1.2.2 Stability of T-S fuzzy systems

As we have mentioned in Section 1.1.2.2, it is generally not easy to analyze the stability property of Mamdani-type fuzzy systems, for they are based on linguistic description rather than a precise mathematical model. While the model-based rules in T-S fuzzy model can precisely capture the dynamics behavior of a nonlinear system by describing its local dynamics as subsystems. By considering the contribution of each rule at specific time, the T-S fuzzy model can be further expressed as a weighted summation of the local subsystems. As a result, the stability analysis for T-S fuzzy model will be made possible.

A necessary step for stability analysis is to find the equivalent fuzzy model of the nonlinear system. Techniques for constructing a T-S fuzzy model can be classified into three branches [31]: (1) system identification techniques based on experimental data [29,66], (2) sector nonlinearity techniques [67], (3) model approximation by combining linearized models at the chosen operating points of membership functions [68].

With the constructed T-S fuzzy model in the form of multiple linear subsystems, stability analysis of the original system would be made easier. Generally there are two streams of analysis approaches, namely the membership-independent and membership-dependent analysis approaches [69], which are all based on the Lyapunov stability theory.
1.2.2.1 Membership-independent approach

For the membership-independent stability analysis, the shapes of membership functions are not considered in the stability analysis. Once the T-S fuzzy system is verified to be stable by the membership-independent stability condition, system stability can be guaranteed regardless of the expression of membership functions [31]. Since the information we use in stability analysis is just the expression of multiple subsystems, to some extent, the analysis process will be quite similar to that of switched systems under arbitrary switching. To reduce the conservativeness in stability analysis, an intuitive idea is to construct more flexible Lyapunov function covering a wider range of subsystems.

Similar to the analysis for switched systems, various types of Lyapunov functions have been constructed for stability analysis of T-S fuzzy systems. Among them, the quadratic Lyapunov function in [70, 71] is the basic and simple approach and the LMI stability condition can be derived directly from the analysis. This method can be easily extended to other system analysis problems such as passivity and $H_{\infty}$ performance. But on the other hand, flexibility will be greatly restricted by its simplicity and thus conservativeness can be relatively big.

A direct way to improve the flexibility of Lyapunov function is to increase the mathematical order of its expression. Following this idea, the polynomial Lyapunov function has been proposed in [2]. With this method, we can clearly see in the example of [2] that, conservativeness of stability analysis can be gradually minimized by increasing the order of polynomial Lyapunov function. However, the computational efforts in practical cases will increase accordingly.

If we think from a mathematical point of view, an alternative way of improving flexibility would be increasing the number of candidate terms for constructing an overall Lyapunov function. The advantage of this approach comes from the fact that the individual candidate may not be positive monotonic decreasing globally, but by proper combination of their local decaying area, the joint function would ensure the global energy convergence.

The different ways of connecting these candidate terms would result in different sub-classes of MLF candidates, for example, the piecewise-linear Lyapunov function [72, 73] or switching Lyapunov function [74, 75] candidate divides the operating domain in the state space into a number of operating sub-domains and would choose a different local Lyapunov function candidate [31] in different sub-domains.

1.2.2.2 Membership-dependent approach

In the membership-independent stability analysis approach, the way to reduce analysis conservativeness is to improve the Lyapunov function itself, such that a wider range of subsystems can be covered. But actually, we can make use of the system information to avoid invalid combinations of subsystems, thus reduce the range of
subsystems variation to be considered in the analysis. In this way, it will be relatively easy for us to find a proper Lyapunov function and consequently reduce the conservativeness in analysis.

For the switched system we mentioned before, we can further consider the switched signal as additional information. Here for the T-S fuzzy system, additional information can be found in the membership function of each fuzzy rule. It would be impractical to consider all the membership information in the stability analysis since the membership functions might be continuously changing in the whole domain. A feasible and practical way to make use of membership function is to find the relative simple characteristic information of it.

Generally there are two ways to do this. One approach of characterizing the membership function is to find its simplified approximation [3, 4, 76, 77] that can be easily described and combined in the system analysis. Of course, we also need to find the boundary of approximation error, such that sufficiency can be ensured in the stability result. Following this approach, different functions have been used to approximate the original complex membership functions, for example, staircase function in [3], piecewise linear function in [4] and polynomial function in [76–78].

In the approximation approach we mentioned above, a simplified approximated function is designed and an error bound is used together to include the exact original membership function. We can say that this is from inside (the approximated function can be viewed as the center) to outside (the error bound can be viewed as the radius). Another approach is to start from the opposite direction. That is, we start from the highest and lowest membership values ($h = 1$ and $h = 0$) and gradually shrink them to find the upper-bound and lower-bound of the membership function. Then the boundary information can be applied in the stability analysis [5]. Sufficiency in this approach can be also ensured since the exact original membership function is still included in the region between upper-bound and lower-bound.

1.3 Objective and thesis structure

In this thesis we will focus on the stability problems of switched systems and T-S fuzzy systems. As we mentioned above, for both switched systems and T-S fuzzy systems, there are generally two approaches to improve the stability analysis. In the first approach, the research point is the Lyapunov function itself. By finding a new method to construct a proper and flexible Lyapunov function, a wide range of subsystems can be included and less conservative results can be obtained.

In the second approach, the main idea is to improve the analysis results by making use of system information (which is the switching signal for switched systems and the membership function for T-S fuzzy systems). We can also understand it as: reduce the range of subsystem variation by making use of the switching signals or
membership functions, such that it will be easier for us to construct an appropriate Lyapunov function.

Here we will investigate the new research methods in both approaches, such that improved results can be obtained. Specifically, for the first approach, we will investigate the stability analysis problem of switched systems under arbitrary switching. In this case if the conservativeness is reduced to a minimum for the given subsystems, we can say the result is necessary and sufficient condition.

And for the second approach, we will consider the membership-dependent stability analysis methods in a new framework. In this way we can see clearly how the range of subsystem variation can be reduced by considering the membership information, which will make it easier for us to construct a proper Lyapunov function.

As the sub-branches of our main research directions, we will also consider the further extension of the analysis result obtained in the first approach and apply analysis result of the second approach in the metamorphic robotic palm. An outline of our research topics can be found below in Figure 1.12.

![Figure 1.12: Research topics and their relation in this thesis](image)

Specifically in Chapter 2, we will elaborate the preliminary knowledge about system stability analysis. Based on that, firstly we will introduce the existing research ideas on how to construct a better Lyapunov function for multiple subsystem
models, e.g. switched systems. Secondly we will discuss the existing approaches to reduce conservativeness in stability analysis of T-S fuzzy systems by considering membership information.

Chapter 3 follows the preliminary on the stability problem of switched systems in Chapter 2 to discuss the new phase-based approach of stability analysis for second-order switched systems under arbitrary switching. The idea here is based on the existence condition of a hypothetical ultimate flexible Lyapunov function.

In Chapter 4, the phase-based stability condition in Chapter 3 will be extended to analyze whether the existence of CQLF for every pair of subsystems will ensure the overall stability of switched systems under arbitrary switching.

Chapter 5 changes the research topic from switched systems to T-S fuzzy systems and discusses the membership dependent approaches to reduce conservativeness in stability analysis. A new framework will be provided in this chapter to compare the effectiveness of different membership dependent stability conditions and explain how the membership-dependent approach can be explained as reducing subsystem variation.

Chapter 6 will present the modeling and stability analysis problem of a metamorphic robotic palm, which can be treated an example application of the theoretical results in Chapter 5.

The concluding remarks of this thesis and potential directions of future work will be provided in Chapter 7.

1.4 Outline of contributions to knowledge

Within the thesis structure mentioned in Section 1.3, our main contributions to knowledge have been presented in Chapters 3 to 6. Their novelty and importance are listed as below:

1. The new concept of Phase Function has been proposed in Chapter 3. By using this concept, a necessary and sufficient stability condition of switched systems has been obtained.

2. It has been verified in Chapter 4 that the existence of CQLF for every two tuples of subsystems can ensure stability of the whole switched system.

3. An efficient algorithm has been designed in Chapter 5 to get the less conservative membership dependent stability condition for T-S fuzzy systems.

4. The membership dependent stability analysis method in Chapter 5 has been applied to a robotic palm in Chapter 6, which ensures the wider range of re-configuration of the robotic palm.
Chapter 2

Preliminaries

This chapter elaborates the background knowledge of system stability analysis. As the preliminaries of latter chapters, it will also discuss the existing methods on stability analysis of switched systems under arbitrary switching and on stability analysis of T-S fuzzy system by considering membership information.

2.1 The problem of system stability

A general continuous-time nonlinear system can be described in the following form,

$$\dot{x}(t) = f(x(t), t),$$  \hspace{1cm} (2.1)

where $f : (\mathbb{R}^n, \mathbb{R}) \rightarrow \mathbb{R}^n$ is be a nonlinear function of both system state $x(t)$ and time $t$. For any initial system state $x(0)$, the function $f(x(t), t)$ will determine the subsequent dynamic evolution of state $x(t)$.

If on the state domain $x(t) \in \mathbb{R}^n$ we can find a point $x_e$ such that $f(x_e, t) = 0$ for all $t \in \mathbb{R}^+$, we then call it the equilibrium point of system (2.1). From the system expression in (2.1), at this specific equilibrium point $x_e$, the differential equation $\dot{x}(t) = 0$ means that the state $x(t)$ can stay here forever in the ideal case. While in the practical case, such a point is not isolated and the state must go through its surrounding area to reach that specific point, which means the stability property of the equilibrium is closely related with the state dynamic in its surrounding area. As a result the stability property of an equilibrium point can be formally described as

**Definition 8.** [79] (Stable Equilibrium) A system equilibrium point $x_e$ is stable if for each $\epsilon > 0$, there exists $\delta > 0$, such that

$$\|x(0) - x_e\| < \delta \quad \Rightarrow \quad \|x(t) - x_e\| < \epsilon, \quad \forall t > 0.$$  \hspace{1cm} (2.2)

Conceptually, the above definition means that a starting point “close enough” to the equilibrium (within a distance $\eta$ from it) remains “close enough” forever (within
a distance $\delta$ from it). If the above condition is not satisfied, then the equilibrium point is said to be \textit{unstable}. If an equilibrium point $x_e$ is both stable and \textit{convergent}, then it is said to be \textit{asymptotically stable}. Formally we can define it as

**Definition 9.** [79] (\textit{Asymptotically Stable}) A system equilibrium point $x_e$ is asymptotically stable if it is stable and there exists $\delta > 0$, such that

$$\|x(0) - x_e\| < \delta \Rightarrow \lim_{t \to \infty} x(t) = x_e. \quad (2.3)$$

It means that a starting point close enough to $x_e$ not only remains close enough to $x_e$ but also eventually converges to this equilibrium. Graphically, the behavior of stable, unstable and asymptotically stable can be illustrated as Figure 2.1.

![Figure 2.1: Concepts of stability](image)

A widely used effective method to visualize the above stability property is the second method proposed by A. M. Lyapunov [80] for demonstrating stability, which we commonly refer to as \textit{Lyapunov stability criterion}. In this method, a \textit{Lyapunov function} $V(x) : \mathbb{R}^n \to \mathbb{R}$ is designed as an analogy to the potential function of classical system dynamics. It can be formally defined as,

**Definition 10.** [81] A \textbf{Lyapunov function} is a scalar function $V(x) : \mathbb{R}^n \to \mathbb{R}$ that is continuous, positive-definite and has continuous first-order partial derivatives at every point of $\mathbb{R}^n$.

The stability condition corresponding to the definition of “stable” can be presented as

**Theorem 1.** [82] (\textit{Stability}) Let $x = 0$ be an equilibrium point of system (2.1). Let $V(x) : \mathbb{R}^n \to \mathbb{R}$ be a continuously differentiable function. Then $x = 0$ is stable if
1. \( V(0) = 0 \),
2. \( V(x) > 0 \) for \( x \neq 0 \),
3. \( \dot{V}(x) \leq 0 \) for \( x \neq 0 \) (negative semidefinite).

Accordingly, the stability condition for definition of “asymptotically stable” can be described as

Theorem 2. \([82]\) (Asymptotic Stability) Let \( x = 0 \) be an equilibrium point of system (2.1). Let \( V(x) : \mathbb{R}^n \to \mathbb{R} \) be a continuously differentiable function. Then \( x = 0 \) is asymptotically stable if

1. \( V(0) = 0 \),
2. \( V(x) > 0 \) for \( x \neq 0 \),
3. \( \dot{V}(x) < 0 \) for \( x \neq 0 \) (negative definite).

To conclude the global stability (or similarly global asymptotic stability), an additional condition called “properness” or “radial unboundedness” is required. The above analysis method can be visualized by considering the Lyapunov function \( V(x) \) as the energy of the concerned system, see Figure 2.2 as an illustration of \( V(x) = x_1^2 \). If the system loses energy over time and energy is never restored then the system state will grind to a stop and reach its equilibrium point.

![Figure 2.2: Illustration of Lyapunov function \( V(x) \)](image)

A level-surface of Lyapunov function with energy \( \mathcal{E} \) can be found by solving the state space solution of equation \( V(x) = \mathcal{E} \). The illustration of such a surface on the state space will be an enclosed contour, see Figure 2.3 as an illustration of \( V(x) = 0.1, 0.3, 0.6, 1, 1.4 \). The level-surface closer to the equilibrium point would
have less energy. In other words, if a system state on the level surface is stable, it would go inside the contour of such a level surface along the system equation.

In the following sections, we will consider the stability problem of switch systems and fuzzy systems based on the idea of Lyapunov function. Some existing methods will be discussed accordingly.

2.2 Stability analysis for switched systems under arbitrary switching

In this part we will briefly discuss the existing approaches for stability analysis of switched systems under arbitrary switching. Here we consider the switched linear system that consists of a finite set of linear time-invariant (LTI) systems,

\[ \dot{x}(t) = A_{\sigma(t)}x(t), \quad (2.4) \]

where \( A_{\sigma(t)} \) can switch among a given collection of matrices \( A_1, A_2, \ldots, A_q \) in \( \mathbb{R}^{n \times n} \). Denote \( Q \triangleq \{ 1, 2, \cdots, q \} \) as the set of indexes of subsystems, then the switching signal in (2.4) can be constrained as \( \sigma(t) \in Q \).

For a switched system under arbitrary switching, the system matrix \( A_{\sigma(t)} \) can be any matrix among \( A_1, A_2, \ldots, A_q \). The stability under arbitrary switching would require that the system state can always go to the equilibrium point \( x = 0 \) regardless of the switching signal \( \sigma(t) \). To see this on the state space, we can consider

Figure 2.3: Illustration of the level surfaces of a Lyapunov function \( V(x) \)
a switched system with \( q = 3 \) and \( n = 2 \). Corresponding subsystems are chosen as

\[
A_1 = \begin{bmatrix}
  -1 & 0.5 \\
  -1.5 & -3
\end{bmatrix}, \quad A_2 = \begin{bmatrix}
  -1 & 0 \\
  -0.5 & -3
\end{bmatrix}, \quad A_3 = \begin{bmatrix}
  -1 & -1.5 \\
  0.5 & -3
\end{bmatrix}
\]

In Figures 2.4–2.7, the converging directions as well as the magnitudes of \( A_1x \), \( A_2x \), \( A_3x \) are illustrated as the blue, green and red quivers correspondingly. The state trajectories along \( \dot{x}(t) = A_1x(t) \), \( \dot{x}(t) = A_2x(t) \), \( \dot{x}(t) = A_3x(t) \) are plotted in Figures 2.4–2.6 separately. The state trajectory under switching \( A_{\sigma(t)}: A_1 \rightarrow A_2 \rightarrow A_3 \) is explained in Figure 2.7.

If this system is asymptotically stable under arbitrary switching, the system state will gradually converge to \( x = 0 \) no matter which quiver it travels along at a specific point of the state space. To ensure this, we can consider the Lyapunov function we mentioned in Section 2.1. That is, if there is a Lyapunov function, such that, for a system state on a specific level surface of this function, all converging quivers of subsystems would point inside this level surface, then the system state would always travel from high energy level surface to low energy level surface, see Figure 2.8. The system state would finally reach and stay at the equilibrium and consequently the system would be stable. In other words, we can also explain it as, if we can find a common Lyapunov function for all the subsystem matrices \( A_1 \), \( A_2 \) and \( A_3 \), then the switched system would be stable under arbitrary switching.
As we have mentioned in Chapter 1, Figure 1.12, there are two approaches to improve the results of stability analysis. We can either reduce the variation of subsystem quivers $A_1x, A_2x, A_3x$ by making use of the information of switching signal $\sigma(t)$, or we can find a more flexible Lyapunov function $V(x)$ such that all the subsystem quivers can be enclosed (pointing inward) by the level surface of such a Lyapunov function. Obviously, for the switching system under arbitrary switching, it is impossible for us to reduce the subsystem variation by switching signal information. Thus a more practical approach is the construction of a highly flexible Lyapunov function.

Following this idea, various methods have been considered to improve the flexibility of Lyapunov function. Among them we will briefly discuss the typical approaches: polyhedral Lyapunov function, polynomial Lyapunov function.

### 2.2.1 Polyhedral Lyapunov function [1]

The definition of polyhedral Lyapunov function can be introduced as,

**Definition 11.** The polyhedral Lyapunov function is a special class of piecewise linear Lyapunov function that is defined as,

$$V_P(x) = \max\{\xi_1^T x, \xi_2^T x, \cdots, \xi_m^T x\},$$

where $\xi_i \in \mathbb{R}^n$ is the parameter determining the direction, or the normal of level surface in region $i$ ($i = 1, 2, \cdots, m$), see Figure 2.9.
This function is induced by a polyhedral set in the following form,

\[ P = \{ x \in \mathbb{R}^n : \xi_i^T x \leq 1, i = 1, 2, \cdots, s \}, \]  

(2.6)

which is compact and contains the origin \( x = 0 \) in its interior. The linear functions \( \xi_i^T x \) \( (i = 1, 2, \cdots, m) \) are called the generators of polyhedral function \( V_P(x) \). 

![Figure 2.9: Level surface of the polyhedral Lyapunov function](image)

To get the proper polyhedral Lyapunov function ensuring the stability of the equilibrium of system (2.4) under arbitrary switching, we need to find generators such that all the subsystem quivers \( A_i x \) \( (i \in Q, x \in P) \) point inward the polyhedral set \( P \). This can be formally described as the positive invariance principle [83],

**Definition 12.** A polyhedral set \( P \) is called positively invariant with respect to the trajectories of a dynamical system if for all \( x(0) \in P \) the solution \( x(t) \in P \) for \( t > 0 \).

Then following the same idea as in [84], the stability condition can be formulated by the polyhedral Lyapunov function (2.5) as follows

**Lemma 1.** For the function (2.5) to be a common Lyapunov function for subsystem matrices \( A_i \) \( (i \in Q) \) (and the polytope \( P \) to be invariant under the dynamics of (2.4)) it is necessary and sufficient that

\[ \xi_i^T \cdot A_j x \leq 0, \quad \forall x \in \partial P, \quad i \in J(x), \quad j \in Q \]  

(2.7)

where \( J(x) = \{ i \in 1, 2, \cdots, m : \xi_i^T \cdot x = V_P(x) \} \) is a set of indexes corresponding to the active constraints.
The way to increase the flexibility of polyhedral Lyapunov function is to find the proper partitions of the state space, such that the invariant condition (2.7) can be satisfied as much as possible and complexity of the Lyapunov function is acceptable for practical calculation. One well-established example of this should be the ray partition approach in [1], where the flexibility can be improved by increasing the number of partition rays.

2.2.2 Polynomial Lyapunov function [2]

If we see the commonly used quadratic Lyapunov function, \( V(x) = x^T P x \), from the mathematic point of view, we will find that it is actually a second order polynomial function. Then an alternative idea to improve the flexibility of a Lyapunov function would be increasing the mathematical order of it.

Following this idea, we can increase the mathematical order of quadratic Lyapunov function \( V(x) \) to get a polynomial Lyapunov function. We can formal introduce it as the following definition,

**Definition 13.** [2] A polynomial Lyapunov function is a function designed in the following form,

\[
V(x) = \hat{x}^T(x) P \hat{x}(x) \tag{2.8}
\]

where \( P \in \mathbb{R}^{N \times N} \) is positive definite, \( \hat{x}(x) \in \mathbb{R}^N \) is a column vector whose entries are all monomials in \( x \) and satisfies that

\[
\hat{x}(x) = 0 \quad \text{iff} \quad x = 0. \tag{2.9}
\]

By the term “monomial in \( x \)” we mean a function of the form \( x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_n^{\alpha_n} \), whose order is \( \alpha_1 + \alpha_2 + \cdots + \alpha_n \) with \( \alpha_1, \alpha_2, \ldots, \alpha_n \) being nonnegative integers.

The stability condition in this case is still ensuring the positive definite property of \( V(x) \) and negative definite property of \( \dot{V}(x) \). But to make the computation easier, the sum of squares (SOS) decomposition of multivariate polynomials would be applied. A multivariate polynomial \( f(x) \) is an SOS if there exist polynomials \( f_1(x), f_2(x), \ldots, f_m(x) \) such that \( f(x) = \sum_{i=1}^{m} f_i^2(x) \). Equivalence between an SOS expression and the quadratic form in (2.8) can be stated as the following proposition.

**Proposition 1.** [85] Let \( V(x) \) be a polynomial in \( x \in \mathbb{R}^n \) of order \( 2d \). In addition, let \( \hat{x}(x) \) be a column vector whose entries are all monomials in \( x \) with order no greater than \( d \). Then \( V(x) \) is an SOS iff there exists a positive semidefinite matrix \( P \) such that

\[
V(x) = \hat{x}^T(x) P \hat{x}(x). \tag{2.10}
\]
The stability of a given system at equilibrium $x = 0$ can be ensured if for all $x$ both $V(x)$ and $-\dot{V}(x)$ are SOS \[2\].

2.2.3 Brief summary

In the above existing research methods, ideas have been discussed to improve the flexibility of Lyapunov function, consequently reducing the conservativeness in stability analysis. Ideally, we may think that the ultimate flexible Lyapunov function would ensure the necessary and sufficient property of our stability results. But in the practical case, it would mean the infinite partition rays for polyhedron Lyapunov function and infinite high order for the polynomial Lyapunov function, which are unlikely to be achieved.

While, if we consider one step further, we may realize that, our purpose of constructing flexible Lyapunov function is still to see the possibility of existence of a proper Lyapunov function, rather than actual existence of it. With this thought, we may possibly avoid the construction of a Lyapunov function by analyzing the criteria of its existence. This will be the focus of our research in Chapter 3.

2.3 Stability analysis for T-S fuzzy systems with membership information

In the previous section, we focused on the construction of flexible Lyapunov function to improve the results of system stability analysis. The system switching information was not considered in the analysis. While in this part we change our topic to the stability analysis of T-S fuzzy systems. Instead of improving the result by constructing flexible Lyapunov function, this time we will focus on the application of system membership information to reduce stability analysis conservativeness, in other words, as we mentioned in Figure 1.12, we use the membership information to ensure smaller subsystem variation.

Before the explanation on how to reduce subsystem variation by membership information, we would like to briefly introduce some existing membership-dependent methods. The relation between membership-dependent results and reducing subsystem variation will be explained based on the new analysis framework in Chapter 5.

To make it easier to follow, the main ideas of these methods will be reviewed based on a simple T-S fuzzy system and a commonly used Lyapunov function, i.e., the quadratic Lyapunov function. Consider the following T-S fuzzy system

$$\dot{x} = \sum_{i=1}^{p} h_i(x) A_i x,$$ \quad (2.11)
where \( x \in \mathbb{R}^n \) is the system state, \( p \in \mathbb{Z}^+ \) is the number of fuzzy rules, \( h_i(x) : \mathbb{R}^n \rightarrow \mathbb{R} \) is the membership function in the \( i \)-th rule, \( A_i \in \mathbb{R}^{n \times n} \) is the system matrix in the \( i \)-th rule. Choose the Lyapunov function as

\[
V(x) = x^T P x.
\]

(2.12)

with \( P \in \mathbb{R}^{n \times n} \) being a symmetric matrix satisfying \( P > 0 \).

In the existing research, there are two effective branches of membership-dependent methods, namely the membership function approximation methods [3, 4] which consider the membership information by using alternative simpler functions, and the membership-bound-dependent method [5] which applies the bound information of membership function into stability analysis. We start with the introduction of membership function approximation methods and explain how to get corresponding LMI conditions. Firstly the staircase and piecewise linear approximation methods will be reviewed. And after that, in the subsequent subsection, the introduction to membership-bound-dependent method will be provided.

2.3.1 Membership function approximation methods [3, 4]

Here the term “membership function approximation” means that, the actual membership functions in the T-S fuzzy systems will be replaced by the alternative functions whose layouts are pretty close to the original ones and are relatively easier to describe by mathematical expressions. In this way, with those alternative approximated functions, it will be possible for us to combine their membership information into the system stability analysis. And the obtained stability condition will be membership-dependent. In the following part we will discuss the general membership approximation idea of staircase approximation in [3] and piecewise linear approximation in [4]. Based on that, the corresponding membership-dependent stability conditions will be provided.

2.3.1.1 Membership function approximation ideas

For both the staircase and piecewise approximation methods, the whole domain of premise variable \( x \) is divided into gridded sub-regions, and in the \( i \)-th dimension of \( x \), these sub-regions are separated by sample points satisfying \( x_i(t) = x_i^{(\tau)} \) (\( \tau = 1, 2, \cdots, d + 1 \)). The regional approximation of \( h_i(x) \), \( i = 1, 2, \cdots, p \), is described by the values of \( h_i(x) \) at the surrounding sample points. To make it simple and highlight the main idea, we consider the special case \( h_i(x) = h_i(x_1) \) (\( i = 1, 2, \cdots, p \)) as an example, which means the membership function has one degree of freedom and only depends on \( x_1(t) \). For the definition of approximation functions with more degrees of freedom the idea is same, and readers can refer to [4] for more details.

Define \( \hat{h}_i(x) \) as the approximated membership function. For the staircase ap-
proximation, the approximated function in sub-region \((x_1^{(\tau)}, x_1^{(\tau+1)})\) can be chosen as any value of \(h_i(x_1)\) \((i = 1, 2, \cdots, p)\) in this region.

To facilitate the comparison, without loss of generality, the \textit{staircase approximation} would be presented as,

\textbf{Definition 14.} The \textbf{staircase approximation} of a membership function \(h_i(x_1)\) in region \((x_1^{(\tau)}, x_1^{(\tau+1)})\) is a function designed as

\[
\hat{h}_i^{(\tau)}(x_1) = \mu^-_\tau(x_1)h_i(x_1^{(\tau)}) + \mu^+_\tau(x_1)h_i(x_1^{(\tau+1)})
\]  

(2.13)

for all \(i = 1, 2, \cdots, p\), where \(\mu^-_\tau(x_1) = e(\frac{x_1^{(\tau)} + x_1^{(\tau+1)}}{2} - x_1)\) is a step function changing value at sub-region center \(x_1 = \frac{x_1^{(\tau)} + x_1^{(\tau+1)}}{2}\), \(\mu^+_\tau(x_1) = 1 - \mu^-_\tau(x_1)\) is the counter-part of \(\mu^-_\tau(x_1)\), and \(e(t)\) is the step function satisfying \(e(t) = 1\) for \(t \geq 0\) and \(e(t) = 0\) for \(t < 0\).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{staircase_approximation.png}
\caption{Illustration of staircase approximation.}
\end{figure}

On the other hand, the piecewise linear approximation would be presented as,

\textbf{Definition 15.} The \textbf{piecewise linear approximation} of a membership function \(h_i(x_1)\) in region \((x_1^{(\tau)}, x_1^{(\tau+1)})\) is a function designed as

\[
\hat{h}_i^{(\tau)}(x_1) = v^-_\tau(x_1)h_i(x_1^{(\tau)}) + v^+_\tau(x_1)h_i(x_1^{(\tau+1)})
\]  

(2.14)

for all \(i = 1, 2, \cdots, p\), where \(v^-_\tau(x_1) = \frac{x_1 - x_1^{(\tau+1)}}{x_1^{(\tau)} - x_1^{(\tau+1)}}\) satisfying \(v^-_\tau(x_1^{(\tau)}) = 1\) and \(v^-_\tau(x_1^{(\tau+1)}) = 0\), and \(v^+_\tau(x_1) = 1 - v^-_\tau(x_1)\) is the counter-part of \(v^-_\tau(x_1)\).
For both staircase and piecewise linear approximations, the obtained function \( \hat{h}_i(x_1) \) has the same value as \( h_i(x_1) \) at the sample points \( x_1^{(\tau)} \), \( \tau = 1, 2, \cdots, d, d+1 \), see Figure 2.12.

2.3.1.2 The obtained membership-dependent stability conditions

For both approximation methods we have \( \sum_{i=1}^{p} \hat{h}_i(x) = 1 \). Introduce the new matrices \( Q_i \triangleq A_i^T P + P A_i \), \( (i = 1, 2, \cdots, p) \), then the membership information can be combined in the derivation of Lyapunov function (2.12) with details given below:

\[
\dot{V}(x) = \sum_{i=1}^{p} h_i(x) x^T Q_i x \\
= \sum_{i=1}^{p} \hat{h}_i(x) x^T Q_i x + \sum_{i=1}^{p} (h_i(x) - \hat{h}_i(x)) x^T Q_i x \\
+ \sum_{i=1}^{p} (h_i(x) - \hat{h}_i(x)) x^T M x \\
= \sum_{i=1}^{p} \hat{h}_i(x) x^T Q_i x + \sum_{i=1}^{p} (h_i(x) - \hat{h}_i(x)) x^T (Q_i + M) x \\
+ \sum_{i=1}^{p} (r_i - r_i) x^T (Q_i + M) x \\
= \sum_{i=1}^{p} x^T \left( \hat{h}_i(x) Q_i + r_i (Q_i + M) \right) x \\
+ \sum_{i=1}^{p} x^T \left( (h_i(x) - \hat{h}_i(x) - r_i) (Q_i + M) \right) x.
\]

Overall a sufficient condition for \( \dot{V}(x) < 0 \) could be

\[
\left\{ \begin{array}{l}
(h_i(x) - \hat{h}_i(x) - r_i) (Q_i + M) \leq 0, \quad \forall \ i = 1, 2, \cdots, p \\
\sum_{i=1}^{p} \hat{h}_i(x) Q_i < - \sum_{i=1}^{p} r_i (Q_i + M).
\end{array} \right. \quad (2.15)
\]
where \( r_i \) is a scalar and \( M \) is a symmetric matrix of appropriate dimension. We can get the following conditions by dividing the first inequality of (2.15) into two inequalities

\[
\begin{align*}
    r_i &\geq h_i(x) - \hat{h}_i(x), \quad \forall \; i = 1, 2, \ldots, p \\
    Q_i + M &\geq 0, \quad \forall \; i = 1, 2, \ldots, p \\
    \sum_{i=1}^{p} \hat{h}_i(x)Q_i &< -\sum_{i=1}^{p} r_i(Q_i + M).
\end{align*}
\]

Based on the definition of \( \hat{h}_i(x_1) \) in region \((x_1^{(r)}, x_1^{(r+1)})\), the conditions in (2.16) can be equivalently illustrated as

\[
\begin{align*}
    r_i &\geq h_i(x_1) - \hat{h}_i(x_1), \quad \forall \; i = 1, 2, \ldots, p \\
    Q_i + M &\geq 0, \quad \forall \; i = 1, 2, \ldots, p \\
    \sum_{i=1}^{p} \hat{h}_i^{(r)}(x_1)Q_i &< -\sum_{i=1}^{p} r_i(Q_i + M), \quad \forall \; \tau = 1, 2, \ldots, d.
\end{align*}
\]

Since for any \( \tau = 1, 2, \ldots, d+1 \), all \( v^-_\tau(x_1), \; v^+_\tau(x_1), \; \mu^-_\tau(x_1), \; \mu^+_\tau(x_1) \geq 0 \) and \( v^-_\tau(x_1) + v^+_\tau(x_1) = \mu^-_\tau(x_1) + \mu^+_\tau(x_1) = 1 \), the linear inequality related with \( \hat{h}_i^{(r)}(x_1) \) can be replaced by that related with \( h_i(x_1^{(r)}) \) and \( h_i(x_1^{(r+1)}) \). Thus a sufficient condition for (2.17) could be [3, 4]

\[
\begin{align*}
    r_i &\geq h_i(x_1) - \hat{h}_i(x_1), \quad \forall \; i = 1, 2, \ldots, p \\
    Q_i + M &\geq 0, \quad \forall \; i = 1, 2, \ldots, p \\
    \sum_{i=1}^{p} h_i(x_1^{(\tau)})Q_i &< -\sum_{i=1}^{p} r_i(Q_i + M)
\end{align*}
\]

for all \( \tau = 1, 2, \ldots, d, d+1 \), where \( r_i \) (\( i = 1, 2, \ldots, p \)) is a scalar and \( M \) is a symmetric matrix of appropriate dimension. In (2.18), the main difference of staircase and piecewise linear approximation methods is \( \hat{h}_i(x_1) \), which will result in different \( r_i \) from the first inequality. Consequently, from the third condition of (2.18), we may find that, the inequality with smaller \( r_i \) will be less conservative.

An example from [4] of different approximation methods is provided in Figure 2.12, where \( h_1(x_1) = e^{-(x_1-10)^{1/25}} \) and \( x_1 \) is divided into six sub-regions by points \( x_1^{(1)} = -10, \; x_1^{(2)} = -5, \; x_1^{(3)} = 0, \; x_1^{(4)} = 5 \) and \( x_1^{(5)} = 10 \). Clearly we can see that, for smooth membership functions, the \( r_i \) value of piecewise linear approximation is generally smaller subject to the same set of sample points, which means less conservative stability conditions. Thus we will choose the piecewise linear approximation method as a representative for the conservativeness comparison in Section 5.4.
Figure 2.12: Comparison of the minimum $r_1$ in staircase (right) and piecewise linear (left) approximation methods. The dashed smooth gray lines are the trajectories of $h_1(x_1)$, the solid lines are the layouts of approximated function $\hat{h}_1(x_1)$, the dotted red lines are the layouts of $\hat{h}_1(x_1) + r_1$, where $r_1 \geq h_1(x_1) - \hat{h}_1(x_1)$.

2.3.2 Membership-bound-dependent relaxation method [5]

Another approach to apply the membership information in the stability results is considering the bound margin value of membership function $h_i(x)$. If a bound for $h_i(x)$ is known, then we can name it as $\beta_i \in \mathbb{R}$ which satisfies $h_i(x) \leq \beta_i$ for all $x$ in the system domain. Directly it holds that

$$h_i(x) \leq \beta_i \sum_{j=1}^{p} h_j(x).$$

Consider a group of arbitrary positive semi-definite matrices $N_i \geq 0, (i = 1, 2, \cdots, p)$. The following expression holds

$$\dot{V}(x) = \sum_{i=1}^{p} h_i(x)x^TQ_i x$$

$$\leq \sum_{i=1}^{p} h_i(x)x^TQ_i x + \sum_{i=1}^{p} \left( \beta_i \sum_{j=1}^{p} h_j(x) - h_i(x) \right) x^TN_i x$$

$$= \sum_{i=1}^{p} h_i(x)x^TQ_i x + \sum_{i=1}^{p} h_i(x) \left( \sum_{j=1}^{p} \beta_j x^TN_j x \right) - \sum_{i=1}^{p} h_i(x)x^TN_i x$$

$$= \sum_{i=1}^{p} h_i(x)x^T \left( Q_i - N_i + \sum_{j=1}^{p} \beta_j N_j \right) x.$$
Directly, a sufficient condition for $\dot{V}(x) < 0$ can be chosen as

$$
\begin{aligned}
\left\{ 
\begin{array}{l}
\beta_i \geq h_i(x) \\
N_i \geq 0 \\
Q_i - N_i + \sum_{j=1}^{p} \beta_j N_j < 0
\end{array}
\right.
\end{aligned}
$$

for all $i = 1, 2, \cdots, p$.

Clearly we can see that compared with the direct membership-independent condition

$$Q_i < 0, \quad \forall \ i = 1, 2, \cdots, p,$$

much more information has been combined in the membership-dependent results (2.18) and (2.19). Theoretically conservativeness can be reduced in this way.

### 2.3.3 Brief summary

In the above subsections we have reviewed some typical membership-dependent methods for stability analysis of T-S fuzzy systems. An instinct question would be effectiveness of them. In most existing papers [3, 86, 87], comparisons of different membership-dependent methods are usually analyzed in the numerical approach. Such an approach is simple and direct, and one can compare different methods based on the obtained feasible regions of preset parameters. But the comparison results will be highly dependent on the specific example. And sometimes it is difficult to explain the inner relation of different methods. To avoid those limitations and take one step further, in Chapter 5 we would like to introduce framework membership space for the theoretical comparison. This framework is obtained by considering all the membership functions in a joint space. With this idea we will be able to see the whole picture of the membership layouts and conduct analysis that is less dependent on the specific example. What’s more, in such a framework, we will also find out how the membership-dependent methods can be explained as the reduction of subsystem variation.
Chapter 3

Phase-based stability analysis of switched systems

This chapter introduces the concept of phase function and applies it to the stability analysis problem of switched systems. Firstly, the basic properties of phase function are explored. Then by following this concept and its properties, the phase-based stability criterion is investigated.

3.1 Introductory remarks

Following the preliminary results in Section 2.2, in this chapter we consider the stability analysis of switched system under arbitrary switching. From Section 2.1, we understand that the stability of a given system can be validated by the existence of an appropriate Lyapunov function for such a system. Furthermore in Section 2.2, we discussed some existing methods to construct flexible Lyapunov function such that it is more likely to be appropriate for the given system and stability can be verified.

However, as we also mentioned in Section 2.2.3, the system stability actually does not dependent on (though can be verified by) the existence of a specific appropriate Lyapunov function. Following this thought, in this chapter, we will not stick to the improvement of Lyapunov function flexibility. Instead, we analyze the necessary requirements for an appropriate Lyapunov function. Then with the new concept of phase function, those requirements can be directly related with the system expression, making it easier for us to check the system stability.

The following sections of this chapter are organized as follows. Section 3.2 formulates the problem that we are going to investigate in this chapter. Section 3.3 introduces the concept and mathematical properties of phase function. With this concept, in Section 3.4, we will analyze the necessary requirement for an appropriate Lyapunov function and transform it into stability condition. Application and
comparison examples will be provided in Section 3.5 and conclusion will be drawn in Section 3.6.

### 3.2 Problem formulation

Consider a second-order switched system

\[
\dot{x}(t) = f_{\sigma(t)}(x(t)) = A_{\sigma(t)}x(t),
\]

where \(A_{\sigma(t)}\) can switch among a given collection of matrices \(A_1, A_2, \ldots, A_q\) in \(\mathbb{R}^{2 \times 2}\). Denote \(Q \triangleq \{1, 2, \ldots, q\}\) as the set of indexes of subsystems, then the switching signal in (3.1) can be constrained as \(\sigma(t) \in Q\). Throughout this chapter, the input arguments of variables may be omitted to simplify the expressions, for example, \(f_{\sigma(t)}(x(t))\) may be abbreviated as \(f_\sigma(x)\) and \(\theta(x)\) may be simplified as \(\theta\). For the above system, let us construct the following line-integral function [56] which will be used as an ultimate flexible Lyapunov function,

\[
V(x) \triangleq \int_{\Gamma(0,x)} p(\psi) \cdot d\psi,
\]

where \(\Gamma(0,x)\) is a path from the origin 0 to the current state \(x\), \(\psi \in \mathbb{R}^2\) is a dummy vector for the integral, \(p(x) \in \mathbb{R}^2\) is a vector function of the state \(x\), and \(d\psi \in \mathbb{R}^2\) is an infinitesimal displacement vector. If \(p(x)\) is regarded as a force vector at a state \(x\), \(V(x)\) in (3.2) can be regarded as the work done from the origin to the current state \(x\), and is thus an energy-like function. As we have mentioned in Section 2.1, to be an appropriate Lyapunov function candidate, \(V(x)\) has to satisfy the following necessary conditions [82],

(a) \(V(x)\) is continuously differentiable;

(b) \(V(x)\) is positive-definite;

(c) \(V(x)\) is radially unbounded.

Our purpose of this chapter is to find a unified approach for stability analysis of second-order switched systems by applying the ultimate flexible line-integral Lyapunov function. One important medium of this approach will be the new concept of phase function. The problems investigated in this chapter can be stated as: Find the phase-based necessary and sufficient condition that guarantees the global stability of switched system (3.1) under arbitrary switching signals. Main contribution of this chapter can be summarized as follows: (1) Analyzing the properties of phase function in the geometric way; (2) Describing the Lyapunov stability criteria in the
form of phase function; (3) Obtaining the necessary and sufficient stability condition based on phase functions of subsystems.

Before discussing the stability analysis problem mentioned above, we will firstly introduce the concept of phase function, and investigate the intrinsic properties of it.

### 3.3 The concept of phase function

#### 3.3.1 Definition of phase function

The concept of phase function of second-order system is illustrated in the following definition. This concept will be used in the later sections as a new approach of stability analysis.

**Definition 16.** The phase function of a state-dependent non-zero vector \( p(x) \in \mathbb{R}^2 \) is defined as the angle from vectors \( x \) to \( p(x) \), for all non-zero \( x \in \mathbb{R}^2 \). In the normal case this function is denoted as \( \phi_p(x) \) with range \([0, 2\pi)\). In the symmetric case, it is denoted as \( \phi^*_p(x) \) with range \([-\pi, \pi)\), see Figure 3.1.

Firstly, we construct an angle function that is defined on the domain \( \{x \mid 0 < x_1^2 + x_2^2\} \) and based on the the arctangent function \( \text{atan2}(x_2, x_1) \) [88] in computer science

\[
\text{atan}(x) \triangleq \begin{cases} 
\text{atan2}(x_2, x_1), & x_2 \geq 0; \\
\text{atan2}(x_2, x_1) + 2\pi, & x_2 < 0;
\end{cases}
(3.3)
\]

According to Definition 16, the phase functions of vectors \( f_\sigma(x) \) and \( p(x) \) can be expressed as

\[
\phi_\sigma(x) \triangleq \text{atan}(f_\sigma(x)) - \text{atan}(x) \pmod{2\pi}, \\
\phi_p(x) \triangleq \text{atan}(p(x)) - \text{atan}(x) \pmod{2\pi},
\]

see Figure 3.1. Note that, since \( (t, x) \to f_\sigma(t)(x) \) is both state- and time-dependent, its phase function \( \phi_\sigma(x) \) would also be time-dependent and is orchestrated by the switching signal \( \sigma(t) \).

Specially for LTI system with system matrix \( A \), we give the general expression of phase function with input matrix and angle variables \( A \) and \( \theta \),

\[
\varphi(A, \theta) \triangleq \text{atan}(A\omega(\theta)) - \theta \pmod{2\pi}.
(3.4)
\]

The above definitions are dependent on the phase angle \( \theta \) of system state \( x \). In the
Figure 3.1: Definition of phase functions $\phi_\sigma(x)$ and $\phi_\star^p(x)$ at point $x$, with the oval curve being the level-surface of Lyapunov function $V(x)$ and $p(x)$ being the normal of level surface at $x$.

Subsequent analysis, we will also use their angle-dependent expressions

$$
\varphi_p(\theta) \triangleq \phi_\sigma(\omega(\theta)), \quad \varphi_\star^p(\theta) \triangleq \phi_\star^p(\omega(\theta)), \quad \varphi_\sigma(\theta) \triangleq \phi_\sigma(\omega(\theta))
$$

as the simplified versions of $\phi_\sigma(\omega(\theta))$, $\phi_\star^p(\omega(\theta))$, $\phi_\sigma(\omega(\theta))$, respectively, with

$$
\omega(\theta) \triangleq \begin{bmatrix} \cos \theta & \sin \theta \end{bmatrix}^T.
$$

Generally, the inputs of functions defined with $\phi$ will be a vector, e.g., $\phi_\sigma(x)$, $\phi_\star^p(x)$; and input of functions defined with $\varphi$ will be an angle, e.g., $\varphi_\sigma(\theta)$, $\varphi_p(\theta)$.

### 3.3.2 Properties of phase function for linear systems

To apply phase function into stability analysis, we need to know the properties of it. Firstly we want to check whether we can move the layout of phase function $\varphi(A, \theta)$ up, down, left and right by changing the parameters in matrix $A$. This shifting property can be analyzed based on the polar decomposition of matrix $A$. Clearly for any matrix $A$, we can always find its polar decomposition: right polar decomposition, $A = U_rP_r$, and left polar decomposition, $A = P_lU_l$, with $U_r$ and $U_l$ being unitary matrices, $P_r$ and $P_l$ being negative semidefinite symmetric matrices. What’s more, for the obtained symmetric matrices $P_r$ and $P_l$, we can make further decompositions $P_r = T_r^T\Lambda_rT_r$ and $P_l = T_l^T\Lambda_lT_l$, where $\Lambda_r$ and $\Lambda_l$ are diagonal matrices, and $T_r$ and $T_l$ are unitary matrices. Overall we have

$$
A = U_rP_r = U_rT_r^T\Lambda_rT_r, \quad A = P_lU_l = T_l^T\Lambda_lT_lU_l.
$$

(3.6)
Remark 1. The unitary matrices would be easier to describe if they can be represented as rotation matrices. For the obtained unitary matrix $U_r$, one has $|\det(U_r)| = 1$. If $\det(U_r) = 1$, then $U_r$ is called a proper unitary matrix [89], which means $U_r$ can be viewed as a rotation matrix. But if $\det(U_r) = -1$, then $U_r$ would contain both rotation and reflection. On the other hand, matrix $P_r$ is symmetric, so the unitary matrix $T_r$ can always be intentionally constructed as a proper unitary matrix to express the effect of rotation, regardless of the eigenvalue distribution of $P_r$.

Note that $\det(P_r) \geq 0$ and $\det(P_l) \geq 0$ because $P_r$ and $P_l$ are chosen to be negative semidefinite symmetric. If $A$ is Hurwitz, both $U_r$ and $U_l$ should be proper unitary matrices to ensure the relation that

$$\det(U_r) \det(P_r) = \det(P_l) \det(U_l) = \det(A) > 0.$$ 

Define a rotation matrix as

$$R(\theta) \triangleq \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix}.$$ 

Then in the case of Hurwitz $A$, the obtained unitary matrices in (3.6) can be expressed by rotation matrix $R(\theta)$ as

$$U_r \triangleq R(\alpha_r), \quad T_r \triangleq R(\beta_r), \quad U_l \triangleq R(\alpha_l), \quad T_l \triangleq R(\beta_l),$$

where $\alpha_r, \beta_r, \alpha_l, \beta_l \in [-\pi, \pi)$ are the corresponding rotation angles and the diagonal matrices in (3.6) can be denoted as

$$\Lambda_r \triangleq \text{diag}\{\lambda_{r1}, \lambda_{r2}\}, \quad \Lambda_l \triangleq \text{diag}\{\lambda_{l1}, \lambda_{l2}\},$$

where $\lambda_{r1}, \lambda_{r2}, \lambda_{l1}, \lambda_{l2} \in \mathbb{R}_{<0}$. Based on the decompositions in (3.6), one can find the following facts about the planar shifting property of phase function.

Lemma 2. For any phase function $\varphi(A, \theta)$ with $\det(A) > 0$, the following results hold

(a) Vertical shifting: $\varphi(A, \theta) \equiv \varphi(P_r, \theta) + \alpha_r$;

(b) Diagonal shifting: $\varphi(A, \theta) \equiv \varphi(P_l, \theta + \alpha_l) + \alpha_l$;

(c) Horizontal shifting: $\varphi(A, \theta) = \varphi(U_r \Lambda_r, \theta + \beta_r) = \varphi(U_l \Lambda_l, \theta + \beta_l)$;

where the equation symbol $a \equiv b$ means $(a \mod 2\pi) = (b \mod 2\pi)$. 
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Proof. For (a), we can prove it by

\[ \varphi(A, \theta) = \frac{2\pi}{2\pi} \left( \text{atan} \left( U_r P_r \omega(\theta) \right) - \text{atan} \left( \omega(\theta) \right) \right) \]

\[ = \varphi \left( U_r^T U_r P_r \omega(\theta) \right) - \text{atan} \left( \omega(\theta) \right) \]

\[ = \varphi \left( P_r \omega(\theta) \right) - \text{atan} \left( \omega(\theta - \alpha_r) \right) \]

\[ = \varphi \left( P_r, \theta \right) + \alpha_r. \]

Our next step is to prove (b). By simple derivation, one can find

\[ \varphi(A, \theta) = \frac{2\pi}{2\pi} \left( \text{atan} \left( P_l \omega(\theta + \alpha_l) \right) - \theta \right) \]

\[ = \varphi \left( P_l, \theta + \alpha_l \right) + \alpha_l, \]

thus (b) is proven. The proof of (c) will be a straightforward combination of (a) and (b). Note that unitary second-order matrices are commutative, which means

\[ \varphi(A, \theta) = \varphi(U_r T_r^T A_r T_r, \theta) = \varphi(T_r^T U_r A_r T_r, \theta). \]

Combining the results in (a) and (b), one can get

\[ \varphi(A, \theta) = \varphi(U_r A_r T_r, \theta) - \beta_r \]

\[ = \varphi(U_r A_r, \theta + \beta_r), \]

thus the result in (c) is proven. \( \square \)

Remark 2. All unitary matrices are commutative \(^1\), so we can also write the polar decompositions of \( A \) as

\[ A = T_r^T U_r A_r T_r \quad \text{and} \quad A = T_l^T A_l U_l T_l. \]

From this point of view, we may find that both \( T_r \) and \( T_l \) result in the horizontal shift of \( \varphi(\cdot, \theta) \). But the rotation degrees \( \beta_r \) and \( \beta_l \) should be different since \( U_r A_r \neq A_l U_l \).

From the perspective of singular-value decomposition (SVD) \( A = W \Sigma V^T \), we can assert that

\[ U_r = U_l = V^T W, \quad T_r = V^T, \quad \text{and} \quad T_r = W^T. \]

What’s more, \( A_r \) and \( A_l \) should have the same eigenvalues, namely \( \{\lambda_{r1}, \lambda_{r2}\} = \{\lambda_{l1}, \lambda_{l2}\} \), because both \( \varphi(A_r, \theta) \) and \( \varphi(A_l, \theta) \) have the same outline as \( \varphi(A, \theta) \).

Specially, if \( A_r \) and \( A_l \) are intentionally obtained as \( A_r = A_l = A \), we can further get the relation that \( U_l T_l = T_r \) or equivalently \( \alpha_l + \beta_l = \beta_r \). The above relations are presented in Figure 3.2. From Figure 3.2, we can also confirm that, in vertical direction, rotation matrix with positive angle leads to upper shift. In the horizontal direction, rotation matrix with positive angle gives rise to the left shift.

\(^1\)Two elements \( x \) and \( y \) of a set \( S \) are said to be commutative under a binary operation \( * \) if they satisfy \( x * y = y * x \). Definition of this term can be found in [90].
From Lemma 2 and the subsequent remarks after it, we can get a general impression of the layout and position of phase function $\varphi(A, \theta)$, as well as its relation with the polar decomposition of $A$. Overall, the outline of $\varphi(A, \theta)$ can be uniquely determined by parameters $\alpha_r$, $\beta_r$ and the ratio $\lambda_{r2}/\lambda_{r1}$. The properties introduced in the following lemmas will explain the relation between phase function $\varphi(A, \theta)$ and eigenvalues of matrix $A$.

**Lemma 3.** For any $A \in \mathbb{R}^{2 \times 2}$ with $\det(A) > 0$, the following results hold

(a) **Positive real eigenvalue of $A$:**

$$\varphi(A, \theta^*) = 0 \iff \exists \lambda \in \mathbb{R}_{>0} \text{ s.t. } A\omega(\theta^*) = \lambda\omega(\theta^*); \quad (3.7)$$

(b) **Negative real eigenvalue of $A$:**

$$\varphi(A, \theta^*) = \pi \iff \exists \lambda \in \mathbb{R}_{>0} \text{ s.t. } A\omega(\theta^*) = -\lambda\omega(\theta^*); \quad (3.8)$$

(c) **Periodicity of $\varphi(A, \theta)$:**

$$\varphi(A, \theta + \pi) = \varphi(A, \theta). \quad (3.9)$$

**Proof.** From the definition in (3.4), we can confirm that, $A\omega(\theta)$ would have the same phase angle as $\omega(\theta + \varphi(A, \theta))$. It means that

$$A\omega(\theta) = \|A\omega(\theta)\|_2 \omega(\theta + \varphi(A, \theta)). \quad (3.10)$$
The pre-condition \( \det(A) > 0 \) ensures that \( A\omega(\theta) \) is non-zero, then \( \|A\omega(\theta)\|_2 > 0 \) for all \( \theta \). Choosing \( \lambda = \|A\omega(\theta^*)\|_2 > 0 \) and considering \( \omega(\theta + \pi) = -\omega(\theta) \), as we can see in (3.5), the sufficiency part of (3.7) and (3.8) can be easily proven, and their necessity parts would be obvious.

For (3.9), we can find the straightforward derivation

\[
\varphi(A, \theta + \pi) = \varphi\left( R^T(\pi)AR(\pi), \theta \right) = \varphi(A, \theta).
\]

Thus the proof is completed.

\[\square\]

### 3.4 Stability analysis under arbitrary switching

Based on the concept of phase function, the main result of stability analysis for system (3.1) under arbitrary switching will be introduced in this part. For the equilibrium of system (3.1) to be stable under arbitrary switching, a necessary condition is that all the subsystems should be stable. Hence it is natural to propose the following assumption in this section.

**Assumption 1.** Matrices \( A_1, A_2, \cdots, A_q \) are all Hurwitz matrices.

#### 3.4.1 Lyapunov function existence condition in the form of phase function

Under Assumption 1, all system matrices would satisfy \( \det(A_i) > 0 \) (\( i \in Q \)). As a result, the properties in Lemmas 2 and 3 can be used in the stability analysis. Starting from the line-integral Lyapunov function in (3.2), we would firstly transform the Lyapunov function existence conditions (a), (b) and (c) in Section 3.2 into phase-based criteria. The vector \( p(x) \) considered in the following proposition is designed to be independent on the length \( \|x\|_2 \) of vector \( x \), thus for \( \theta = \atan(x) \) we have

\[
\varphi_p^*(\theta)\big|_{\theta=\atan(x)} = \phi_p^*(\omega(\theta))\big|_{\theta=\atan(x)} = \phi_p^*(x).
\]

Overall the Lyapunov function existence conditions can described as the criteria of \( \varphi_p^*(\theta) \) and \( \varphi_{\sigma}(\theta) \) in Proposition 2.

**Proposition 2.** If there exists \( p(x) \) such that its phase function \( \varphi_p^*(\theta) \) is continuous and satisfies

\[
\varphi_{\sigma}(\theta) - \frac{3\pi}{2} \leq \varphi_p^*(\theta) \leq \varphi_{\sigma}(\theta) - \frac{\pi}{2}, \quad \text{(3.11)}
\]

\[
-\frac{\pi}{2} < \varphi_p^*(\theta) < \frac{\pi}{2}, \quad \text{(3.12)}
\]
for all $\theta \in [0, 2\pi)$, $\sigma(t) \in \mathcal{Q}$, and
\[
\int_0^{2\pi} \tan \varphi_p^*(\theta) \, d\theta = 0,
\] (3.13)
then function (3.2) can be an appropriate line-integral Lyapunov function to ensure the stability of the equilibrium of system (3.1). Moreover, the equilibrium point of system (3.1) is asymptotically stable if the inequalities in (3.11) are satisfied as strict ones.

Proof. See Appendix A.1.

Remark 3. In the conditions of Proposition 2, the reason for using $\varphi_p^*(\theta)$ instead of $\varphi_p(\theta)$ is to simplify the expression in (3.11) and (3.12) by the special range property that $\varphi_p^*(\theta) \in [-\pi, \pi]$.

Remark 4. Based on Figure 3.1, we can find that, condition (3.12) is provided to ensure that Lyapunov function $V(x)$ is positive definite, in other words, its level surface with lower energy is contained in level surface with higher energy. Condition (3.13) ensures that the level surface of $V(x)$ with the same energy is a closed circle. Condition (3.11) will guarantee that the system state $x$ on a level surface moves inside that surface, in other words, $\dot{V}(x) \leq 0$.

With Proposition 2, we can understand the stability problem of Figure 2.8 from a new point of view. If we focus on one point on the level surface of the given Lyapunov function and consider the magnified micro-space around that point, we will find the graphical explanation of relation in Condition (3.11), see Figures 3.3 and 3.4.

![Figure 3.3: Review of a point on the level surface in Figure 2.8](image-url)
3.4.2 Stability condition in the form of phase function

In Proposition 2, the stability condition is described by the assumed phase function $\varphi_p^*(\theta)$ from the Lyapunov function. But in the actual case, what we can get are the phase functions of subsystems. To make the phase-based stability condition more applicable, we need to transform it into criteria about the phase function of subsystems $\varphi(A_i, \theta)$, $(i \in \mathcal{Q})$. Before proceeding to the main result, let us consider a necessary condition for the stability under arbitrary switching, which is related with the maximum and minimum values of all the subsystem phase functions. This condition can be viewed as a combination of (3.11) and (3.12) in Proposition 2.

**Lemma 4.** A necessary condition for the stability of the equilibrium of system (3.1) under arbitrary switching is

$$\sup \{\varphi_{\text{max}}(\theta) - \varphi_{\text{min}}(\theta)\} \leq \pi,$$

where

$$\varphi_{\text{max}}(\theta) \triangleq \max \{\varphi(A_1, \theta), \varphi(A_2, \theta), \cdots, \varphi(A_q, \theta)\},$$

$$\varphi_{\text{min}}(\theta) \triangleq \min \{\varphi(A_1, \theta), \varphi(A_2, \theta), \cdots, \varphi(A_q, \theta)\}.$$

**Proof.** See Appendix A.2.

The criterion expressed in (3.14) is in the form of phase function. To check the feasibility of this inequality we need to firstly get the values of all phase functions.
\( \varphi(A_i, \theta) \) \((i = 1, 2, \cdots, q)\), for \( \theta \in [0, 2\pi) \), then find their maximum and minimum values \( \varphi_{\text{max}}(\theta) \) and \( \varphi_{\text{min}}(\theta) \). Finally the extreme value \( \sup \{ \varphi_{\text{max}}(\theta) - \varphi_{\text{min}}(\theta) \} \) can be obtained. Alternatively, we can also find the equivalent algebraic criterion if (3.14) is a strict inequality. The relation can be described in Lemma 5.

**Lemma 5.** A necessary and sufficient condition for

\[
\sup \{ \varphi_{\text{max}}(\theta) - \varphi_{\text{min}}(\theta) \} < \pi
\]

(3.15)
to be satisfied is that \( A_i A_j^{-1} \) has no negative real eigenvalue for all \( 1 \leq i < j \leq q \).

*Proof.* We choose an \( x \) such that \( A_j x = \omega(\theta) \) can be satisfied. Hurwitz \( A_j \) is invertible, then the value of \( x \) can be obtained as \( x = A_j^{-1} \omega(\theta) \). Furthermore, the difference of two phase functions \( \varphi(A_i, \theta) \) and \( \varphi(A_j, \theta) \) can be calculated as

\[
\varphi(A_i, \theta) - \varphi(A_j, \theta) = \frac{2\pi}{\pi} \left( \text{atan}(A_i A_j^{-1} \omega(\theta)) - \text{atan}(\omega(\theta)) \right) = \varphi(A_i A_j^{-1}, \theta).
\]

(3.16)

Inequality (3.15) means that \( \varphi(A_i, \theta) - \varphi(A_j, \theta) \neq \pi \) for all \( i, j \in \mathbb{Q} \), equivalently we have \( \varphi(A_i A_j^{-1}, \theta) \neq \pi \) for all \( i, j \in \mathbb{Q} \). By the relation (3.8) in Lemma 3, we know that matrix \( A_i A_j^{-1} \) has no negative real eigenvalue for \( i, j \in \mathbb{Q} \), or equivalently for all \( 1 \leq i < j \leq q \). The proof is thus completed. \( \square \)

The criterion in (3.14) can be viewed as a combination of (3.11) and (3.12). Our next step is to consider the condition represented by integral equation (3.13), and replace it with integral inequalities of \( \cot \varphi_{\text{max}}(\theta) \) and \( \cot \varphi_{\text{min}}(\theta) \). Based on the aforementioned phase functions \( \varphi_{\text{max}}(\theta) \) and \( \varphi_{\text{min}}(\theta) \), the main result of this chapter can be stated as Theorem 3.

**Theorem 3.** A necessary and sufficient condition for the stability of the equilibrium of system (3.1) under arbitrary switching is that

\[
\sup \{ \varphi_{\text{max}}(\theta) - \varphi_{\text{min}}(\theta) \} \leq \pi,
\]

(3.17)

and

\[
\begin{align*}
\inf \{ \varphi_{\text{max}}(\theta) \} & \leq \pi \quad \text{or} \quad \int_0^{2\pi} \cot \varphi_{\text{max}}(\theta) \, d\theta \geq 0, \quad \text{if} \quad \inf \{ \varphi_{\text{max}}(\theta) \} > \pi, \\
\sup \{ \varphi_{\text{min}}(\theta) \} & \geq \pi \quad \text{or} \quad \int_0^{2\pi} \cot \varphi_{\text{min}}(\theta) \, d\theta \leq 0, \quad \text{if} \quad \sup \{ \varphi_{\text{min}}(\theta) \} < \pi.
\end{align*}
\]

(3.18)(3.19)

Moreover, the equilibrium of system (3.1) is asymptotically stable if all the involved inequalities are satisfied as strict ones.

*Proof.* See Appendix A.3. \( \square \)

To check the stability condition in Theorem 3, firstly we need to get the expressions of \( \varphi_{\text{max}}(\theta) \) and \( \varphi_{\text{min}}(\theta) \) based on phase function \( \varphi(A_i, \theta) \) of each subsystem.
For criterion in (3.18), if the inequality \( \inf\{\varphi_{\text{max}}(\theta)\} \leq \pi \) holds, then there is no need to check \( \int_{0}^{2\pi} \cot \varphi_{\text{max}}(\theta) \, d\theta \geq 0 \). Criterion (3.18) does not hold if and only if
\[
\int_{0}^{2\pi} \cot \varphi_{\text{max}}(\theta) \, d\theta < 0 \quad \text{and} \quad \inf\{\varphi_{\text{max}}(\theta)\} > \pi.
\]
It is the same for criterion in (3.19).

Remark 5. From the dynamic point of view, the condition in (3.17) is provided to ensure that all the regional chattering dynamics are stable. Conditions in (3.18) and (3.19) can ensure that system state with spiralling dynamics does not diverge to infinity.

In Theorem 3, if \( \inf\{\varphi_{\text{max}}(\theta)\} \leq \pi \) then there is no need to check the inequality condition in (3.18). The same holds for \( \inf\{\varphi_{\text{min}}(\theta)\} \geq \pi \). Thus, as a special case of Theorem 3, we have the following simple sufficient stability condition.

**Corollary 1.** The equilibrium of system (3.1) is stable under arbitrary switching if the following inequalities are satisfied
\[
\begin{align*}
\inf\{\varphi_{\text{max}}(\theta)\} &\leq \pi, \quad (3.20) \\
\sup\{\varphi_{\text{max}}(\theta) - \varphi_{\text{min}}(\theta)\} &\leq \pi, \quad (3.21) \\
\sup\{\varphi_{\text{min}}(\theta)\} &\geq \pi. \quad (3.22)
\end{align*}
\]
And the equilibrium of system (3.1) is asymptotically stable if (3.21) is satisfied as strict inequality.

### 3.5 Verification examples

By two simple examples, now we discuss the application of phase-based condition in Proposition 2 and compare the results in Theorem 3 with several existing methods.

#### 3.5.1 Application of the phase-based condition

**Example 1.** To explain how the stability analysis conservativeness can be reduced by increasing the order of polynomial Lyapunov function, we will describe the phase functions of 2nd, 4th, 6th, 8th order polynomial Lyapunov functions (correspondingly in [13] the value of parameter \( m \) should be set as \( m = 1, 2, 3, 4 \)) based on an example with the following subsystems
\[
A_1 = \begin{bmatrix} -1 & -1 \\ 1 & -1 \end{bmatrix}, \quad A_2 = \begin{bmatrix} -1 & -a \\ \frac{1}{a} & -1 \end{bmatrix}
\]
where \( a \) is a parameter. The problem is to determine the maximum value of \( a^* \) for which the system equilibrium is asymptotically stable for arbitrary switching signals. The results obtained by different order polynomial Lyapunov functions are shown in Table 3.1.

Table 3.1: Maximum values of \( a^* \) obtained by different polynomial Lyapunov functions [13]

<table>
<thead>
<tr>
<th>( m )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a^* )</td>
<td>5.8283</td>
<td>9.2911</td>
<td>9.6825</td>
<td>10.4105</td>
</tr>
</tbody>
</table>

The phase function of each polynomial Lyapunov function is plotted in Figure 3.5. We can find that, with the increase of \( a \), the minimum value of \( \varphi_{\min}(\theta) \) will move downward. From Proposition 2, it is obvious that, for an appropriate Lyapunov function, its phase layout should be lower than \( \varphi_{\min}(\theta) - \pi/2 \) and satisfying \( \int_0^{2\pi} \tan \varphi_p^*(\theta) \, d\theta = 0 \). By increasing the value of \( m \), the corresponding polynomial Lyapunov function will be more flexible. Consequently the gap between \( \varphi_{\min}(\theta) \) and \( \varphi_{\min}(\theta) - \pi/2 \) can be smaller, and bigger value of \( a \) will be allowed. If we calculate the value of \( a \) by condition \( \int_0^{2\pi} \cot \varphi_{\min}(\theta) \, d\theta = 0 \), the critical value with 5 decimal places can be obtained as \( a^* = 11.31149 \).

3.5.2 Comparison with existing results

Example 2. In this example, we will compare the phase-based stability condition in Theorem 3 with some existing methods in literature. Consider the following switched system model

\[
\dot{x}(t) = A_{\sigma(t)}x(t), \quad A_{\sigma(t)} \in \{A_1, A_2\},
\]

where

\[
A_1 = \begin{bmatrix} 0 & 1 \\ -2 & -1 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 0 & 1 \\ -2 - k & -1 \end{bmatrix}.
\]

This example has been widely used in literature, e.g. [1, 2, 10], to check the conservativeness of obtained results. Here we also choose it to exemplify the result in Theorem 3 and make comparisons with existing methods.

(1). Exemplification of the result in Theorem 3

Based on the criteria in Proposition 2, the phase function \( \varphi_p^*(\theta) \) of feasible Lyapunov function must lie within the grey region \( [\varphi_{\max}(\theta) - \frac{3\pi}{2}, \frac{\pi}{2}] \) in Figure 3.6, and satisfies the integral condition \( \int_0^{2\pi} \tan \varphi_p^*(\theta) \, d\theta = 0 \). The condition obtained from quadratic Lyapunov function [2] can guarantee the stability for \( k \leq 3.82 \), and its corresponding phase function is shown in Figure 3.6. For the range \( 3.5 \leq k \leq 7.5 \), we get
(a) $m = 1$ (2nd-order PLF) and $a = 5.8283$  
(b) $m = 2$ (4th-order PLF) and $a = 9.2911$

(c) $m = 3$ (6th-order PLF) and $a = 9.6825$  
(d) $m = 4$ (8th-order PLF) and $a = 10.4105$

Figure 3.5: Layouts of $\varphi_{\text{min}}(\theta)$ and $\varphi^*_p(\theta)$ with different $a$ value and $m$. ($^*$PLF is the acronym of polynomial Lyapunov function)

Thus conditions (3.17) and (3.19) can be always satisfied, what we need to do is checking the integral condition in (3.18). By setting $\int_0^{2\pi} \cot \varphi_{\text{max}}(\theta) \, d\theta = 0$, one can clearly find in Figure 3.7 that the critical $k$ value for (3.18) is $k^* = 6.98513$. 
Various novel Lyapunov functions have been proposed to improve the function flexibility. The piecewise Lyapunov function [10] constructed by double quadratic terms guarantees the stability for $k \leq 4.7$. Following this method, the result can be further improved to $k \leq 5.9$ if the nonlinear transformation in [91] is combined.

The method proposed in [2] and [13] is an extension of traditional quadratic Lyapunov function from second-order polynomial function to higher order ones. Theoretically, the conservativeness of stability condition in [2] can be gradually reduced by increasing the order of adopted polynomial Lyapunov function. But when
it is actually solved by the SOS Tools software, the improvement of analysis result will stop at some certain order. If we choose the function order to be even higher, as we can see in Figure 3.8, the algorithm will crash and provide unreasonable results. This is mainly caused by the inevitable calculation-error amplification of high order polynomials during the numerical iteration. The best result of this method is obtained by the tenth-order polynomial Lyapunov function, ensuring the stability for $k \leq 6.64$ which is below the value obtained by Theorem 3, as is shown in Figure 3.8.

![Figure 3.8: Comparison among polynomial Lyapunov function [2], piecewise Lyapunov function [10], and phase-based condition in Theorem 3](image)

(3). **Relation with numerical methods**

The numerical approach in [1] originates from the construction of a polyhedral Lyapunov function. Theoretically, the accuracy of $k^*$ can be gradually improved by progressively choosing a larger number of partition rays. But this approach is computationally demanding in practical experiment. As we can see, one needs 40000 rays for a two-digit accuracy of $k^* = 6.98$. But to achieve a three-digit accuracy of $k^* = 6.985$, the rays number 1500000 is required. The phase-based method in Theorem 3 can achieve results identical to that obtained by numerical method with infinite number of rays, and at the same time can get rid of the heavy burden of computation.

(4). **Relation with polar coordinate based methods**

Similar necessary and sufficient condition can be also found in [58], which is obtained based on the polar coordinate model. But that condition is applicable to
systems with only a pair of subsystems. Results in [59] and [60] can be viewed as the extension of [58] to systems with finite number of subsystems. Compared with those results, the method studied here shows the advantage as a unified framework for the analysis of stability problem. So there is no need to concern about the specific types of eigenvalues that are defined in the above papers. And some assumptions for the subsystems can be also avoided, which means that a wider range of switched systems can be investigated.

3.6 Conclusions

Starting from the idea of an ultimate flexible line-integral Lyapunov function, we have proposed the concept of phase function to characterize the existence condition of an appropriate Lyapunov function. Under this new concept, the problem of stability analysis for second-order switched system has been investigated. By considering and applying the inherent properties of phase function, necessary and sufficient condition for the stability of second-order switched systems under arbitrary switching has been obtained in a different approach. Compared with existing works, the stability condition obtained here shows advantages in terms of theoretical analysis and numerical computation.
Chapter 4

Extended results of the phase-based stability condition

In existing research, it has been proven that the existence of CQLF for every three tuple of subsystems can ensure the stability of the whole system. In this chapter we are interested to find out whether this can be improved by the phase-based condition.

4.1 Introduction

In previous chapters, we discussed the stability problem of switched system based on the a presumed Lyapunov function. While specially for the second order switched system, mathematical methods like matrix analysis and convex set analysis [92, 93] can be applied to get analytical stability condition. In this direction, Shorten and Narendra [11] described equation $\text{det}\{ A^TP + PA = 0 \}$ of system matrix $A$ and positive real matrix $P$ as an ellipse in the 2-dimensional space, then solution of “$P$” can be analyzed by set theory. By applying Helly’s theorem [92] they proven that the existence of a CQLF for the whole switched system is equivalent to the existence of a CQLF for every three-tuple of subsystems, while the analytical existence condition for the CQLF of three subsystems (in other words, the whole system) is still unknown. But on the other hand, by the analysis of eigenvalues, Shorten and Narendra have found the analytical explanation to the CQLF existence condition for a pair of Hurwitz system matrices $A_1$ and $A_2$, which is, matrix pencils $\alpha A_1 + (1 - \alpha)A_2$ and $(1 - \alpha)A_1 + \alpha A_2$ are both Hurwitz for $\alpha \in [0, 1]$, or equivalently, matrices $A_1A_2$ and $A_1A_2^{-1}$ do not have real negative eigenvalues.

Following the above analytical explanation for CQLF existence condition of $A_1$ and $A_2$, in this research we intend to improve the results in [11] by the phase-based condition in Chapter 3, to see whether the CQLF existence condition of every two-tuple of subsystems would be sufficient for the stability of the whole system. Instead of directly analyzing the LMI condition related with CQLF, we will start from the phase-based stability condition obtained in Chapter 3. Firstly, we will
discuss some typical properties of phase function. Based on these properties, the result in Chapter 3 will be extended to a much simpler sufficient condition with only one inequality criterion that is integral-free and thus easier to check. Secondly, such a new condition will be transformed into its equivalent algebraic form, which is expressed as the eigenvalue requirement of \( A_1 A_2 \) and \( A_1 A_2^{-1} \). Lastly, by considering the analytical explanation of CQLF existence condition in [11], we can verify that the CQLF existence condition of every pair of subsystems will be already sufficient to the ensure stability of the whole system.

As an extension, we will also consider application of the main result in the special case of switched positive systems. This kind of switched systems are described by Metzler matrices [94, 95] and can be used to describe the dynamic processes such epidemiology [96] and congestion control [97]. For this special case, we can find that the CQLF existence condition of every pair of subsystems will be both necessary and sufficient for stability of the whole system, as a result, alternative explanation for the conclusion in [98] can be obtained.

The remaining sections of this chapter are organized as follows. Section 4.2 illustrates the problem formulation of switched system stability analysis and preliminary about phase function. In Section 4.3, additional properties of phase function will be analyzed, and simplified phase-based stability condition and their transformations will be provided. In Section 4.4, we will discuss the special case of positive switched system. Finally in Section 4.5, a conclusion of this chapter will be drawn.

### 4.2 Problem formulation and preliminaries

#### 4.2.1 Problem formulation

In this chapter again we consider a linear switched system of second-order, where system state \( x(t) \in \mathbb{R}^2 \) and system matrix \( A_{\sigma(t)} \) can switch among a collection of constant matrices \( A_1, A_2, \ldots, A_q \) in \( \mathbb{R}^{2 \times 2} \). We introduce a set \( Q \triangleq \{1, 2, \ldots, q\} \) to describe the collection of indexes of subsystems. The system expression can be described as

\[
\dot{x}(t) = A_{\sigma(t)} x(t), \quad \sigma(t) \in Q.
\]  

To simplify the complex expressions, throughout this chapter we may neglect the input arguments of variables or functions, for example, \( A_{\sigma(t)} \) may be simplified as \( A_{\sigma} \).

In this chapter, we consider the stability problem of system (4.1). A normal approach to check the stability of the equilibrium of switched system (4.1) is to find a CQLF for all the subsystems in (4.1). In literature, by applying Helly’s theorem [92], Shorten and Narendra [11] have found the elegant result that the
existence of a CQLF for the whole switched system is equivalent to the existence of a CQLF for every three-tuple of subsystems. It means that, as long as we can find the individual CQLFs for every three-tuple of local subsystems, which are not necessarily same to each other, the equilibrium of the whole system will be stable.

Following such a conclusion, we are wondering whether the required number of subsystems for an individual CQLF can be further reduced from three to two. The answer to this question seems not clear since Helly’s theorem is not applicable anymore in this case. But similar research has been done for some special class of second-order switched systems, namely the positive switched systems. Akar et al. [99] have verified that if all the subsystems of (4.1) are described by Hurwitz, Metzler matrices [94] and the diagonal entries of these matrices are $-1$, the existence of a diagonal CQLF for two-tuple of subsystems will ensure the stability of the whole system. Later in [98], Gurvits et al. further extended such a result by removing the restrictive assumption on the diagonal entries of the system matrices and CQLF.

It is interesting to know whether the above two-tuple based conclusion can be further extended to the general second-order switched systems. Around this question, we will consider the relation between CQLF existence condition of every pair of subsystems and the stability of the overall system. The method we choose is slightly different from [99] and [98] that focus directly on matrix and sets analysis. Instead, we will start the discussion based on the concept of phase function that has been proposed in Chapter 3.

### 4.2.2 Preliminaries about phase function

As it is explained in Chapter 3, the definition of phase function comes from the idea of describing the Lyapunov stability criteria as the mathematical conditions of subsystem phase angles. Denote a variable as the angle variation between vectors $Ax$ and $x$. Specially if we simplify $x$ as a unit vector $\omega(\theta) \triangleq \begin{bmatrix} \cos \theta \\ \sin \theta \end{bmatrix}^T$, such an angle variable will be a function of $\theta$. To start the analysis in this chapter, we firstly recall the phase function of a second order system matrix $A$ which is defined in Equation (3.4) of Chapter 3.

$$
\varphi(A, \theta) \triangleq \text{atan}(A\omega(\theta)) - \theta \pmod{2\pi}.
$$

where \(\text{atan}(A\omega(\theta))\) is the phase angle of vector $A\omega(\theta)$, with \(\text{atan}(x) = [x_1, x_2]^T\) being defined in Equation (3.3) of Chapter 3. Exactly the expression of $\text{atan}(x)$ can be recalled as below.

$$
\text{atan}(x) \triangleq \begin{cases} 
\text{atan2}(x_2, x_1), & x_2 \geq 0; \\
\text{atan2}(x_2, x_1) + 2\pi, & x_2 < 0.
\end{cases}
$$
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The graphical explanation and layout of phase function $\varphi(A, x)$ can be found in Figure 4.1. Clearly, for the equilibrium of the switched system in (4.1) to be asymptotically stable under arbitrary switching, a necessary condition is that all the subsystems should be stable. Hence it is natural to propose the same assumption as that in Chapter 3.

**Assumption 2.** Matrices $A_1, A_2, \cdots, A_q$ are all Hurwitz matrices.

For the phase function of second order system with Hurwitz matrix $A$, there are some special properties. To describe them, we need a general rotation matrix which is defined as

$$R(\theta) \triangleq \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix}.$$  

The properties about translational movement of a phase function can be described separately as vertical shift and horizontal shift. The one about vertical shift property can be expressed as

$$\varphi(R(\alpha)A, \theta) = \varphi(A, \theta) - \alpha,$$  

(4.4)

where $\alpha \in \mathbb{R}$ is scale of vertical shift. The one about horizontal shift property can be expressed as

$$\varphi(R^T(\alpha)AR(\alpha), \theta) = \varphi(A, \theta - \alpha),$$  

(4.5)

where $\alpha \in \mathbb{R}$ is scale of horizontal shift. Based on the definition of phase function $\varphi(A, \theta)$ in (4.2), the proofs of (4.4) and (4.5) will be obtained, readers are referred to Lemma 3.1 of Chapter 3 for the detailed explanation of these proofs. With the
proposed concept of phase function and its properties, in the following part, we will further analyze the stability problem of second-order switched systems by using system phase function $\varphi(A, \theta)$.

4.3 Main results

In this part we will firstly review the result in Chapter 3. By analyzing the integral terms in the stability condition in Chapter 3, we then find a clue to simplify that stability condition based on some specific properties of phase function. Criterion in the newly obtained condition will be much easier to check. Secondly, to see the relation of the obtained new condition in regard with existing results in literature, we will transform the phase-based criterion into equivalent algebraic and LMI conditions. By the end of this part, relation between the stability of the whole system and existence condition of CQLF for every two-tuple of subsystems will be obtained. Illustrative examples will be provided to verify the results and show the improvement coming with the new stability condition.

4.3.1 Further analysis of the phase-based stability condition

In the previous chapter, the necessary and sufficient stability condition for second-order switched systems has been obtained. It is described by the maximum and minimum values of all the phase functions of $A_1, A_2, \cdots, A_q$, which are defined as

$$\varphi_{\text{max}}(\theta) \triangleq \max \{ \varphi(A_1, \theta), \varphi(A_2, \theta), \cdots, \varphi(A_q, \theta) \},$$

$$\varphi_{\text{min}}(\theta) \triangleq \min \{ \varphi(A_1, \theta), \varphi(A_2, \theta), \cdots, \varphi(A_q, \theta) \}.$$

The obtained condition involves the constraint on the bias between $\varphi_{\text{max}}(\theta)$ and $\varphi_{\text{min}}(\theta)$ in (3.17), the positiveness of the integral of $\cot \varphi_{\text{max}}(\theta)$ in (3.18), and the negativeness of the integral of $\cot \varphi_{\text{min}}(\theta)$ in (3.19). The detailed conclusion can be summarized as Theorem 3.

Similar conclusions, which are obtained by system analysis in polar coordinate, can be found in [59, 60]. The result provided by Theorem 3 is expressed in the form of phase function. Generally the result in Theorem 3 is relatively simpler since there is no need to consider the distribution of system eigenvalues. To utilize this theorem, what we need are the numerical values of $\varphi_{\text{max}}(\theta)$ and $\varphi_{\text{min}}(\theta)$. With these values, condition (3.17) is possible to check. A disadvantage of Theorem 3 is the integral conditions in (3.18) and (3.19). To improve the stability condition obtained in the framework of phase function, our initial concern is whether the relatively complex integral criteria (3.18) and (3.19) can be avoided in some special cases.

By comparison, we may find that conditions (3.18) and (3.19) are expressed in similar format, and to some extent, can be regarded as symmetric expressions. Our
intuitive thinking is whether these two conditions can be combined as a simplified one. To find the answer, we need to know the inherent relation between $\varphi_{\text{max}}(\theta)$ and $\varphi_{\text{min}}(\theta)$. Actually, $\varphi_{\text{max}}(\theta)$ and $\varphi_{\text{min}}(\theta)$ might be described by irrelevant subsystems, for example, $\varphi_{\text{max}}(\theta) = \varphi(A_1, \theta)$ and $\varphi_{\text{min}}(\theta) = \varphi(A_2, \theta)$, which gives no clue for inner relation. Then how about if $A_1$ and $A_2$ are the inverse matrices of each other, e.g., $A_1A_2 = I$?

To investigate this special case, we start from the singular value decomposition $A = U\Sigma V^T$, where $U$ and $V$ are rotation matrices, $\Sigma = \text{diag}\{\sigma_1, \sigma_2\}$ is a diagonal matrix. With this decomposition, the inverse matrix of $A$ can be expressed as $A^{-1} = V\Sigma^{-1}U^T$. Since

$$
\varphi(\Sigma, \theta) + \varphi(\Sigma^{-1}, \frac{\pi}{2} - \theta) \overset{2\pi}{\equiv} \arctan\left(\frac{\sigma_1 \cos \theta}{\sigma_2 \sin \theta}\right) + \arctan\left(\frac{\sigma_2 \sin \theta}{\sigma_1 \cos \theta}\right) + \frac{\pi}{2} = \pi, \quad (4.6)
$$

it is clear that $\varphi(\Sigma, \theta)$ and $\varphi(\Sigma^{-1}, \theta)$ have same layout as each other. Considering (4.4) and (4.5), we know that $\varphi(A, \theta)$ and $\varphi(A^{-1}, \theta)$ can be obtained by translational movement of $\varphi(\Sigma, \theta)$ and $\varphi(\Sigma^{-1}, \theta)$, which means that $\varphi(A, \theta)$ and $\varphi(A^{-1}, \theta)$ also share the same layout. By further analysis we find the following relation between $\varphi(A, \theta)$ and $\varphi(A^{-1}, \theta)$: For the given angles $\theta$ and $\alpha$ with constraint $0 < \alpha < \pi$,

$$
\text{if } \varphi(A, \theta) > \pi + \alpha, \text{ then } \varphi(A^{-1}, \theta - \alpha) < \pi - \alpha.
$$

It means that, for the given $\theta$ and $\alpha$, the values of $\varphi(A, \theta)$ and $\varphi(A^{-1}, \theta - \alpha)$ are symmetric about value $\pi$. The exact relation can be summarized as Lemma 6 with the newly defined angle sets $\bar{S}(A, \alpha)$ and $S(A, \alpha)$,

$$
\bar{S}(A, \alpha) \triangleq \{\theta|\varphi(A, \theta) \geq \pi + \alpha\}, \quad S(A, \alpha) \triangleq \{\theta|\varphi(A, \theta) \leq \pi - \alpha\},
$$

where $\bar{S}(A, \alpha)$ is the domain of $\varphi(A, \theta)$ with value above $\pi + \alpha$, and $S(A, \alpha)$ is the domain of $\varphi(A, \theta)$ with value below $\pi - \alpha$. Proof of Lemma 6 can be found in the Appendix.

**Lemma 6.** For a given Hurwitz matrix $A$ and angular value $0 < \alpha < \pi$, the following relation between $\bar{S}(A, \alpha)$ and $S(A, \alpha)$ holds

$$
S(A^{-1}, \alpha) = \{\theta|\theta = \theta^* - \alpha, \theta^* \in \bar{S}(A, \alpha)\}. \quad (4.7)
$$

By Lemma 6, we can find that the values of $S(A^{-1}, \alpha)$ can be obtained by left shifting of the values of $\bar{S}(A, \alpha)$ with the distance $\alpha$. Denoting the Lebesgue measures $[100]$ of a set $S$ as $\mu_L(S)$, then it follows that the Lebesgue measures of $S(A^{-1}, \alpha)$ and $\bar{S}(A, \alpha)$ should be same. Mathematically this relation can be expressed as

$$
\mu_L(\bar{S}(A, \alpha)) = \mu_L(S(A^{-1}, \alpha)). \quad (4.8)
$$
If $\alpha$ is chosen to be the extreme values\footnote{local maximum and minimum values} of $\varphi(A, \theta) - \pi$, we will find the relation

\[
\begin{align*}
\max \{ \varphi(A, \theta) \} - \pi &= \pi - \min \{ \varphi(A^{-1}, \theta) \}, \\
\min \{ \varphi(A, \theta) \} - \pi &= \pi - \max \{ \varphi(A^{-1}, \theta) \}.
\end{align*}
\tag{4.9}
\]

With the equality properties in (4.8), (4.9) and (4.10), we may find the relation that, integrals of $\varphi(A, \theta)$ and $\varphi(A^{-1}, \theta)$ will compensate each other, which can be presented as

\[
\int_{0}^{2\pi} \cot \varphi(A, \theta) \, d\theta + \int_{0}^{2\pi} \cot \varphi(A^{-1}, \theta) \, d\theta = 0.
\tag{4.11}
\]

The proof of (4.11) can be explained by following the same procedure as derivations in (B.12) and (B.13) which are provided in the Appendix B. To apply the special property in Lemma 6 and get the extended result of (4.11), we need to construct the maximum and minimum phase function values with not only subsystem matrices but also their inverses. Following this idea, we define the new maximum and minimum phase functions as

\[
\hat{\varphi}_{\text{max}}(\theta) \triangleq \max \{ \varphi(A_1, \theta), \varphi(A_1^{-1}, \theta), \ldots, \varphi(A_q, \theta), \varphi(A_q^{-1}, \theta) \},
\tag{4.12}
\]

\[
\hat{\varphi}_{\text{min}}(\theta) \triangleq \min \{ \varphi(A_1, \theta), \varphi(A_1^{-1}, \theta), \ldots, \varphi(A_q, \theta), \varphi(A_q^{-1}, \theta) \}.
\tag{4.13}
\]

Based on the equality in (4.7), it can be further confirmed that the integrals of $\cot \hat{\varphi}_{\text{max}}(\theta)$ and $\cot \hat{\varphi}_{\text{min}}(\theta)$ from $\theta = 0$ to $\theta = 2\pi$ will also compensate each other. The exact description and prerequisite to use this property are summarized in Lemma 7.

**Lemma 7.** Consider a group of $q$ Hurwitz system matrices $\{A_1, A_2, \ldots, A_q\}$. The following result always holds

\[
\int_{0}^{2\pi} \cot \hat{\varphi}_{\text{max}}(\theta) \, d\theta + \int_{0}^{2\pi} \cot \hat{\varphi}_{\text{min}}(\theta) \, d\theta = 0,
\tag{4.14}
\]

if $\hat{\varphi}_{\text{max}}(\theta) \neq \hat{\varphi}_{\text{min}}(\theta)$ for all $\theta \in [0, 2\pi)$.

The proof of Lemma 7 is provided in the Appendix. To see clearly what the expression in (4.14) means, we provide a numerical case explanation in Example 3. By such a numerical case, we can also verify the relation similar to that in (4.9) and (4.10) and preview the layouts of $\hat{\varphi}_{\text{max}}(\theta)$ and $\hat{\varphi}_{\text{min}}(\theta)$.

**Example 3.** Consider a second-order system (4.1) with the following two subsystem
matrices \( A_1 \) and \( A_2 \) which are chosen as

\[
A_1 = \begin{bmatrix}
0.3139 & -9.0215 \\
4.5626 & -3.7008
\end{bmatrix}, \quad A_2 = \begin{bmatrix}
1.8125 & -7.1869 \\
3.4085 & -7.4462
\end{bmatrix}.
\]

To see the relation between \( \varphi(A_i, \theta) \) and \( \varphi(A_i^{-1}, \theta) \), \((i = 1, 2)\), and also the layouts of \( \hat{\varphi}_{\max}(\theta) \) and \( \hat{\varphi}_{\min}(\theta) \), we now plot all of them in Figure 4.2. As it has been analyzed in (4.6), \( \varphi(A_i, \theta) \) and \( \varphi(A_i^{-1}, \theta) \) are indeed the shifting translations of each other. However, as we can see, it is not so for \( \hat{\varphi}_{\max}(\theta) \) and \( \hat{\varphi}_{\min}(\theta) \). But, same as (4.9) and (4.10), the maximum and minimum value relation will still hold if we replace \( \varphi(A, \theta) \) and \( \varphi(A^{-1}, \theta) \) with \( \hat{\varphi}_{\max}(\theta) \) and \( \hat{\varphi}_{\min}(\theta) \) respectively. Exactly we can find their values and relation as

\[
\sup \{ \hat{\varphi}_{\max}(\theta) \} - \pi = \pi - \inf \{ \hat{\varphi}_{\min}(\theta) \}, \text{ with value } 2.2018 \text{ rad},
\]

\[
\inf \{ \hat{\varphi}_{\max}(\theta) \} - \pi = \pi - \sup \{ \hat{\varphi}_{\min}(\theta) \}, \text{ with value } 0.7854 \text{ rad},
\]

which are the extended version of (4.9) and (4.10). In addition, the property in (4.14) can be also verified as

\[
\int_0^{2\pi} \cot \hat{\varphi}_{\max}(\theta) \, d\theta = -\int_0^{2\pi} \cot \hat{\varphi}_{\min}(\theta) \, d\theta = 59 \text{ rad}.
\]

If we replace the phase functions \( \varphi_{\max}(\theta) \) and \( \varphi_{\min}(\theta) \) in Theorem 3 by \( \hat{\varphi}_{\max}(\theta) \) and \( \hat{\varphi}_{\min}(\theta) \) respectively, we will be able to avoid the integral conditions in (3.18) and (3.19) by the property in (4.14). As a result the original necessary and sufficient
condition will be reduced to a sufficient condition. The new result is summarized as Theorem 4 and its proof is provided right after the statement.

**Theorem 4.** A sufficient condition for the asymptotic stability of the equilibrium of system (4.1) with arbitrary switching is that

$$\hat{\varphi}_{\text{max}}(\theta) - \hat{\varphi}_{\text{min}}(\theta) < \pi, \quad \theta \in [0, 2\pi)$$

(4.15)

where \(\hat{\varphi}_{\text{max}}(\theta)\) and \(\hat{\varphi}_{\text{min}}(\theta)\) are defined in (4.12) and (4.13).

**Proof.** From (B.7) in the proof of Lemma 7 [in Appendix B], we know that

$$0 < \hat{\varphi}_{\text{min}}(\theta) \leq \pi \leq \hat{\varphi}_{\text{max}}(\theta) < 2\pi.$$  (4.16)

Firstly we consider the inequality case of (4.16), \(0 < \hat{\varphi}_{\text{min}}(\theta) < \pi < \hat{\varphi}_{\text{max}}(\theta) < 2\pi\), where \(\hat{\varphi}_{\text{min}}(\theta) \neq \pi \neq \hat{\varphi}_{\text{max}}(\theta)\). Starting from (4.15), one has

$$\hat{\varphi}_{\text{max}}(\theta) - \frac{3\pi}{2} < \hat{\varphi}_{\text{min}}(\theta) - \frac{\pi}{2}, \quad \theta \in [0, 2\pi).$$  (4.17)

The terms on both sides of inequality (4.17) fall within the interval \((-\frac{\pi}{2}, \frac{\pi}{2})\). Function \(\tan(\theta)\) is monotonically increasing in the concerned range \((-\frac{\pi}{2}, \frac{\pi}{2})\), thus inequality (4.17) can be extended as

$$\int_{0}^{2\pi} \tan(\hat{\varphi}_{\text{max}}(\theta) - \frac{3\pi}{2}) \, d\theta < \int_{0}^{2\pi} \tan(\hat{\varphi}_{\text{min}}(\theta) - \frac{\pi}{2}) \, d\theta.$$

Equivalently it means the validity of the following inequality,

$$\int_{0}^{2\pi} \cot \hat{\varphi}_{\text{max}}(\theta) \, d\theta - \int_{0}^{2\pi} \cot \hat{\varphi}_{\text{min}}(\theta) \, d\theta > 0.$$

Together with the property presented in (4.14), the above inequality ensures that

$$\int_{0}^{2\pi} \cot \hat{\varphi}_{\text{max}}(\theta) \, d\theta > 0, \quad \int_{0}^{2\pi} \cot \hat{\varphi}_{\text{min}}(\theta) \, d\theta < 0,$$

which are the strict inequality form of integral criteria shown in (3.18) and (3.19). It means that the system with subsystems matrices \(A_1, A_1^{-1}, A_2, A_2^{-1}, \ldots, A_q\) and \(A_q^{-1}\) is asymptotically stable, thus the asymptotic stability of the equilibrium of system (4.1) is automatically ensured.

Secondly, we consider the case where the equality relation \(\hat{\varphi}_{\text{min}}(\theta) = \pi\) or \(\hat{\varphi}_{\text{max}}(\theta) = \pi\) holds in (4.16). Based on the relation \(S(A_i, 0) = \tilde{S}(A_i^{-1}, 0)\) from Lemma 6, we can confirmed that “\(=\)” exists if and only if \(\hat{\varphi}_{\text{min}}(\theta) = \pi = \hat{\varphi}_{\text{max}}(\theta)\) at some certain points. In such case, there exists \(\theta^* \in [0, 2\pi)\) satisfying that \(\varphi(A_i, \theta^*) = \)
\[ \varphi(A_i^{-1}, \theta^*) = \pi \text{ for all } i = 1, 2, \cdots, q. \] Based on the properties in Lemma 3, it can be also implied that all the matrices \( A_i \) \( (i = 1, 2, \cdots, q) \) share the common eigenvector \( \omega(\theta^*) = [\cos \theta^*, \sin \theta^*]^T \) with negative real eigenvalues, which means that the system state \( x \) of (4.1) will always converge to zero when \( \arctan(x) = \theta^* \). Then the system equilibrium will also be asymptotically stable in this case. Proof of this theorem is thus completed.

By using the property shown in Lemma 7, the stability condition in Theorem 3 has been simplified as that in Theorem 4. We can find that stability condition in Theorem 4 is simpler and it requires no integral criteria as those in (3.18) and (3.19). This is an advantage and makes this stability requirement easy to check. On the other hand, we need to note that, the stability condition provided in Theorem 3 is both necessary and sufficient. However, though being relatively simple, the condition in Theorem 4 is only sufficient but not necessary, which indicates the conservativeness of it. Then our next concern is how conservative the condition described by (4.15) is. Especially when it is compared with some existing LMI conditions, and whether it is still better than the CQLF existence requirement for every pair of subsystems. To make fair comparison from the theoretical point-of-view, we need to firstly transform the phase-based criterion in (4.15) into equivalent LMI criterion.

### 4.3.2 Transformation of the phase-based stability condition

We start this transformation with some further analysis of system matrices. The unit eigenvector of a matrix is an important medium to connect the matrix characteristics with the phase function obtained from such a matrix. Recalling the definition of phase function in (4.2), we may find the relation between the eigenvector of matrix \( A \) and the intersection point of \( \varphi(A, \theta) \) and \( \pi \), which is summarized in Lemma 3. In addition, we can also find relations between eigenvectors of different multiplication combination of matrices \( A_1 \) and \( A_2 \).

**Lemma 8.** For the given matrices \( A_1 \) and \( A_2 \), if \( \xi \) is an eigenvector of \( A_1A_2^{-1} \) with eigenvalue \( \lambda \), mathematically \( A_1A_2^{-1}\xi = \lambda \xi \), then the following results hold,

1. \( (A_2^{-1}A_1)(A_2^{-1}\xi) = \lambda(A_2^{-1}\xi) \);
2. \( (A_1^{-1}A_2)(A_2^{-1}\xi) = \lambda^{-1}(A_2^{-1}\xi) \);
3. \( (A_2A_1^{-1})\xi = \lambda^{-1}\xi \).

**Remark 6.** By the results in Lemma 8, it can be implied that if \( A_1A_2^{-1} \) has no negative eigenvalue, then other matrices combinations \( A_2^{-1}A_1 \), \( A_1^{-1}A_2 \), \( A_2A_1^{-1} \) also have no negative eigenvalue, regardless of whether it is \( A_1 \) or \( A_2 \) that is expressed as an inverse matrix and regardless of the order of these two terms.
To find the LMI version of Theorem 4, we need to break the analysis into several steps that will be supported by the equivalent algebraic statements. By Lemma 8 and discussion in Remark 6, inequality in (4.15) can be firstly interpreted as the eigenvalue criteria of products of subsystem matrices \( \{A_1, A_2, \cdots, A_q\} \) and their inverses. Then the first step of our analysis goes like the result in Theorem 5.

**Theorem 5.** A sufficient condition for the asymptotic stability of the equilibrium of system (4.1) with arbitrary switching is that

\[
A_iA_j \quad \text{and} \quad A_iA_j^{-1} \quad (4.18)
\]

have no negative real eigenvalue for all \( 1 \leq i < j \leq q \).

**Proof.** We will firstly analyze the second term \( A_iA_j^{-1} \) in (4.18). Choose the state as \( x = \omega(\theta) \) and denote the phase angle of \( A_jx \) as \( \theta^* = \text{atan}(A_jx) \). As it is mentioned in Assumption 2, the subsystem matrix \( A_j \) is Hurwitz, so this matrix is invertible. As a result, the phase angle value of state \( x \) can be obtained as \( \theta = \text{atan}(A_j^{-1}\omega(\theta^*)) \).

With this relation, the difference between phase functions \( \varphi(A_i, \theta) \) and \( \varphi(A_j, \theta) \) can be calculated as

\[
\varphi(A_i, \theta) - \varphi(A_j, \theta) \equiv \text{atan}(A_iA_j^{-1}\omega(\theta^*)) - \text{atan}(\omega(\theta^*)) = \varphi(A_iA_j^{-1}, \theta^*). \quad (4.19)
\]

Considering the second item of Lemma 3, we know that the fact matrix combination \( A_iA_j^{-1} \) having no negative real eigenvalue indicates the following inequality

\[
\varphi(A_iA_j^{-1}, \theta^*) \neq \pi, \quad 1 \leq i < j \leq q.
\]

It means that \( \phi(A_i, \theta) - \phi(A_j, \theta) \neq \pi \). As a result

\[
-\pi < \varphi(A_i, \theta) - \varphi(A_j, \theta) < \pi, \quad i, j = 1, 2, \cdots, q. \quad (4.20)
\]

Similarly \( A_iA_j \) (\( 1 \leq i < j \leq r \)) having no negative real eigenvalue means that

\[
-\pi < \varphi(A_i, \theta) - \varphi(A_j^{-1}, \theta) < \pi, \quad i, j = 1, 2, \cdots, q. \quad (4.21)
\]

What’s more, as it is analyzed in Remark 6, we know that \( A_j^{-1}A_i^{-1} = (A_iA_j)^{-1} \) and \( A_j^{-1}A_i^{-1} = (A_iA_j^{-1})^{-1} \), and they have no negative real eigenvalue. Similarly \( A_i^{-1}A_j^{-1} \) and \( A_i^{-1}A_j \) have no negative eigenvalue. As a result, the following inequalities can be confirmed,

\[
-\pi < \varphi(A_i^{-1}, x) - \varphi(A_j, x) < \pi, \quad i, j = 1, 2, \cdots, q, \quad (4.22)
\]

\[
-\pi < \varphi(A_i^{-1}, x) - \varphi(A_j^{-1}, x) < \pi, \quad i, j = 1, 2, \cdots, q. \quad (4.23)
\]
Overall, the combination of (4.20)–(4.23) ensures that
\[
\max_{i \in \mathcal{Q}} \{ \varphi(A_i, x), \varphi(A_i^{-1}, x) \} - \min_{j \in \mathcal{Q}} \{ \varphi(A_j, x), \varphi(A_j^{-1}, x) \} < \pi.
\]

Equivalently we know that
\[
\hat{\varphi}_{\text{max}}(\theta) - \hat{\varphi}_{\text{min}}(\theta) < \pi.
\]

Considering the stability condition in Theorem 4, we know that the asymptotic stability of the equilibrium of system (4.1) with arbitrary switching is ensured. This lemma is thus proven.

In the next step of the result transformation, we will discuss the relation between convex combination of matrices and the product combination of matrices. Such a result has been obtained in [54]. We now quote it as Lemma 9.

**Lemma 9.** [54] A necessary and sufficient condition for \(A_1A_2\) and \(A_1A_2^{-1}\) to have no negative real eigenvalue is that the following convex combinations
\[
\alpha_1A_1 + \alpha_2A_2^{-1} \quad \text{and} \quad \alpha_1A_1 + \alpha_2A_2
\]
are non-singular for any \(0 \leq \alpha_1, \alpha_2 \leq 1\) and \(\alpha_1 + \alpha_2 = 1\).

With the proposed results in Lemmas 5 and 9, it will be easier for us to transform the phase function criteria in Theorem 4 to its equivalent LMI expression. In the following part, we will provide the equivalent LMI condition in Theorem 6 and discuss how the condition is obtained.

**Theorem 6.** A sufficient condition for the stability of the equilibrium of system (4.1) with arbitrary switching signal is that, there exists a CQLF for every two-tuple of its subsystems. In other words, it can be also stated as, there exists a common positive definite matrix \(P \in \mathbb{R}^{2 \times 2}\) such that, for any indexes \(i, j\) satisfying \(1 \leq i < j \leq r\), the following two inequalities are satisfied at the same time
\[
A_i^T P + PA_i < 0 \quad \text{and} \quad A_j^T P + PA_j < 0. \tag{4.24}
\]

**Proof.** In the Theorem 3.1 of [11] it has been proven that a necessary and sufficient condition for convex combinations
\[
\alpha_1A_i + \alpha_2A_j^{-1} \quad \text{and} \quad \alpha_1A_i + \alpha_2A_j
\]
to be non-singular is that there exists a CQLF for \(A_i\) and \(A_j\). Then according to Lemma 9, the existence of such a CQLF is also equivalent to that \(A_iA_j\) and
\( A_i A_j^{-1} \) have no negative real eigenvalue. Further by Theorem 5, we know that the equilibrium of the given system (4.1) is stable under arbitrary switching if condition (4.24) is satisfied. Then proof of Theorem 6 is completed.

The LMI stability condition obtained from [11] indicates that, to ensure the stability of the equilibrium of system (4.1), at least every three-tuple of its subsystem matrices share a CQLF. Based on the conclusion in Theorem 6, we can find that, by applying the phase function criterion in Theorem 4, the condition has been further relaxed as, every two-tuple of the subsystems share a CQLF. To see how effective the new condition in Theorem 6 is in reducing conservativeness, we will apply it to the following numerical example.

**Example 4.** Consider an example of second-order switched system with the following three subsystems

\[
A_1 = \begin{bmatrix} -0.48 & -3.06 \\ 0.87 & -1.70 \end{bmatrix}, \quad A_2 = \begin{bmatrix} -2.27 & -2.37 \\ 1.56 & 0.09 \end{bmatrix},
\]

and \( A_3 = R(b - a)AR(a) \) where \( A = \text{diag}\{-1, -3.5\} \). To see the difference between stability conditions in [11] and Theorem 6, we now plot the feasible regions of \((a, b)\) obtained by these two methods in the same figure. In the central part of Figure 4.3, we can clearly find that the feasible region obtained from [11] has been greatly extended by Theorem 6.

![Figure 4.3: Feasible region of \((a, b)\): red dots for [11] (every three-tuple of subsystems share a CQLF), blue circles for Theorem 6 (every two-tuple of systems share a CQLF)](image-url)
4.4 Special case: positive switched systems

Apart from the regular cases of a switched system, it is also possible to get some new results when the switched system is restricted to some special cases. If the off-diagonal entries of a matrix $A$ are nonnegative, it can be called a Metzler matrix [94, 95]. An LTI system with such a Metzler matrix is known as positive linear system. In [98], it is shown that, for a second-order switched system whose subsystems are described by Hurwitz Metzler matrices, its equilibrium should be asymptotically stable if and only if every two-tuple of its subsystem matrices share a CQLF. Compared with the stability condition in Theorem 6, result in [98] shows the advantage that it is the necessary and sufficient condition. Then our next concern is whether we can get similar necessary and sufficient stability condition based on the result in Theorem 3, which can be expressed in the form of phase function.

Consider a second-order positive switched system

$$\dot{x}(t) = A_{\sigma(t)}x(t),$$  \hspace{1cm} (4.25)$$

where $A_{\sigma(t)}$ can switch among the given collection of Hurwitz Metzler matrices $A_1, A_2, \cdots, A_q$ in $\mathbb{R}^{2\times2}$. In this special case, the result in Theorem 3 will be greatly simplified while still retains the property as a necessary and sufficient condition. The new result can be summarized as Theorem 7.

**Theorem 7.** Let $A_1, A_2, \cdots, A_q$ be Hurwitz and Metzler. A necessary and sufficient condition for the stability of the equilibrium of system (4.25) under arbitrary switching is that

$$\varphi_{\text{max}}(\theta) - \varphi_{\text{min}}(\theta) < \pi, \hspace{0.5cm} \theta \in [0, 2\pi).$$  \hspace{1cm} (4.26)$$

The main reason for the simplification to be possible is that, for switched system with Metzler subsystem matrices, the criterion $\inf\{\varphi_{\text{max}}(\theta)\} \leq \pi$ in (3.18) and criterion $\sup\{\varphi_{\text{min}}(\theta)\} \geq \pi$ in (3.19) can be automatically satisfied. The detailed analysis can be found in the following proof.

**Proof.** Denote the element on the $j$-th row and $k$-th column of $A_i$ as $a_{ijk}$. Since $A_i$ is Hurwitz, it holds that

$$\det(A_i) = a_{i11}a_{i22} - a_{i12}a_{i21} = \lambda_i \lambda_{i2} > 0,$$  \hspace{1cm} (4.27)$$

$$\text{tr}(A_i) = a_{i11} + a_{i22} = \lambda_i + \lambda_{i2} < 0,$$  \hspace{1cm} (4.28)$$

where $\lambda_i$ and $\lambda_{i2}$ are the eigenvalues of matrix $A_i$. In addition, $A_i$ is also a Metzler matrix, so $a_{i12} \geq 0$, $a_{i21} \geq 0$, which means $a_{i12}a_{i21} \geq 0$ and $a_{i11}a_{i22} > 0$ can be ensured by (4.27). Also considering the inequality in (4.28), the following conclusion
can be confirmed,

\begin{align*}
a_{i11} < 0, \quad a_{i12} \geq 0, \quad a_{i21} \geq 0, \quad a_{i22} < 0.
\end{align*}

(4.29)

By definition in (4.3) and applying the elements’ positive or negative properties in (4.29), we can find

\begin{align*}
\frac{3\pi}{2} \leq \arctan\left(\frac{a_{i11}}{a_{i21}}\right) < 2\pi, \quad \frac{\pi}{2} \leq \arctan\left(\frac{a_{i12}}{a_{i22}}\right) \leq \pi,
\end{align*}

which means that, for all subsystem matrices \(A_i\) (\(i = 1, 2, \cdots, q\)), their phase functions satisfy

\begin{align*}
\phi(A_i, 0) = \arctan\left(\frac{a_{i11}}{a_{i21}}\right) > \pi, \quad \phi\left(A_i, \frac{\pi}{2}\right) = \arctan\left(\frac{a_{i12}}{a_{i22}}\right) - \frac{\pi}{2} < \pi.
\end{align*}

Obviously, for the maximum and minimum phase function values at \(\theta = 0\) and \(\theta = \frac{\pi}{2}\), we can also get the following relation

\begin{align*}
\phi_{\max}\left(\frac{\pi}{2}\right) < \pi < \phi_{\min}(0),
\end{align*}

which ensures that

\begin{align*}
\inf\{\phi_{\max}(\theta)\} < \pi < \sup\{\phi_{\min}(\theta)\}.
\end{align*}

Based on the discussion presented in Theorem 3, it can be further confirmed that criteria in (3.18) and (3.19) are satisfied. So the equilibrium of system (4.25) is stable if criterion (4.26) can be ensured. The proof is then completed.

Following the similar steps as the matrix algebraic analysis in Section 4.3, we can summarize all the equivalent results for the equilibrium of system (4.25) to be stable under arbitrary switching as the following corollary. Proof of the first three statements in it can be found in [98].

**Corollary 2.** For the positive switched system in (4.25) the following statements are equivalent:

1. The equilibrium of system (4.25) is stable under arbitrary switching;

2. \(A_iA_j^{-1}\) has no negative real eigenvalue for all \(i, j = 1, 2, \cdots, q\);

3. The convex combination \(\alpha_1A_1 + \alpha_2A_2\) is non-singular for all \(0 \leq \alpha_1, \alpha_2 \leq 1, \alpha_1 + \alpha_2 = 1\);

4. \(\phi_{\max}(\theta) - \phi_{\min}(\theta) < \pi\) for all \(\theta \in [0, 2\pi)\).
4.5 Conclusions

Based on the analysis of some special properties of phase function we have extended the basic phase-based result to simpler stability criterion. Motivated by the concern of whether the CQLF existence condition for two-tuple of subsystems can ensure the stability of the whole system, we have transformed the phase-based result into equivalent algebraic criteria and also LMI condition. In such a way, connection has been found and it has been proven that the CQLF existence condition for every pair of subsystems is sufficient enough for the system stability. Improvement in regard with existing result has been verified in an illustrative example. Corresponding results on positive systems have also been provided.
Chapter 5

Membership dependent stability analysis of T-S fuzzy systems

This chapter provides a new framework to inspect the conservativeness of membership-dependent stability conditions for T-S fuzzy systems. Under this framework, a graphic approach is proposed to reduce the variation of subsystems and obtain less conservative stability conditions.

5.1 Introduction

In Chapter 3 our method to improve the system stability condition is based on the concept of phase function which is derived from the idea of an ultimate flexible line-integral Lyapunov function. In this chapter we change the focus of our analysis to the system itself. It means that we use the additional system information to improve the stability analysis results.

This system we considered in this chapter is a T-S fuzzy model. With this model, we can clearly see the how the system model will vary continuously among subsystems when the membership function changes. Here, the additional system information for us will be the membership function, and the corresponding method will referred as membership-dependent. When it comes to the comparison of different membership-dependent methods, many existing researches, usually make analysis in the numerical approach [3, 86, 87]. Such an approach is simple and direct, and one can compare different methods based on the obtained feasible regions of preset system parameters. But the comparison results will be highly dependent on the specific example. And sometimes it is difficult to explain the inner relation of different methods.

To avoid those limitations and take one step further, in this chapter we will propose a new framework to inspect and compare the effectiveness of different membership-dependent methods. In addition, we will also provide an alternative approach to combine the membership information of T-S fuzzy systems into stability analysis.
The rest of this chapter is organized as follows. In Section 5.2, we will introduce the new framework of conservativeness analysis. In Section 5.3, the main results about extrema-based stability conditions are introduced. Comparisons of different methods in the new framework are provided in Section 5.4. Following the comparison, in Section 5.5, further discussion is provided to analyze the case of partly overlapping of polyhedrons in the membership space. In the final section, a conclusion is drawn.

5.2 Framework of conservativeness analysis

Following the preliminary result in Section 2.3, we consider the T-S fuzzy system

$$\dot{x} = \sum_{i=1}^{p} h_i(x) A_i x,$$  \hspace{1cm} (5.1)

where $x \in \mathbb{R}^n$ is the system state, $p \in \mathbb{R}$ is the number of fuzzy rules, $h_i(x) : \mathbb{R}^n \rightarrow \mathbb{R}$ is the membership function in the $i$-th rule, $A_i \in \mathbb{R}^{n \times n}$ is the system matrix in the $i$-th rule. Our research focus in this part is the combination of membership information in the stability analysis, rather than the design of flexible Lyapunov function.

To make it easier to follow, we choose $V(x)$ as the commonly used quadratic Lyapunov function

$$V(x) = x^T P x,$$

where $P \in \mathbb{R}^{n \times n}$ is a symmetric matrix satisfying $P > 0$. The time derivative of $V(x)$ should be $\dot{V}(x) = \sum_{i=1}^{p} h_i(x) x^T Q_i x$, then a sufficient stability condition can be chosen as

$$\sum_{i=1}^{p} h_i(x) Q_i < 0$$  \hspace{1cm} (5.2)

for any $x$ in the system state domain, where $Q_i$ is defined in Section 2.3.1.2 as $Q_i = A^T P_i + P_i A_i$, $(i = 1, 2, \cdots, p)$.

5.2.1 Unified space for membership functions

Generally, the layouts of membership functions $h_1(x), h_2(x), \cdots, h_p(x)$ are described in separate figures. In each separate figure the relation of $h_i(x)$ $(i = 1, 2, \cdots, p)$ with premise variable $x$ is analyzed. A different idea is considering all functions $h_1(x), h_2(x), \cdots, h_p(x)$ as the elements of a unified vector [101],

$$h(x) \triangleq (h_1(x), h_2(x), \cdots, h_p(x)).$$
The unified membership vector $h(x)$ means the value distribution of

$$A(x) \triangleq \sum_{i=1}^{p} h_i(x)A_i$$

among matrices $A_1, A_2, \cdots, A_p$. By definition the given membership functions satisfy the following conditions

$$\begin{cases}
    h_1(x) \geq 0, & h_2(x) \geq 0, & \cdots, & h_p(x) \geq 0 \\
    h_1(x) + h_2(x) + \cdots + h_p(x) = 1.
\end{cases} \tag{5.3}$$

Obviously, the trajectory of membership function $h(x)$ can be described in a $p$-dimensional Euclidean space with Cartesian coordinates $(h_1, h_2, \cdots, h_p)$. Choosing $p = 2$ as an example, then by condition (5.3), we know that $h(x)$ is distributed on the line

$$h_1(x) + h_2(x) = 1.$$ 

In addition, with condition (5.3), the trajectory of $h(x)$ will be constrained in the first quadrant of the coordinate space. For the case of $p = 3$, the trajectory of $h(x)$ is constrained in the regular triangle formed by vertices $(1, 0, 0), (0, 1, 0), (0, 0, 1)$, see Figure 5.1. Generally speaking, the number of degrees of freedom of $h(x)$ should be smaller than $p$, which results from the condition in (5.3). The trajectory of $h(x)$ plotted in Figure 5.1 has one degree of freedom. A simple example of $h(x)$ with two degrees of freedom is $h_1(x) = x_1$, $h_2(x) = x_2$ and $h_3(x) = 1 - h_1(x) - h_2(x)$, with constraints $0.14 \leq x_1 \leq 0.48$ and $0.11 \leq x_2 \leq 0.47$. This example is plotted in Figure 5.2.

![Figure 5.1](image_url): $h(x)$ with one degree of freedom. The dotted line is the trajectory of $h(x)$. $\eta_1, \eta_2, \eta_3$ are the vertices of a convex polyhedron enclosing $h(x)$
Using the membership vector \((h_1, h_2, \cdots, h_p)\), it will be easy to describe the exact value of \(A(x)\). For example, the point \((h_1^*, h_2^*, \cdots, h_p^*)\) in the \(p\)-dimensional space represents the matrix \(\sum_{i=1}^{p} h_i^* A_i\). It means that each point in the \(p\)-dimensional space is directly related with a certain system matrix. Specially, considering the case of \(p = 2\), the point associated with the subsystem matrix \(A_1\) should be \((1, 0)\) and the one associated with \(A_2\) should be \((0, 1)\).

**Remark 7.** The idea of describing the membership functions \(h_i(x)\) \((i = 1, 2, \cdots, p)\) as the elements of a joint vector \(h(x)\) is not new. If we also describe the parameters of LMIs stability condition as some points in this membership vector space, the convex polyhedron constructed from those points will indicate the conservativeness of the LMIs stability condition. So here we express this membership space as a framework of conservativeness analysis.

### 5.2.2 Membership-dependent conditions as points in the membership space

To analyze the membership-dependent stability conditions, let us start with the following basic stability criterion for T-S fuzzy systems.

**Lemma 10.** [102] If there exists a matrix \(P > 0\), such that all the following inequalities hold

\[
Q_i < 0, \quad \forall \ i = 1, 2, \cdots, p
\]  

(5.4)
where \( Q_i = A_i^T P_i + P_i A_i \), then the equilibrium of system (5.1) is asymptotically stable.

We denote the standard basis of a \( p \)-dimensional Euclidean space as \( e_1, e_2, \cdots, e_p \). The result in Lemma 10 means that, if condition (5.4) is satisfied, the matrix represented by any point in the polyhedron formed by vertices \( e_i, (i = 1, 2, \cdots, p) \) should be stable\(^1\). Such a polyhedron can be viewed as the variation of subsystems. Matrix \( \sum_{i=1}^{p} h_i(x) A_i \) should be stable since \( h(x) \) is constrained in that polyhedron. Intuitively we want to know whether the conservativeness can be reduced by shrinking the area of polyhedron represented by \( e_1, e_2, \cdots, e_p \), for example, in 3-dimensional case, shrinking the triangle represented by \((1,0,0), (0,1,0), (0,0,1)\) to the polygon represented by \( \eta_1, \eta_2, \eta_3 \) in Figure 5.1.

To confirm that, we start from the simple case where \( p = 2 \) and \( n = 1 \). Both \( A_1 \) and \( A_2 \) in this case should be numbers. From Figure 5.3, it is clear that the shrinking of line segment formed by points \( \eta_1 \triangleq (\eta_{11}, \eta_{12}) \) and \( \eta_2 \triangleq (\eta_{21}, \eta_{22}) \) means the enlargement of feasible area of \((A_1, A_2)\). For the general case, similar result can be ensured by the following lemma.

![Figure 5.3: Feasible values of \((A_1, A_2)\) in the case of \( p = 2 \) and \( n = 1 \), \((A_1, A_2) \in \mathbb{R}^{1 \times 1}\). Points \( \eta_1, \eta_2 \) are the bounds of \( h(x) \)](image)

**Lemma 11.** [103] If there exists a matrix \( P > 0 \), such that the following inequalities hold

\[
\sum_{j=1}^{p} \eta_{ij} (A_j^T P + P A_j) < 0, \quad \forall \ i = 1, 2, \cdots, p
\]

\(^1\)The stability in this case is considered with respect to the equilibrium of the considered system matrix.
and all the values of point $h(x) = (h_1(x), h_2(x), \cdots, h_p(x))$ are contained in the convex polyhedron formed by points $\eta_i = (\eta_{i1}, \eta_{i2}, \cdots, \eta_{ip})$, $(0 \leq \eta_{ij} \leq 1$, and $\sum_{j=1}^{p} \eta_{ij} = 1)$, $i = 1, 2, \cdots, p$. Then the equilibrium of system (5.1) is asymptotically stable.

Now the idea is clear. The conservativeness of membership-dependent stability conditions can be analyzed by their corresponding convex polyhedrons in the coordinate of membership functions that describe the subsystem variation. We name the vertices of those polyhedrons as checking points, the coordinate components of which can be used to construct the LMIs together with the subsystem matrices. In this membership vector framework, the main task of conservativeness analysis is to find the equivalent checking points of the obtained LMIs, and compare the convex polyhedrons described by those checking points. If a smaller polyhedron is contained in a bigger polyhedron, then condition related with the smaller one should be less conservative. Besides, there might be the case that two polyhedrons share some overlapping area but are not completely contained in each other. In this case, it would be difficult to conclude which one is more conservative. Further analysis for this case will be discussed in Section 5.5.

In other words, the tighter bounds will lead to more relaxed stability analysis results. In the following sections, we will discuss how to find tighter bounds. Specially in the next section, we will propose an effective approach to construct the membership-dependent polyhedron simply based on the extrema of membership functions. This approach will be also extended to interval type-2 T-S fuzzy system. Later in Section 5.4, this alternative approach will be compared with the methods in Sections 2.3.1 and 2.3.2.

### 5.2.3 The extrema-based convex polyhedron construction method

Define the minimum and maximum values of $h_i(x)$ as

$$h_{i \text{min}} \triangleq \min_x \{h_i(x)\}, \quad h_{i \text{max}} \triangleq \max_x \{h_i(x)\}$$

for all $i = 1, 2, \cdots, p$.

In the following part, these extrema values will be used to construct a polyhedron that encloses the complete trajectory of membership function vector $h(x)$. Vertices of such a polyhedron can then be applied into stability analysis as checking points. The calculation algorithm of these vertices can be divided into two parts. In the first part, we need to redefine the subsystems based on the vertices obtained by the minimum value $h_{i \text{min}}$, see Figure 5.4, where the vertex $\eta_1 = (1 - h_{2 \text{min}} - h_{3 \text{min}}, h_{2 \text{min}}, h_{3 \text{min}})$ is the intersection point of surfaces $h_2(x) = h_{2 \text{min}}$, $h_3(x) = h_{3 \text{min}}$ and $h_1(x) + h_2(x) + h_3(x) = 1$. Vertices $\eta_2$ and $\eta_3$ are obtained in sim-
ilar ways. Here *redefine* means that vertices $\eta_1, \eta_2, \eta_3$ are used as the replacement of vertices $(1, 0, 0), (0, 1, 0)$ and $(0, 0, 1)$.

![Figure 5.4](image)

**Figure 5.4**: Convex polyhedron obtained by the minimum values of $h_1(x)$, with the dotted line being the trajectory of $h(x)$

Then in the second part, we apply the maximum value $h_{i, \text{max}}$ to further shrink the obtained polyhedron, see Figure 5.5, where the vertex $\lambda_{11} = (h_{1, \text{max}}, 1 - h_{1, \text{max}} - h_{3, \text{min}}, h_{3, \text{min}})$ is the intersection point of surface $h_1(x) = h_{1, \text{max}}$ and the edge between $\eta_1$ and $\eta_2$. Vertex $\lambda_{12}$ is the intersection point of surface $h_1(x) = h_{1, \text{max}}$ and the edge between $\eta_1$ and $\eta_3$. Vertices $\lambda_{21}, \lambda_{22}, \lambda_{31}$ and $\lambda_{32}$ can be obtained in similar ways. But there might be a special case that two of the six new vertices $\lambda_{ij}$ ($i = 1, 2, 3$, $j = 1, 2$) become one. This special case will be discussed in the Step 4.2 of Algorithm 1.

![Figure 5.5](image)

**Figure 5.5**: Convex polyhedron obtained by the extrema of $h_i(x)$, with the dotted line being the trajectory of $h(x)$
The new subsystems related with the new vertices in Figure 5.4 should be

\[ \bar{A}_q \triangleq \sum_{i=1}^{p} n_{qi} A_i = (1 - \sum_{i=1}^{p} h_{i\text{min}}) A_q + \sum_{j=1}^{p} h_{j\text{min}} A_j \]  

(5.5)

for all \( q = 1, 2, \cdots, p \). Define the new membership functions as \( \bar{h}_i(x) (i = 1, 2, \cdots, p) \) and define the joint vector of these new functions as

\[ \bar{h}(x) \triangleq (\bar{h}_1(x), \bar{h}_2(x), \cdots, \bar{h}_p(x)). \]

From the definition in (5.5) and equation \( \sum_{i=1}^{p} \bar{h}_i(x) \bar{A}_i = \sum_{j=1}^{p} h_j(x) A_j \), we can get the relation of \( \bar{h}(x) \) and \( h(x) \)

\[ (\delta I + \Gamma)\bar{h}^T(x) = h^T(x) \]  

(5.6)

where \( \delta \triangleq 1 - \sum_{i=1}^{p} h_{i\text{min}} \) and

\[ \Gamma \triangleq \begin{bmatrix} h_{1\text{min}} & h_{2\text{min}} & h_{3\text{min}} & \cdots & h_{1\text{min}} \\ h_{1\text{min}} & h_{2\text{min}} & h_{3\text{min}} & \cdots & h_{2\text{min}} \\ h_{1\text{min}} & h_{2\text{min}} & h_{3\text{min}} & \cdots & h_{3\text{min}} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ h_{p\text{min}} & h_{p\text{min}} & h_{p\text{min}} & \cdots & h_{p\text{min}} \end{bmatrix} \]

Note that for matrix \( \Gamma \), it has the property \( \Gamma \Gamma = (1 - \delta) \Gamma \), which means

\[ (\delta I + \Gamma)(I - \Gamma) = \delta I + \Gamma - \delta \Gamma - (1 - \delta) \Gamma = \delta I. \]

In addition, \( \delta \) is a value satisfying \( 0 < \delta \leq 1 \). Thus by derivation we can get the following equivalent expression of (5.6),

\[ \bar{h}^T(x) = \frac{1}{\delta} (I - \Gamma)h^T(x). \]  

(5.7)

From the relation in (5.7), the maximum value of \( \bar{h}_i(x) (i = 1, 2, \cdots, p) \) can be obtained as

\[ \bar{h}_{i\text{max}} = \frac{1}{\delta} \max_x \left\{ h_i(x) - h_{i\text{min}} \sum_{j=1}^{p} h_j(x) \right\} \]

\[ = \frac{1}{\delta} \max_x \{ h_i(x) - h_{i\text{min}} \} \]

\[ = \frac{1}{\delta} (h_{i\text{max}} - h_{i\text{min}}). \]

(5.8)

By the expression in (5.7), it can be found that the minimum value of \( \bar{h}_i(x) \) should be 0. Before the introduction of vertices calculation algorithm, we need to define two
new module functions that will make it easier to refer to the correct index. Assume that \(a\) and \(b\) are positive integers. Then define the new module functions \([a]_b\) and \((a)_b\) as

\[
[a]_b \triangleq a \mod b, \quad (a)_b \triangleq [a - 1]_b + 1.
\]

It should be noted that the ranges of \([a]_b\) and \((a)_b\) are different, which are

\[
0 \leq [a]_b \leq b - 1 \quad \text{and} \quad 1 \leq (a)_b \leq b.
\]

With the above definitions, the vertices calculation method can be summarized as Algorithm 1 in the Appendix C. The following example will be a simple application of Algorithm 1.

**Example 5.** To further explain Algorithm 1, we will go through all the steps based on a simple T-S fuzzy system with 3 rules. Assume that, in the first step, we get

\[
h_{1\min} = 0.1, \quad h_{2\min} = 0.12, \quad h_{3\min} = 0.15
\]

\[
h_{1\max} = 0.5, \quad h_{2\max} = 0.4, \quad h_{3\max} = 0.5.
\]

Directly we have \(\delta = 0.37\) (defined after Equation (5.6)). From (5.8), the maximum values of \(\bar{h}_i(x)\) \((i = 1, 2, 3)\) can be obtained as

\[
\bar{h}_{1\max} = 0.635, \quad \bar{h}_{2\max} = 0.444, \quad \bar{h}_{3\max} = 0.555.
\]

Following Steps 2 and 3, we summarize the relation of different variables in the following table, where variables in each line have the same value. To make it easier to be identified, the initial index 0 of each variable is marked in bold font.

<table>
<thead>
<tr>
<th>(\bar{h}_{1\max})</th>
<th>(\alpha_{1i})</th>
<th>(\alpha_{2i})</th>
<th>(\alpha_{3i})</th>
<th>(\beta_{11i})</th>
<th>(\beta_{12i})</th>
<th>(\beta_{21i})</th>
<th>(\beta_{22i})</th>
<th>(\beta_{31i})</th>
<th>(\beta_{32i})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\bar{h}_{2\max})</td>
<td>(\alpha_{10})</td>
<td>(\alpha_{22})</td>
<td>(\alpha_{31})</td>
<td>(\beta_{110})</td>
<td>(\beta_{120})</td>
<td>(\beta_{212})</td>
<td>(\beta_{221})</td>
<td>(\beta_{311})</td>
<td>(\beta_{322})</td>
</tr>
<tr>
<td>(\bar{h}_{3\max})</td>
<td>(\alpha_{12})</td>
<td>(\alpha_{21})</td>
<td>(\alpha_{30})</td>
<td>(\beta_{112})</td>
<td>(\beta_{121})</td>
<td>(\beta_{211})</td>
<td>(\beta_{222})</td>
<td>(\beta_{310})</td>
<td>(\beta_{320})</td>
</tr>
</tbody>
</table>

It is obvious that \(\bar{h}_{1\max} + \bar{h}_{2\max} > 1, \bar{h}_{2\max} + \bar{h}_{3\max} < 1\) and \(\bar{h}_{3\max} + \bar{h}_{1\max} > 1\). According to Step 4, we need to make the following modification

\[
\beta_{111} = 1 - \beta_{110} = 0.365, \quad \beta_{112} = 0; \quad \beta_{121} = 1 - \beta_{120} = 0.365, \quad \beta_{122} = 0
\]

\[
\beta_{212} = 1 - \beta_{210} - \beta_{211} = 0.001; \quad \beta_{221} = 1 - \beta_{220} = 0.556, \quad \beta_{222} = 0
\]

\[
\beta_{311} = 1 - \beta_{310} = 0.445, \quad \beta_{312} = 0; \quad \beta_{322} = 1 - \beta_{320} - \beta_{321} = 0.001
\]

and the rest of \(\beta_{qmk}\) \((q = 1, 2, 3, \ m = 1, 2, \ k = 0, 1, 2)\) are unchanged. A flow
chart of Steps 1–4 in Algorithm 1 can be described as Figure 5.6. In Steps 5–6, the subscripts of parameter $\beta_{qmk}$ will be rearranged to get the coordinate parameters of checking points. We give it the new names $\gamma_{qmk}$ and $\tilde{\lambda}_{qmk}$ in each step to indicate the difference. These two steps can be viewed as the reverse process of Step 3.

Denote $\tilde{\lambda}_{qm} \triangleq (\tilde{\lambda}_{q11}, \tilde{\lambda}_{q12}, \tilde{\lambda}_{q21})$ for $q = 1, 2, 3$, $m = 1, 2$. With Steps 5 and 6, locations of the 6 checking points in the resized coordinate should be

\[
\tilde{\lambda}_{11} = (\beta_{110}, \beta_{111}, \beta_{112}); \quad \tilde{\lambda}_{12} = (\beta_{120}, \beta_{121}, \beta_{122})
\]

\[
\tilde{\lambda}_{21} = (\beta_{210}, \beta_{211}, \beta_{212}); \quad \tilde{\lambda}_{22} = (\beta_{221}, \beta_{220}, \beta_{222})
\]
\[ \tilde{\lambda}_{31} = (\beta_{311}, \beta_{312}, \beta_{310}); \quad \tilde{\lambda}_{32} = (\beta_{322}, \beta_{321}, \beta_{320}). \]

By expression (C.3) in Step 7 which can be viewed as the inverse process of Step 2, the 6 checking points in the original coordinate should be

\[ \lambda_{11} = (0.500, 0.350, 0.150); \quad \lambda_{12} = (0.500, 0.120, 0.380) \]
\[ \lambda_{21} = (0.101, 0.400, 0.500); \quad \lambda_{22} = (0.450, 0.400, 0.150) \]
\[ \lambda_{31} = (0.380, 0.120, 0.500); \quad \lambda_{32} = (0.101, 0.400, 0.500). \]

In the above calculation \( \bar{h}_{2\text{max}} + \bar{h}_{3\text{max}} < 1 \) means that two checking points in Figure 5.5 come together. Thus we have \( \lambda_{21} = \lambda_{32} \) in the above results.

### 5.2.4 Extension to the case of interval type-2 T-S fuzzy systems

For interval type-2 T-S fuzzy systems [104–108], the possible position of \( h_i(x) \) is restricted between the upper- and lower-membership functions \( h^L_i(x) \) and \( h^U_i(x) \), that is

\[ 0 \leq h^L_i(x) \leq h_i(x) \leq h^U_i(x) \leq 1. \]

Then by integration from \( i = 1 \) to \( i = p \), we know that

\[ 0 \leq \sum_{i=1}^{p} h^L_i(x) \leq 1 \leq \sum_{i=1}^{p} h^U_i(x) \leq p. \]

It means that point \( (h^L_1(x), h^L_2(x), \ldots, h^L_p(x)) \) is located below the flat surface

\[ h_1(x) + h_2(x) + \cdots + h_p(x) = 1 \quad (5.9) \]

and point \( (h^U_1(x), h^U_2(x), \ldots, h^U_p(x)) \) is located above the flat surface in (5.9). As it is depicted in Figure 5.7, for any state \( x = x^* \), the possible value of \( h(x^*) \) is restricted in the hypercube formed by vertices

\[ (h^L_1(x^*), h^L_2(x^*), \ldots, h^L_p(x^*)) \quad \text{and} \quad (h^U_1(x^*), h^U_2(x^*), \ldots, h^U_p(x^*)). \]
It is obvious that, for any positive scalar $\gamma$, the LMI condition constructed by checking point $(\gamma h_1, \gamma h_2, \cdots, \gamma h_p)$ should be same as that by $(h_1, h_2, \cdots, h_p)$. Thus by projecting all the possible values of $h(x^*)$ onto surface $\sum_{i=1}^{p} h_i(x) = 1$, similar algorithm for interval type-2 T-S fuzzy system can be also obtained. For a specific point $x^*$, the projection of all possible $h(x^*)$ should be enclosed by the projection of hypercube formed by vertices $(\hat{h}_1(x^*), \hat{h}_2(x^*), \cdots, \hat{h}_p(x^*))$.

Denote $\hat{h}_{i,0}(x) \triangleq h_i^L(x)$ and $\hat{h}_{i,1}(x) \triangleq h_i^U(x)$ for $i = 1, 2, \cdots, p$. The vertices of such a hypercube will be

$$(\hat{h}_{1,\tau_1}(x^*), \hat{h}_{2,\tau_2}(x^*), \cdots, \hat{h}_{i,\tau_i}(x^*), \cdots, \hat{h}_{p,\tau_p}(x^*))$$

where $\tau_1, \tau_2, \cdots, \tau_i, \cdots, \tau_p = 0, 1$. Their projection on flat surface $\sum_{i=1}^{p} h_i(x) = 1$ should be

$$(h_{1,j}(x^*), h_{2,j}(x^*), \cdots, h_{i,j}(x^*), \cdots, h_{p,j}(x^*))$$

where $j = 1, 2, 3, \cdots, 2^p$, and for $j = \sum_{i=1}^{p} \tau_i \times 2^{i-1} + 1$ we have

$$h_{i,j}(x) \triangleq \frac{\hat{h}_{i,\tau_i}(x)}{\hat{h}_{1,\tau_1}(x) + \cdots + \hat{h}_{i,\tau_i}(x) + \cdots + \hat{h}_{p,\tau_p}(x)}.$$
Based on the projected membership function, the vertices calculation method can be summarized as Algorithm 2 in the appendix.

5.3 Extrema-based stability conditions

Based on the obtained vertices, now the stability condition can be presented as:

**Theorem 8.** If there exists a matrix $P > 0$, such that the following inequality holds

$$\sum_{k=1}^{p} \lambda_{qmk}(A_k^T P + P A_k) < 0$$

(5.10)

for all $q = 1, 2, \cdots, p$ and $m = 1, 2, \cdots, p - 1$, where $\lambda_{qmk}$ is obtained from the Algorithm 1, and $(\lambda_{qm1}, \lambda_{qm2}, \cdots, \lambda_{qmp})$ is the obtained checking point. Then the equilibrium of system (5.1) is asymptotically stable.

**Remark 8.** By the proposed method, we can directly construct the final stability LMI conditions by the parameters $\lambda_{qmk}$ which are obtained from the membership functions. As a result, conservativeness can be reduced by considering the membership information and, at the same time, we can keep the final conditions concise.

In this case, only the extrema information in membership functions is applied to the stability analysis. Of course, we can find a smaller convex polyhedron [101] (smaller means the small convex polyhedron is contained in the current one) to obtain even less conservative vertices. But this would involve some complex linear-programming-related methods [109]. Those methods are usually not very effective for systems with $p \geq 3$, if so, the computational burden will increase sharply with respect to $p$.

**Remark 9.** If a small convex polyhedron is completely enclosed in a bigger one, then we can reach the conclusion that, the stability condition related with the small polyhedron is less conservative. For the case of partially overlapping, we cannot say which method is better. But improved result can be obtained by considering the overlapping area as a new polyhedron. Further discussion on this topic can be found in Section 5.5.

An alternative approach is to divide the original domain of membership function into $d$ ($d \in \mathbb{N}$) sub-regions. For each sub-region $R_{r}(x)$ ($\tau = 1, 2, \cdots, d$), we use the above algorithms to find the local convex polyhedrons. Since the local membership function is part of the original one, all the local polyhedrons formed by the local extrema values should be included in the global polyhedron, which means the reduction of subsystem variation and conservativeness. In this way, the computational burden for complex polyhedron will be avoided, and we can simply choose a larger $d$ to achieve less conservative analysis. We now summarize the extended stability analysis method in the following theorem.
Theorem 9. If there exists a matrix $P > 0$, such that the following inequality holds

$$\sum_{k=1}^{p} \lambda_{(\tau)qmk}(A_k^T P + P A_k) < 0$$

(5.11)

for all $\tau = 1, 2, \cdots, d, q = 1, 2, \cdots, p$, and $m = 1, 2, \cdots, p - 1$, where $\lambda_{(\tau)qmk}$
($\tau = 1, 2, \cdots, r$) is obtained from Algorithm 1 with the amendment that

$$h_{i_{\min}} = \min_{x \in R_\tau(x)} \{h_i(x)\}, \quad h_{i_{\max}} = \max_{x \in R_\tau(x)} \{h_i(x)\}.$$ 

Then the equilibrium of system (5.1) is asymptotically stable.

Clearly, Theorem 8 is a special case of Theorem 9 with $d = 1$. Specially in
the following section where the premise variable of $h(x)$ in the Example 6 is one-
dimensional, we can simply choose the sub-regions $R_\tau(x)$ based on the sample points
of piecewise linear approximation method. This will greatly facilitate our compari-
son.

5.4 Comparison of different membership-dependent
methods

In this section, we will compare the method introduced in this chapter with existing
membership-dependent methods: piecewise linear approximation method in [4] and
bound-dependent method in [5] and [87]. Both theoretical and numerical analysis
will be provided. We will firstly go back to the methods reviewed in Section 2.3,
and find the corresponding checking points of them.

5.4.1 Get the checking points for existing membership de-
pendent methods

5.4.1.1 Piecewise linear approximation method in [4]

Firstly we recall the preliminary result in Condition (2.18) of Section 2.3.1, which is

$$\begin{cases}
    r_i \geq h_i(x_1) - \hat{h}_i(x_1), & \forall i = 1, 2, \cdots, p \\
    Q_i + M \geq 0, & \forall i = 1, 2, \cdots, p \\
    \sum_{i=1}^{p} h_i(x_1^{(\tau)})Q_i < -\sum_{i=1}^{p} r_i(Q_i + M)
\end{cases}$$

(5.12)

for all $\tau = 1, 2, \cdots, d, d+1$, where $r_i (i = 1, 2, \cdots, p)$ is a scalar and $M$ is a symmetric
matrix of appropriate dimension.
To compare the stability condition in (5.12) with that of Theorem 9, we assume that these two methods share the same sub-regions. Thus they have the same number of sub-regions $d$, and the sample points $x^{(r)}_1 (\tau = 1, 2, \cdots, d)$ of them are the same as each other. Without loss of generality, we set $p = 3$. Then a necessary condition of (5.12) is

$$
\begin{align*}
  & r_i \geq h_i(x_1) - \hat{h}_i(x_1), \quad \forall i = 1, 2, \cdots, p \\
  & \sum_{i=1}^{3} h_i(x^{(r)}_1)Q_i < -r_2(Q_2 - Q_1) - r_3(Q_3 - Q_1) \\
  & \sum_{i=1}^{3} h_i(x^{(r)}_1)Q_i < -r_1(Q_1 - Q_2) - r_3(Q_3 - Q_2) \\
  & \sum_{i=1}^{3} h_i(x^{(r)}_1)Q_i < -r_1(Q_1 - Q_3) - r_2(Q_2 - Q_3)
\end{align*}
$$

for all $\tau = 1, 2, \cdots, d + 1$. Equivalently it means that

$$
\begin{align*}
  & r_i \geq h_i(x_1) - \hat{h}_i(x_1), \quad \forall i = 1, 2, \cdots, p \\
  & (h_1(x^{(r)}_1) - r_2 - r_3)Q_1 + (h_2(x^{(r)}_1) + r_2)Q_2 + (h_3(x^{(r)}_1) + r_3)Q_3 < 0 \\
  & (h_1(x^{(r)}_1) + r_1)Q_1 + (h_2(x^{(r)}_1) - r_1 - r_3)Q_2 + (h_3(x^{(r)}_1) + r_3)Q_3 < 0 \\
  & (h_1(x^{(r)}_1) + r_1)Q_1 + (h_2(x^{(r)}_1) + r_2)Q_2 + (h_3(x^{(r)}_1) - r_1 - r_2)Q_3 < 0
\end{align*}
$$

for all $\tau = 1, 2, \cdots, d + 1$. So the equivalent stability checking points are

$$
\begin{align*}
  & (h_1(x^{(r)}_1) - r_2 - r_3, \ h_2(x^{(r)}_1) + r_2, \ h_3(x^{(r)}_1) + r_3) \\
  & (h_1(x^{(r)}_1) + r_1, \ h_2(x^{(r)}_1) - r_1 - r_3, \ h_3(x^{(r)}_1) + r_3) \\
  & (h_1(x^{(r)}_1) + r_1, \ h_2(x^{(r)}_1) + r_2, \ h_3(x^{(r)}_1) - r_1 - r_2)
\end{align*}
$$

(5.13)

for all $\tau = 1, 2, \cdots, d + 1$, where

$$
  r_i = \max_{x_1}(h_i(x_1) - \hat{h}_i(x_1)), \quad \forall i = 1, 2, 3.
$$

For systems with high dimensional premise variables, the sample points for membership approximation are selected as $x^{(r)} (\tau = 1, 2, \cdots, d + 1)$. Then equivalent checking points can be similarly obtained as

$$
(h_1(x^{(r)}) + r_1, \ h_2(x^{(r)}) + r_2, \cdots, h_i(x^{(r)}) + r_i - \sum_{j=1}^{p} r_j, \cdots, h_p(x^{(r)}) + r_p)
$$

(5.14)

for all $j = 1, 2, \cdots, p$ and $\tau = 1, 2, \cdots, d + 1$, where

$$
  r_i = \max_{x}(h_i(x) - \hat{h}_i(x)), \quad \forall i = 1, 2, \cdots, p.
$$
5.4.1.2 Membership-bound-dependent method in [5]

Similarly, we firstly recall the preliminary sufficient condition (2.19) of Section 2.3.2, which is

\[
\begin{cases}
\beta_i \geq h_i(x) \\
N_i \geq 0 \\
Q_i - N_i + \sum_{j=1}^{p} \beta_j N_j < 0
\end{cases}
\]  

(5.15)

for all \(i = 1, 2, \cdots, p\). Now let us come to the stability condition (5.15) which is obtained by the bound-dependent method in Section 2.3.2. The condition in (5.15) can be equivalently expressed as

\[
\begin{cases}
N_i \geq 0, \quad \forall \ i = 1, 2, \cdots, p \\
Q_i - N_i + \sum_{j=1}^{p} h_{j_{\text{max}}} N_j < 0, \quad \forall \ i = 1, 2, \cdots, p.
\end{cases}
\]  

(5.16)

As a special case, we set \(p = 2\). It is obvious that \(1 - h_{i_{\text{max}}} \geq 0\) for \(i = 1, 2\). Then by taking the weighted sum of inequalities in (5.16), one can get the following necessary condition of (5.16),

\[
\begin{cases}
N_1 \geq 0, \quad N_2 \geq 0 \\
(1 - h_{1_{\text{max}}})(Q_2 - N_2 + h_{1_{\text{max}}}N_1 + h_{2_{\text{max}}}N_2) \\
\quad + h_{1_{\text{max}}}(Q_1 - N_1 + h_{1_{\text{max}}}N_1 + h_{2_{\text{max}}}N_2) < 0 \\
(1 - h_{2_{\text{max}}})(Q_1 - N_1 + h_{1_{\text{max}}}N_1 + h_{2_{\text{max}}}N_2) \\
\quad + h_{2_{\text{max}}}(Q_2 - N_2 + h_{1_{\text{max}}}N_1 + h_{2_{\text{max}}}N_2) < 0
\end{cases}
\]

which means

\[
\begin{cases}
N_1 \geq 0, \quad N_2 \geq 0 \\
(1 - h_{2_{\text{max}}})Q_1 + h_{2_{\text{max}}}Q_2 < (1 - h_{1_{\text{max}}} - h_{2_{\text{max}}})N_1 \\
h_{1_{\text{max}}}Q_1 + (1 - h_{1_{\text{max}}})Q_2 < (1 - h_{1_{\text{max}}} - h_{2_{\text{max}}})N_2.
\end{cases}
\]

Clearly we can see that, in this case, condition (5.15) is a sufficient condition of Theorem 9 with \(d = 1\), which means more conservativeness.

Since we are not sure whether \(1 - \sum_{i=1}^{p} h_{i_{\text{max}}} + h_{j_{\text{max}}}, \ j = 1, 2, \cdots, p\) are positive or not, the above derivation cannot be extended to the case \(p \geq 3\). Hopefully, \((1 - \sum_{i=1}^{p} h_{i_{\text{min}}} + h_{j_{\text{min}}}) (j = 1, 2, \cdots, p)\) should be always positive, thus we can make that generalized extension for the lower-bound-based version (where \(h_{j_{\text{min}}} is
used). In this case, the LMIs in (5.16) will be replaced by

\[
\begin{align*}
N_i &\geq 0, \quad \forall \ i = 1, 2, \cdots, p \\
Q_i + N_i - \sum_{j=1}^{p} h_{j \min} N_j &< 0, \quad \forall \ i = 1, 2, \cdots, p
\end{align*}
\]

Following the same derivation as case \( p = 2 \) of the upper-bound-based version, we can obtain the following necessary condition

\[
\begin{align*}
N_i &\geq 0, \quad \forall \ i = 1, 2, \cdots, p \\
\sum_{i=1}^{p} h_{i \min} Q_i + (1 - \sum_{i=1}^{p} h_{i \min}) Q_j < (\sum_{i=1}^{p} h_{i \min} - 1) N_j
\end{align*}
\]

(5.17)

for all \( j = 1, 2, \cdots, p \). Since \( \sum_{i=1}^{p} h_{i \min} - 1 \leq 0 \), a necessary condition of (5.17) will be

\[
\sum_{i=1}^{p} h_{i \min} Q_i + (1 - \sum_{i=1}^{p} h_{i \min}) Q_j < 0
\]

for all \( j = 1, 2, \cdots, p \). The corresponding checking points are

\[
\begin{align*}
(h_{1 \min}, h_{2 \min}, \cdots, h_{(p-1) \min}, 1 + h_{p \min} - \sum_{i=1}^{p} h_{i \min}) \\
(h_{1 \min}, h_{2 \min}, \cdots, 1 + h_{(p-1) \min} - \sum_{i=1}^{p} h_{i \min}, h_{p \min}) \\
\cdots \\
(1 + h_{1 \min} - \sum_{i=1}^{p} h_{i \min}, h_{2 \min}, \cdots, h_{(p-1) \min}, h_{p \min}).
\end{align*}
\]

(5.18)

### 5.4.2 Numerical test for the checking points of different methods

To see clearly the relations of checking points of different methods, we will plot and compare them in a unified membership space in the following example.

#### Example 6.

The comparisons will be based on the following system whose membership function trajectory is a round circle in the 3-dimensional space (the yellow round trajectory in Figure 5.8):

\[
\dot{x} = \sum_{i=1}^{3} h_i(x) A_i x
\]

where

\[
h_1(x) = \frac{1}{3} + \frac{0.7}{\sqrt{36}} \cos x_1 - \frac{0.7}{\sqrt{12}} \sin x_1,
\]

\[
h_2(x) = \frac{1}{3} + \frac{0.7}{\sqrt{36}} \sin x_1 + \frac{0.7}{\sqrt{12}} \cos x_1,
\]

\[
h_3(x) = \frac{1}{3} + \frac{0.7}{\sqrt{36}} \sin x_1 - \frac{0.7}{\sqrt{12}} \cos x_1,
\]

97
\[ h_2(x) = \frac{1}{3} + \frac{0.7}{\sqrt{36}} \cos x_1 + \frac{0.7}{\sqrt{12}} \sin x_1, \]

\[ h_3(x) = \frac{1}{3} - \frac{0.7}{\sqrt{9}} \cos x_1, \]

and

\[ A_1 = \begin{bmatrix} -1 & 2 \\ 0 & -1 \end{bmatrix}, \quad A_2 = \begin{bmatrix} -1 & 0.3 \\ b & -1 \end{bmatrix}, \quad A_3 = \begin{bmatrix} -1 & 0 \\ a & -1 \end{bmatrix}. \]

Figure 5.8: Checking points of different methods (piecewise linear approximation method [4] with \( d = 3 \): red circle points; bound-dependent method [5]: green triangle points; Theorem 9 with \( d = 3 \): blue square points).

The vertices obtained from (5.13) with \( d = 3 \) (where \( x_1^{(1)} = 0 \), \( x_1^{(2)} = \frac{2\pi}{3} \), \( x_1^{(3)} = \frac{4\pi}{3} \)) are plotted as the red circle points in Figure 5.8. The vertices obtained from (5.18) are plotted as the green triangle points in Figure 5.8. For the method mentioned in Theorem 9, we choose \( d = 3 \) and sub-regions are divided based on the sample points in piecewise linear approximation method, which are

\[ R_1(x) = \{ x | x_1^{(1)} \leq x_1 < x_1^{(2)} \} \]

\[ R_2(x) = \{ x | x_1^{(2)} \leq x_1 < x_1^{(3)} \} \]

\[ R_3(x) = \{ x | x_1^{(3)} \leq x_1 < x_1^{(1)} \}. \]

The obtained checking points are plotted as blue square points. Clearly, we can find that the convex polytope constructed by the square points is contained in both that of circle points and that of triangle points. It means that the method described in Theorem 9 is superior in the aspect of conservativeness. To further confirm the above conservativeness relation, let us compare the feasible regions of \((a, b)\) obtained by different methods. The results are described in Figure 5.9. It is obvious that the method introduced in Theorem 9 has larger feasible region.
From the numerical point of view, the method in Theorem 9 would require lower computational burden since there is no additional matrix variable involved in the final LMIs. Another merit of Theorem 9 is that there is no need to concern about the dimension of premise variable. In addition, it can be easily extended to interval type-2 T-S fuzzy systems (see Figure 5.7). In this sense, one can reach the conclusion that Theorem 9 can be applied to the analysis of a wider range of fuzzy systems, and the results will be less conservative and require less computational burden.

5.5 Further discussion

In the above comparison analysis, we only discussed the case where one polyhedron is fully enclosed in another. In that case, one can reach the conclusion that, stability conditions related with smaller polyhedron should be less conservative. For the case that two polyhedrons share some overlapping parts but are not completely contained in each other, global conservativeness comparison result cannot be obtained. But in such a case, we can get less conservative stability condition by combining the two methods together. The idea is that, polyhedron area without overlapping means that such an area is not necessary for stability checking. Thus, theoretically, we can shrink the enclosing polyhedron to the overlapped area of several ones.

Denote $P_i$ as the equivalent convex polyhedron of the $i$-th method ($i = 1, 2, \cdots , l$). This idea will be based on the following set theory.
Lemma 12. [110] If \( h(x) \) is fully contained in all the convex polyhedrons \( P_i \) \( (i = 1, 2, \cdots, l) \), then \( h(x) \) is fully contained in their overlapping area \( P \triangleq P_1 \cap P_2 \cap \cdots \cap P_l \).

Denote the \( d \) vertices of \( P \) as \( \eta_j = (\eta_{j1}, \eta_{j2}, \cdots, \eta_{jp}) \) \( (j = 1, 2, \cdots, d) \). Then the stability condition can be expressed in the following theorem.

**Theorem 10.** The equilibrium of system (5.1) is asymptotically stable if there exists a matrix \( P > 0 \) such that the following condition is satisfied

\[
\sum_{k=1}^{p} \eta_{jk}(A_k^TP + PA_k) < 0
\]

for all \( j = 1, 2, \cdots, d \), where \( \eta_j = (\eta_{j1}, \eta_{j2}, \cdots, \eta_{jp}) \), \( j = 1, 2, \cdots, d \), are the vertices of overlapping area \( P \).

Denote the membership-dependent LMI condition related with \( j \)-th method \( (j = 1, 2, \cdots, l) \) as

\[
P < 0 \text{ and } L_j(Q_1, Q_2, \cdots, Q_p) < 0,
\]

where \( Q_i = PA_i + A_i^TP \) for \( i = 1, 2, \cdots, p \), and \( L_i(Q_1, Q_2, \cdots, Q_p) < 0 \) represents the LMIs constructed by using the vertices of \( P_i \) as checking points, see expression (5.10). Alternatively, we can get the direct combination of multiple methods.

**Theorem 11.** The equilibrium of system (5.1) is asymptotically stable if the following condition is satisfied

\[
\begin{cases}
P > 0, \\
L_1 < 0 \text{ or } L_2 < 0 \text{ or } \cdots \text{ or } L_l < 0.
\end{cases}
\]

where \( L_i \) is the abbreviation of \( L_i(Q_1, Q_2, \cdots, Q_p) \) which is associated with polyhedron \( P_i \).

For a given fuzzy system with uncertain parameter (the one like Example 4), the feasible solution of uncertain parameter obtained by Theorem 11 should be the union of feasible solutions obtained by methods 1 to \( l \). Theoretically the method in Theorem 10 will be less conservative than the simple combination result in Theorem 11. To verify such a conclusion, we start with the one-dimensional system. For the given subsystems \( A_i \in \mathbb{R}^{1 \times 1} \) \( (i = 1, 2, \cdots, p) \), expression

\[ h_1(x)A_1 + h_2(x)A_2 + \cdots + h_p(x)A_p = 0 \]

(5.19)

should be a surface perpendicular to vector \((A_1, A_2, \cdots, A_p)\) and passing through the origin point. Since \( A_i \) is one-dimensional, the allowable subsystem variation
determined by (5.2) can be expressed as (5.19). The validity of condition \( P > 0 \) and \( L_i < 0 \) is equivalent to say that \( \mathcal{P}_i \) is located on one side of surface (5.19) (the side satisfying \( \sum_{i=1}^{p} h_i(x) A_i < 0 \)). On the other hand, the invalidity of condition \( P > 0 \) and \( L_i < 0 \) means that \( \mathcal{P}_i \) is partly located in the area \( \sum_{i=1}^{p} h_i(x) A_i \geq 0 \).

In the case that, all \( \mathcal{P}_i \) \( (i = 1, 2, \cdots, l) \) have intersection with surface (5.19), \( \mathcal{P} \) can still be on only one side of surface (5.19), see Figure 5.10. It means that when Theorem 11 is not satisfied, the condition in Theorem 10 may still be achieved. This verifies the reduced conservativeness of Theorem 10. The main difficulty in applying Theorem 10 lies in the algorithm to find the vertices of \( \mathcal{P} \) based on the vertices of \( \mathcal{P}_i \) \( (i = 1, 2, \cdots, l) \).

![Figure 5.10: Both polyhedrons \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \) have intersection with surface (5.19), but their overlapping area \( \mathcal{P} \) is on only one side of surface (5.19). Here \( A_i \in \mathbb{R}^{1\times 1} \) for all \( i = 1, 2, \cdots, p \).](image)

### 5.6 Conclusions

By considering the membership functions in a unified space, we can construct the final LMI conditions based on the vertices of a convex polyhedron enclosing the membership trajectory, and conservativeness can be reduced by shrinking the range of such a polyhedron. Following this idea, the extrema values of membership functions have been used to construct a tighter polyhedron to reduce conservativeness. Compared with existing methods, this method shows advantage of less conservativeness, simplicity, and there is no need to concern about the number of degrees of freedom of membership functions. Moreover, it has been extended to the stability analysis of interval type-2 T-S fuzzy systems. Conversely, by deriving the checking points of existing LMIs, this membership vector framework can be also used to inspect the conservativeness of membership-dependent stability conditions.
Chapter 6

Fuzzy model based stability analysis of the metamorphic robotic palm

In this chapter the stability problem of a metamorphic palm control system will be investigated based on the T-S fuzzy model. By applying the membership-dependent stability condition in Chapter 5, a wider range of stable palm dynamic performance will be ensured.

6.1 Introduction

As the end-effector of a robot, a robotic hand is a critical component between the robot and environment. In terms of application fields, robotic hands have two typical categories, grippers [41] and dexterous hands [42]. As a trade-off of these two design approaches, a metamorphic robotic hand [43, 44] with a reconfigurable palm was developed by taking advantages of intelligent mechanisms. The palm design was originally inspired by origami with a mechanism equivalent method [46] to relate the panels and crisis to links and joints, respectively. This new structure retains robustness property of grippers and, at same time, can generate delicate motion as a dexterous hand [47].

Kinematically the flexibility of such a hand can be greatly improved by the novel reconfigurable palm mechanism [44]. But when it comes to the problem of dynamic manipulation, additional dynamics coming with the reconfigurable palm should be a major concern. Since the palm is where fingers are mounted, the stability of palm position control system should be crucial for the whole device. Conventional scheme is generally treating the palm as the load of joint actuators [111] and ignore the complex dynamic coming with the palm. However, the technical requirement for joint actuators would be unnecessarily increased if we want to tolerated the wide range of palm dynamics. An efficient way to avoid this should be the stability analysis of palm dynamics.
As it is shown in Figure 6.1, the reconfigurable palm is a closed-chain mechanism [112] with highly nonlinear dynamics. Direct stability analysis for the nonlinear palm control system should not be easy, an alternative idea is to describe the system by multi-model methodology [113]. Among the existing methods, T-S fuzzy model [29] which has been considered in Chapter 5 is proven to be an effective approach. Such a model is described by fuzzy IF-THEN rules which represents local linear input-output relations of a nonlinear system [102]. In this way, the local dynamics can be expressed by a group of local linear models, and the overall model can be achieved by fuzzy “blending” of the obtained linear models. As a result, stability analysis of the original nonlinear model can be achieved based on the analysis of local linear models.

Motivated by the above discussion, in this chapter, we investigate the stability problem of the metamorphic palm control system by the T-S fuzzy modeling method. Firstly, dynamic model of the metamorphic palm will be obtained based on the Euler-Lagrange theory and geometric constraints. Then a geometry dependent controller will be applied to compensate the major nonlinearity of model and keep the closed-loop system simple. Finally stability problem will be solved based on the T-S fuzzy model of palm control system.

Compared with existing work, our contributions to the modeling of this metamorphic palm can be summarized in the following two points:

1. The existing research considered a lot about the kinematic model of this metamorphic palm, while we will move one step further to consider the dynamic modeling of this robotic palm.

2. In addition, we will represent the closed-loop palm dynamic system by a T-S fuzzy model, which is the first time for the analysis of this robotic palm.

6.2 Kinematic analysis and dynamic modeling of the metamorphic palm

Before the stability analysis of the palm control system, dynamic model of the metamorphic palm is need. The modeling process of this palm will be based on the Euler-Lagrange theory and geometric constraints. Firstly we need to find the kinetic and potential energy of the metamorphic palm based on the kinematic analysis of it.

To start, we need to go back to the physical model of the palm. Mechanically, the palm itself can be divided into two serial chains at joint \( C \), see Figure 6.1. The first chain contains spherical links 2 and 3. The second chain contains spherical links 4 and 5. The set of all link indexes can be defined as

\[ S_1 \triangleq \{2, 3, 4, 5\}. \]
Before the detailed analysis, we introduce the following notation symbols for the metamorphic palm and also some related definitions to facilitate our analysis.

Table 6.1: Parameter definitions of the metamorphic palm

<table>
<thead>
<tr>
<th>Category</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_i )</td>
<td>The mass of link ( i ) ((i \in S_1))</td>
</tr>
<tr>
<td>( I^j_i )</td>
<td>The inertia tensor of link ( i ) about the center of mass in frame ( j ) ((i, j \in S_1))</td>
</tr>
<tr>
<td>( I_i )</td>
<td>The inertia tensor of link ( i ) about the center of mass in the global frame ((i \in S_1))</td>
</tr>
<tr>
<td>( r^j_i )</td>
<td>Position of the center of mass of link ( i ) in the body attached frame ((i, j \in S_1))</td>
</tr>
<tr>
<td>( r_i )</td>
<td>Position of the center of mass of link ( i ) in the global frame ((i \in S_1))</td>
</tr>
<tr>
<td>( v_i )</td>
<td>Linear velocity of the center of mass of link ( i ) in the global frame ((i \in S_1))</td>
</tr>
<tr>
<td>( \omega_i )</td>
<td>Angular velocity of the center of mass of link ( i ) in the global frame ((i \in S_1))</td>
</tr>
<tr>
<td>Category</td>
<td>Definition</td>
</tr>
<tr>
<td>------------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>$\alpha_i$</td>
<td>Arc angle length of link $i$ ($i \in S_1$)</td>
</tr>
<tr>
<td>$\theta_i$</td>
<td>Joint angle from the extension of link $i$ to link $i + 1$ for $i = 1, 2, 3, 4$, and from the extension of link $i$ to link $i - 4$ for $i = 5$</td>
</tr>
</tbody>
</table>

The values of parameters $m_i$, $I_i^j$, $r_i^j$ and $\alpha_i$ ($i, j \in S_1$) are provided in Appendix D. The mechanical design can be found in [12]. Define the skew matrix of a vector $u = [u_x, u_y, u_z]^T$ as

$$S(u) \triangleq \begin{bmatrix} 0 & -u_z & u_y \\ u_z & 0 & -u_x \\ -u_y & u_x & 0 \end{bmatrix}.$$  

And define a rotation matrix for a rotation by an angle of $\theta$ about an axis in the direction of $u$ as $R(u, \theta)$, mathematically this rotation matrix can be represented by $S(u)$ in the following way

$$R(u, \theta) = \cos \theta \cdot I + \sin \theta \cdot S(u) + (1 - \cos \theta) \cdot u \otimes u$$

where $\otimes$ is the tensor product. To describe the location in a 3-dimensional space, we define unit vectors $\mathbf{i} = [1, 0, 0]^T$, $\mathbf{j} = [0, 1, 0]^T$, $\mathbf{k} = [0, 0, 1]^T$ and the following unified vector of joint angles

$$q \triangleq \begin{bmatrix} \theta_1 & \theta_5 & \theta_2 & \theta_4 \end{bmatrix}^T.$$  

Following the standard expression as [114], we define the rotation from frame $i$ to $j$ as $R_i^j$, ($i, j = 1, 2, 3, 4, 5$). If a matrix $M$ or vector $v$ depends on $q$ then it will be expressed as $M(q)$ or $v(q)$, respectively. Based on these notations and definitions, we can now make the kinematic analysis of the palm.

### 6.2.1 Kinematics analysis of the partial reconfigurable palm

Since we assume that the closed chain of the palm can be divided into two open chains at joint $C$, the kinematics of these two chains can be considered as independent. As a result, we can analyze their global kinematic properties individually. We start with the open serial chain on the right hand side of the palm. The position of center of mass of link 2 in the global frame should be

$$r_2(q) = R_i^0(q)r_2^0.$$
where \( R_2^0(q) = R_1^0R(z_1, \theta_1)R(y_1, -\alpha_2) \) and \( R_1^0 = R(y_0, -\frac{1}{2}\alpha_1) \). From [114], linear velocity of center of mass of link 2 in the global frame can be obtained as

\[
v_2(q) = S(r_A)r_2(q)\hat{\theta}_1
\]

where \( r_A = R_1^0k \). For the angular velocity, we have

\[
\omega_2(q) = r_A\hat{\theta}_1.
\]

Now we move forward to link 3 which is the subsequent link connected to link 2. The position of center of mass of link 3 in the global frame should be

\[
r_3(q) = R_2^0(q)R_3^2(q)r_3^3
\]

where \( R_3^2(q) = R(z_2, \theta_2)R(y_2, -\alpha_3) \). Then the linear velocity of center of mass of link 3 in the global frame will be

\[
v_3(q) = S(r_A)r_3(q)\hat{\theta}_1 + S(r_B(q))r_3(q)\hat{\theta}_2
\]

where \( r_B(q) = R_2^0(q)k \). Similarly the angular velocity of \( \omega_3c \) can be also obtained in the following way

\[
\omega_3(q) = r_A\hat{\theta}_1 + r_B(q)\hat{\theta}_2.
\]

By the same method, we can get the link kinematic expressions for the left open serial chain. To summarize, we have the following kinematic expressions

\[
v_i(q) = J_{v_i}(q)\dot{q}, \quad \omega_i(q) = J_{\omega_i}(q)\dot{q}, \quad \forall i \in S_1
\]

where

\[
J_{v_2}(q) = \begin{bmatrix} S(r_A)r_2(q) & 0 & 0 & 0 \end{bmatrix}, \quad J_{\omega_2}(q) = \begin{bmatrix} r_A & 0 & 0 & 0 \end{bmatrix},
\]

\[
J_{v_3}(q) = \begin{bmatrix} S(r_A)r_3(q) & 0 & S(r_B(q))r_3(q) & 0 \end{bmatrix}, \quad J_{\omega_3}(q) = \begin{bmatrix} 0 & -r_D(q) & 0 & -r_E \end{bmatrix},
\]

\[
J_{v_4}(q) = \begin{bmatrix} r_A & 0 & r_B(q) & 0 \end{bmatrix}, \quad J_{\omega_4}(q) = \begin{bmatrix} 0 & 0 & 0 & 0 \end{bmatrix},
\]

\[
J_{v_5}(q) = \begin{bmatrix} 0 & 0 & 0 & -S(r_E)r_5(q) \end{bmatrix}, \quad J_{\omega_5}(q) = \begin{bmatrix} 0 & 0 & 0 & -r_E \end{bmatrix}
\]

and

\[
r_E = R_1^0R(y_1, \alpha_1)k, \quad r_D = R_2^0(q)R(y_5, \alpha_5)k,
\]

\[
r_5(q) = R_3^2(q)r_5^5, \quad R_3^2(q) = R_1^0R(y_0, \alpha_1)R(z_0, -\theta_5),
\]

\[
r_4(q) = R_2^0(q)R_4^2(q)r_4^4, \quad R_4^2(q) = R(y_5, \alpha_5)R(z_5, -\theta_4).
\]
With the above kinematic expression, it will be easier for us to describe the dynamic model of the reconfigurable palm.

### 6.2.2 Lagrangian method based dynamic modeling of the partial reconfigurable palm

The commonly used modeling approach for complex mechanical device is the Lagrangian method. To apply this method, our first step is to find the kinetic and potential energy of the palm. The kinetic energy is associated with translational, rotational motion, inertia tensor and mass of each link. The inertia tensors $I_i (i \in S_1)$ expressed in the body attached frames are constant and they can be exported from the hand model CAD design in SolidWorks [115]. Their exact values can be found in Appendix D. To find their expression in the global frame we need the transformation $I_i(q) = R_i^0(q)I_i R_i^0(q)^T, (i \in S_1)$. Overall the kinetic energy is associated with the rotational and translational velocities and can be expressed as

$$K(q) = \frac{1}{2} \dot{q}^T D(q) \dot{q} \quad (6.1)$$

where

$$D(q) = \sum_{i \in S_1} \left( m_i J_{v_i}(q)^T J_{v_i}(q) + J_{\omega_i}(q)^T I_i(q) J_{\omega_i}(q) \right).$$

The potential energy of all links is associated with the center of gravity of each link and can be calculated as

$$P(q) = \sum_{i \in S_1} m_i g^T r_i(q)$$

where $g = [0, 0, 9.81]^T$. Then from [112], the Euler-Lagrangian dynamic equation can be presented as

$$D(q)\ddot{q} + C(q, \dot{q})\dot{q} + g(q) = \alpha_q(q)^T \lambda \quad (6.2)$$

where $\lambda$ is the vector of Lagrange multipliers, $\alpha_q(q)$ is the parameter obtained from close-chain constraints, $\alpha_q(q)^T \lambda$ represents the constraints generalized force vector. $g(q)$ is the term related with gravity that can be exactly expressed as

$$g(q) = \left( \frac{\partial P(q)}{\partial q} \right)^T = \sum_{i \in S_1} m_i J_{v_i}(q)^T g.$$ 

The element on the $k$-th row and $j$-column of matrix $C(q, \dot{q})$ should be

$$c_{kj}(q) = \sum_{i \in S_1} c_{ijk}(q) \dot{q}_i. \quad (6.3)$$
Define the \(i\)-th row and \(j\)-th column element of matrix \(D(q)\) as \(d_{ij}(q)\), then the Christoffel symbol \(c_{ijk}(q)\) in (6.3) can be described as
\[
c_{ijk}(q) = \frac{1}{2} \left( \frac{\partial d_{kj}(q)}{\partial q_i} + \frac{\partial d_{ki}(q)}{\partial q_j} - \frac{\partial d_{ij}(q)}{\partial q_k} \right).
\] (6.4)

6.2.3 Geometrical constraints based palm kinematics analysis

In the above analysis we divided the links of the palm into two independent chains and considered their dynamics separately. But actually, their dynamics are still restricted by the closed-chain constraint that can be used to get the actual palm dynamics. The closed-chain constraint of the palm is that the right partial chain and left partial chain are connected at point \(C\). This relation can be expressed as the following mathematical equation
\[
r_{Cr}(q) - r_{Cl}(q) = 0 \tag{6.5}
\]
where \(r_{Cr}(q)\) is the position of \(C\) calculated from the right serial chain, \(r_{Cl}(q)\) is the position of \(C\) calculated from the left serial chain, and can be obtained as
\[
r_{Cr}(q) = R_{2}^{0}(q)R_{3}^{2}(q)kr, \quad r_{Cl}(q) = R_{5}^{0}(q)R_{4}^{5}(q)R(y_5, \alpha_4)kr
\]
with \(r = 4.75 \times 10^{-2}\) m being the radius of the palm sphere. In fact, because of the physical constraints from the hand wrist (base link 1), the point \(C\) is only allowed to move within the front half sphere of the palm, where \(z < 0\). Thus we can simply require that \(r_{Cr}(q)\) and \(r_{Cl}(q)\) have the same projection on the \(x - y\) plane. The above constraints can be reduced to
\[
\alpha(q) = [I_{2 \times 2} \ 0_{2 \times 1}] \cdot (r_{Cr}(q) - r_{Cl}(q)) = 0.
\]
Calculating the derivative of \(\alpha(q)\) with respect to time \(t\), we have
\[
\alpha_q(q)\dot{q} = [I_{2 \times 2} \ 0_{2 \times 1}] \ J_C(q)\dot{q}
\]
where
\[
\alpha_q(q) \triangleq \frac{\partial \alpha(q)}{\partial q}, \quad J_C(q) \triangleq \begin{bmatrix}
[S(r_A)r_{C_r}(q)]^T \\
[S(r_E)r_{C_l}(q)]^T \\
[S(r_B^0(q))r_{C_r}(q)]^T \\
[S(r_B^0(q))r_{C_l}(q)]^T
\end{bmatrix}^T.
\]
Actually in the palm spherical linkage, angles \(\theta_3\) and \(\theta_4\) of the passive joints are not independent, which means the palm structure can be determined simply by angles \(\theta_1\)
and $\theta_2$ at the two active joints. Consequently, the degree of freedom of the dynamic model can be reduced.

To achieve that, we define the independent generalized coordinate as $p = \beta(q) = [I_{2 \times 2} 0_{2 \times 2}] q$. For a specific point in the independent coordinate $p$, there is a unique mapping point $q = \sigma(p)$ from the dependent coordinate $q$ [116], among which we define

$$\gamma(q) \triangleq \begin{bmatrix} \alpha(q) \\ \beta(q) \end{bmatrix}, \quad \gamma_q(q) \triangleq \frac{\partial \gamma(q)}{\partial q}.$$  

Based on the definitions of $\alpha(q)$ and $\beta(q)$, $\gamma_q(q)$ can be further expressed as

$$\gamma_q(q) = \begin{bmatrix} [I_{2 \times 2} 0_{2 \times 1}] J_C(q) \\ [I_{2 \times 2} 0_{2 \times 2}] \end{bmatrix}.$$  

Following the same method as [112], we can get the mapping relation between $\dot{q}$ and $\dot{p}$ as

$$\dot{q} = \rho(q) \dot{p} \tag{6.6}$$  

where

$$\rho(q) = \gamma_q^{-1}(q) \begin{bmatrix} 0_{2 \times 2} \\ I_{2 \times 2} \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ \rho_{13}(q) & \rho_{14}(q) \\ \rho_{23}(q) & \rho_{24}(q) \end{bmatrix}.$$  

### 6.2.4 Dynamic modeling of the reconfigurable palm

The mapping $q = \sigma(p)$, from $p$ to $q$, can be obtained by the spherical cosine law. Readers can refer to [116] for the detailed analysis. By the mapping relations $q = \sigma(p)$ and $\dot{q} = \rho(q) \dot{p}$, in this section, we will explain how to find the expression of reduced dynamic model in the independent coordinate $p$. By taking the derivative of (6.6), we can get the angular acceleration of $q$ as

$$\ddot{q} = \dot{\rho}(q, \dot{q}) \dot{p} + \rho(q) \ddot{p}$$  

where

$$\dot{\rho}(q, \dot{q}) = \sum_{i=1}^{4} \frac{\partial \rho(q)}{\partial q_i} \dot{q}_i = \sum_{i=1}^{2} \sum_{j=1}^{2} \frac{\partial \rho(q)}{\partial q_i} \rho_{ij}(q) \dot{p}_j.$$
Now the dynamic equation in (6.2) can be reduced to the following expression of \( p \),

\[
D(p)\ddot{p} + C(p, \dot{p})\dot{p} + g(p) = u
\]  

(6.7)

with

\[
\begin{align*}
D(p) &= \rho(q)^T D(q) \rho(q) \\
C(p, \dot{p}) &= \rho(q)^T C(q, \dot{q}) \rho(q) + \rho(q)^T D(q) \dot{q}(q, \dot{q}) \\
g(p) &= \rho(q)^T g(q) \\
\dot{q} &= \rho(q) \dot{p}, \quad q = \sigma(p)
\end{align*}
\]  

(6.8)

In the following sections, we will investigate the stability problem of the closed-loop palm control system. This can be achieved in two steps:

1. Construct a feedback controller to get the expression of closed-loop palm control system;

2. Choose a specific joint position as the system equilibrium point and analyze the stability problem in this case.

### 6.3 Geometry variation based controller design of the metamorphic palm

In this part, we consider the controller design problem. The controller structure will be chosen in such a way, firstly to keep the closed-loop system simple and also make it easier to tune the dynamic performance. Feasible range of the controller parameters will be analyzed in Section 6.4. The feedback control methodology will be based on the following assumption.

**Assumption 3.** The real-time values of \( p \) and \( \dot{p} \) can be precisely obtained.

#### 6.3.1 Controller design based on inertia and gravity compensation

The control input can be designed as a function of \( p \) and \( \dot{p} \). Firstly we need torque to compensate the influence of gravity. Corresponding input would be \( u_1(p) = g(p) \). Based on the technical parameters of the hand model, we can find the layouts of \( g(p) \) and \( g(p) \) with respect to the joint state \( p \). Exactly, parameter values in \( g(p) = [g_1(p), g_2(p)]^T \) are presented in Figure 6.2.

Moreover, additional input \( u_2(p, \dot{p}) \) is needed to ensure the system stability and reach the required performance. The relation can be expressed as

\[
D(p)\ddot{p} + C(p, \dot{p})\dot{p} = u_2(p, \dot{p}).
\]  

(6.9)
Figure 6.2: Relationship between parameters gravity vector $g(p)$ and joint state $p$

All the elements of the inertial matrix $D(p)$ are state-dependent,

$$D(p) = \begin{bmatrix} d_{11}(p) & d_{12}(p) \\ d_{21}(p) & d_{22}(p) \end{bmatrix}.$$ 

From (6.8) we know that $D(p)$ is symmetric, which means $d_{21}(p) = d_{12}(p)$. In Figure 6.3, we can find the relation of the elements $d_{11}(p), d_{12}(p)$ and $d_{22}(p)$ of $D(p)$ with $p$. In addition, the following relation holds

$$\dot{p}^T D(p) \dot{p} = \dot{p}^T \rho(q)^T D(q) \rho(q) \dot{p} = q^T D(q) \dot{q} = 2K(q)$$

where $K(q)$ is defined in (6.1). It means that $\frac{1}{2} \dot{p}^T D(p) \dot{p}$ is the kinetic energy of the palm, which is generally positive and can be zero iff $\dot{p} = 0$. Thus it can be confirmed that $D(p) > 0$. As a result (6.9) can be transformed to

$$\ddot{p} + D(p)^{-1} C(p, \dot{p}) \dot{p} = \tilde{u}_2(p, \dot{p})$$

where $\tilde{u}_2(p, \dot{p}) = D(p)^{-1} u_2(p, \dot{p})$.

To analyze the system dynamic performance in the system state space, we define the system state as

$$x = [x_1, x_2, x_3, x_4]^T = [\dot{p}_1, \dot{p}_2, p_1 - p_1^*, p_2 - p_2^*]^T$$

where $p_1^*$ and $p_2^*$ are the required positions of $\theta_1$ and $\theta_5$. Equivalently $\tilde{u}_2(p, \dot{p})$ can be also expressed as $\tilde{u}_2(x)$.

Dynamics expressed by $C(p, \dot{p}) \dot{p}$ are combination of centrifugal forces and Coriolis forces. Both of them depend on the velocity term $\dot{p}$. For the problem of palm position control, the dynamic speed $|\dot{p}|$ is generally low. Also, from (6.8), (6.3) and (6.4), we can see that the expression of $C(p, \dot{p})$ involves derivatives of both $d_{ij}(q)$ and $\rho(q)$. Thus the computation of real-time value of $C(p, \dot{p})$ should be much more complex.
(a) Relation between parameter $d_{11}(p)$ and joint state $p$

(b) Relation between parameter $d_{12}(p)$ and joint state $p$

(c) Relation between parameter $d_{21}(p)$ and joint state $p$

(d) Relation between parameter $d_{22}(p)$ and joint state $p$

Figure 6.3: Relation between the parameters in inertia matrix $D(p)$ and joint state $p$

and time-consuming than that of $D(p)$. In this sense, we may neglect the influence of $C(p, \dot{p})\dot{p}$ in the dynamic performance analysis and treat it as system uncertainty $\Delta A(x)x$. Then the system equation should be

$$\dot{x} = Ax + \Delta A(x)x + B\bar{u}_2(x)$$  \hspace{1cm} (6.10)

where

$$A = \begin{bmatrix} 0_{2\times 2} & 0_{2\times 2} \\ E_{2\times 2} & 0_{2\times 2} \end{bmatrix}, \quad B = \begin{bmatrix} E_{2\times 2} \\ 0_{2\times 2} \end{bmatrix},$$

$$\Delta A(x) = \begin{bmatrix} D(p)^{-1}C(p, \dot{p}) & 0_{2\times 2} \\ 0_{2\times 2} & 0_{2\times 2} \end{bmatrix}.$$

To keep it simple, now we choose $\bar{u}_2(x)$ as the linear function of $x$, which can be designed in the following form

$$\bar{u}_2(x) = Kx = \begin{bmatrix} k_{11} & 0 & k_{12} & 0 \\ 0 & k_{21} & 0 & k_{22} \end{bmatrix}x.$$
The overall control scheme $u(p, \dot{p})$ that we mentioned in dynamic equation (6.7) can be summarized as

$$u(p, \dot{p}) = u_1(p) + u_2(x) = g(p) + D(p)^{-1}Kx. \quad (6.11)$$

### 6.3.2 Dynamic performance analysis

The state matrix for closed-loop system without uncertainty $\Delta A(x)$ should be

$$\hat{A} = A + BK. \quad (6.12)$$

The corresponding characteristic equation would be

$$\det(sE - \hat{A}) = (s^2 - k_{11}s - k_{12})(s^2 - k_{21}s - k_{22}). \quad (6.13)$$

The first factor is associated with the performance of $\theta_1(t)$, the second factor is associated with performance of $\theta_5(t)$. In some sense, this kind of controller can be also regarded as the modified Proportional-Differential (PD) controller. In other words, $k_{11}$ and $k_{12}$ are the differential and proportional parameters associated with $\theta_1(t)$, and $k_{21}$ and $k_{22}$ are the differential and proportional parameters associated with $\theta_5(t)$. In this way, the controllers associated with $\theta_1(t)$ and $\theta_5(t)$ have been decoupled from each other and can be designed independently. In this specific case, the palm structure in Figure 6.1 is symmetric, thus we can simply choose $k_{11} = k_{21} = k_1$ and $k_{12} = k_{22} = k_2$ to ensure the same dynamic performance of $\theta_1(t)$ and $\theta_5(t)$.

### 6.4 Fuzzy model based stability analysis

Stability is a basic requirement for any system to work normally, specially for the metamorphic palm which is the operation base of fingers. As a result, the influence of term $C(p, \dot{p})\dot{p}$ on system stability cannot be neglected. It means that, within the working space of $p$ and $\dot{p}$, the designed feedback gain $K$ in (6.12) should also ensure the system stability for any $C(p, \dot{p})\dot{p}$. In this part, we will analyze the feasible range of $K$ based on the stability condition obtained from the fuzzy model. We start from the system state space expression of the palm control system. By (6.10) and (6.12), we have

$$\dot{x} = (\hat{A} + \Delta A(x))x \quad (6.14)$$
where
\[
\hat{A} = \begin{bmatrix}
k_1 E_2 & k_2 E_2 \\
E_2 & 0_{2 \times 2}
\end{bmatrix}, \quad \Delta A(x) = \begin{bmatrix}
M(x) & 0_{2 \times 2} \\
0_{2 \times 2} & 0_{2 \times 2}
\end{bmatrix}
\]

and
\[
M(x) = D(p)^{-1} C(p, \dot{p}) = \begin{bmatrix}
m_{11}(x) & m_{12}(x) \\
m_{21}(x) & m_{22}(x)
\end{bmatrix}.
\]

According to the mechanical constraint and working requirement, we consider the stability problem of palm control system in task domain \( S \), which is defined as
\[
S \triangleq \{ p, \dot{p} \mid 0.3 < p_1, -p_2 < 1.5, |\dot{p}_1| < 10, |\dot{p}_2| < 10 \}.
\]

Generally it is difficult to consider the palm stability problem based on its original nonlinear model in (6.14). One alternative approach is to replace the state dependent matrix \( \Delta A(x) \) by the T-S fuzzy combination of finite number of constant matrices. To clearly explain the modeling details, we consider the concept of sector nonlinearity in [102] to manually find its equivalent T-S fuzzy model. The state-dependent parameters \( m_{ij}(x) \) (the \( i, j \) elements of \( M(x), i, j = 1, 2 \)) are all highly nonlinear functions of \( x_1, x_2, x_3, x_4 \). For each element \( m_{ij}(x) \) \((i, j = 1, 2)\) of \( M(x) \), we can find its maximum and minimum values
\[
m_{ij1} = \max_{x \in S} m_{ij}(x), \quad m_{ij2} = \min_{x \in S} m_{ij}(x).
\]

Their exact values can be calculated based on expression (6.3) and the palm technical details.

Table 6.3: Maximum and minimum values of the parameters \( m_{ij}(x), i, j = 1, 2 \)

<table>
<thead>
<tr>
<th></th>
<th>( m_{11k} )</th>
<th>( m_{12k} )</th>
<th>( m_{21k} )</th>
<th>( m_{22k} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k = 1 )</td>
<td>13.24</td>
<td>35.68</td>
<td>27.27</td>
<td>25.84</td>
</tr>
<tr>
<td>( k = 2 )</td>
<td>-13.24</td>
<td>-35.68</td>
<td>-27.27</td>
<td>-25.84</td>
</tr>
</tbody>
</table>

The variable \( m_{ij}(x) \) can be expressed as a linear combination of its extrema values, that is
\[
m_{ij}(x) = h_{ij1}(x)m_{ij1} + h_{ij2}(x)m_{ij2}
\]

where
\[
h_{ij1}(x) = \frac{m_{ij}(x) - m_{ij2}}{m_{ij1} - m_{ij2}}, \quad h_{ij2}(x) = \frac{m_{ij1} - m_{ij}(x)}{m_{ij1} - m_{ij2}}.
\]
In this way, \( M(x) \) can be presented as

\[
M(x) = \sum_{i=1}^{2} \sum_{j=1}^{2} \sum_{k=1}^{2} \sum_{l=1}^{2} h_{11i}(x)h_{12j}(x)h_{21k}(x)h_{22l}(x) \cdot M_{ijkl}
\]

with \( M_{ijkl} = \begin{bmatrix} m_{11i} & m_{12j} \\ m_{21k} & m_{22l} \end{bmatrix} \). Define the new membership functions and subsystems as

\[
\tilde{h}_m(x) \triangleq h_{11i}(x)h_{12j}(x)h_{21k}(x)h_{22l}(x),
\]

\[
\tilde{A}_m \triangleq \hat{A} + \begin{bmatrix} M_{ijkl} & 0_{2\times2} \\ 0_{2\times2} & 0_{2\times2} \end{bmatrix}
\]

with \( m = 8i + 4j + 2k + l - 15 \) for all \( i, j, k, l = 1, 2 \). It follows that \( \tilde{A} + \Delta A(x) = \sum_{i=1}^{16} \tilde{h}_i(x)\hat{A}_i \), and the T-S fuzzy model of (6.14) becomes \( \dot{x} = \sum_{i=1}^{16} \tilde{h}_i(x)\hat{A}_i x \).

Now the stability analysis methods in [102] and Chapter 5 can be used to solve the stability problem. In the following part we will adopt the stability condition in Chapter 5 to reduce the conservativeness of stability analysis. In this way, a larger feasible area of \((k_1, k_2)\) can be ensured, and wider range of dynamics will be allowed. For comparison, we will start with commonly used basic stability condition in [102] which can be expressed in the following lemma.

**Lemma 13.** [102] If there exists a matrix \( P > 0 \), such that all the following inequalities hold

\[
\hat{A}_i^T P + P\hat{A}_i < 0, \quad \forall \ i = 1, 2, \cdots, 16,
\]

then the equilibrium of system (6.5) is asymptotically stable.

The palm stability region is defined as the range of \((k_1, k_2)\) that ensures the stability of palm control system in (6.14). This region can be estimated by the stability condition in Lemma 13. Changing the values of \( k_1 \) and \( k_2 \), with the obtained matrices \( \tilde{A}_m \ (m = 1, 2, \cdots, 16) \), if condition (6.16) in Lemma 13 is satisfied, then the set \((k_1, k_2)\) should be contained in the stability region. By Matlab LMI toolbox, we can find the estimated stability region as

\[
\{ k_1, k_2 \mid k_1 < -51.4, \ k_2 < 0 \}.
\]

The basic stability analysis method in Lemma 13 is membership-independent, undoubtedly it should be relatively conservative. To reduce the conservativeness of stability analysis, we adopt the following membership-dependent method from Theorem 8 in Chapter 5.
Corollary 3. If there exists a matrix $P > 0$, such that the following inequality holds

$$
\sum_{k=1}^{16} \lambda_{ijk} (\hat{A}_k^T P + P \hat{A}_k) < 0
$$

(6.18)

for all $i = 1, 2, \cdots, 16$ and $j = 1, 2, \cdots, 15$. Then the equilibrium of system (6.5) is asymptotically stable.

In Corollary 6.4, $\lambda_{ijk}$ is a parameter obtained by Algorithm 1 in Chapter 5. With this theorem, the 16 LMIs in Lemma 13 will be replaced by 240 ($16 \times 15$) new LMIs, and conservativeness will be greatly reduced. To get the value of $\lambda_{ijk}$, all the maximum and minimum values of $\tilde{h}_i(x)$ ($i = 1, 2, \cdots, 16$) should be known. Based on the technical design of this metamorphic palm, one can numerically find the maximum and minimum values of $\tilde{h}_i(x)$ for all $x \in S$, see Figure 6.4. Following the calculation in Algorithm 1 of Chapter 5, we can get the parameters $\lambda_{ijk}$ for all $i = 1, 2, \cdots, 16$, $j = 1, 2, \cdots, 15$ and $k = 1, 2, \cdots, 16$. By condition (6.18) in Corollary 6.4, the estimated stability region of $(k_1, k_2)$ can be further improved to

$$
\{k_1, k_2 \mid k_1 < -27.0, k_2 < 0\}. 
$$

(6.19)

In this way, the feasible range of $k_1$ and $k_2$ has been enlarged, and we will get more freedom to tune the dynamic performances.

Figure 6.4: Maximum and minimum values of $h_i(x)$, $i = 1, 2, \cdots, 16$

Within the feasible range (6.19), we set the parameters $k_1$ and $k_2$ based on the time-domain dynamic performance criteria in [111]. Choose the desired settling time
as $t_s = 0.15s$ and overshoot as $\sigma\% = 4\%$. By the relation discussed in [111], $k_1$ and $k_2$ can be obtained as

$$k_1 = \frac{7}{-t_s} = -46.67, \quad k_2 = \frac{k_1^2(\pi^2 + (\ln \sigma\%)^2)}{-(2 \ln \sigma\%)} = -1063.06.$$  

In this specific case, $(k_1, k_2)$ is out of region (6.17) but still contained in (6.19), which verifies the improvement of method in Corollary 6.4. By the SimMechanics™ toolbox, we can get the dynamic simulation of this palm. The angles of active joints at points $A$ and $E$ are plotted in Figure 6.5. It is clear that the palm system is asymptotically stable, which verifies the less conservativeness of the new stability analysis method. In addition, the actual settling time and overshoot are almost same as parameters we set. It means that the dynamic analysis in Section 6.3.2 is quite reasonable.

![Dynamic trajectory of joint angle $\theta_1(t)$ under the given control parameters $k_1$ and $k_2$](image1)

(a) Dynamic trajectory of joint angle $\theta_1(t)$ under the given control parameters $k_1$ and $k_2$

![Dynamic trajectory of joint angle $\theta_5(t)$ under the given control parameters $k_1$ and $k_2$](image2)

(b) Dynamic trajectory of joint angle $\theta_5(t)$ under the given control parameters $k_1$ and $k_2$

Figure 6.5: Dynamic trajectories of joint angles $\theta_1(t)$ and $\theta_5(t)$ under the given control parameters $k_1$ and $k_2$

![Control inputs $u(x)$, $u_1(x)$ and $u_2(x)$ for joint angle $\theta_1(t)$](image3)

(a) Control inputs $u(x)$, $u_1(x)$ and $u_2(x)$ for joint angle $\theta_1(t)$

![Control inputs $u(x)$, $u_1(x)$ and $u_2(x)$ for joint angle $\theta_5(t)$](image4)

(b) Control inputs $u(x)$, $u_1(x)$ and $u_2(x)$ for joint angle $\theta_5(t)$

Figure 6.6: Control inputs $u(x)$, $u_1(x)$ and $u_2(x)$ under the given control parameters $k_1$ and $k_2
Similarly, we can also get the trajectories on control inputs $u(x)$, $u_1(x)$ and $u_1(x)$ on joints $\theta_1(t)$ and $\theta_5(t)$, see Figure 6.6. The simulation considered here is the ideal case where no restriction is applied on the control signals. But in the practical case, the torque actuators may have their maximum power limit because of input saturation. This will be one limitation of the control scheme in (6.11) for real applications. Another practical limitation of this theoretical framework is the ignorance of uncertainties in the system parameters, which should be considered in real applications.

6.5 Conclusions

The dynamic model of the metamorphic palm has been obtained based on the Lagrange-Euler dynamics and geometric constraints. A palm-geometry based controller has been adopted to compensate the model nonlinearity related with the joint positions. By describing the closed-loop system dynamics with a T-S fuzzy model, membership-dependent analysis method has been applied to get the less conservative stability condition. As a result, wider range of control parameters can be used to achieve better dynamic performance.
Chapter 7

Conclusions and future work

This final chapter concludes the research in this thesis, summarizes the work and contributions of earlier chapters, elaborates the limitations and gives suggestion for future research.

7.1 Main findings

In this thesis, we have investigated the fundamental problem of stability for dynamic models with multiple subsystems. Because of the nonlinear property of the considered model, a general way to investigate the stability problem would be the Lyapunov method, i.e. if there is a common appropriate Lyapunov function for the considered model then the equilibrium point of such a model can be considered as stable.

Our main findings in this research start with the analysis of the above statement. In such a statement, we can find two subjects: Lyapunov function and the considered system model. So there will be two approaches to investigate. We can either work on the Lyapunov function by making it more flexible to wider range of model variation, or we can work on the considered model by minimizing its subsystem variation to facilitate the search of appropriate Lyapunov functions.

The first approach has been investigated in this thesis as the stability problem of switched system under arbitrary switching. In this direction, most existing methods investigate the system stability property by actually constructing a highly flexible (usually complicated) Lyapunov function and testing its feasibility. But in this thesis, we have found that such a complicated and conservative approach can be avoided by focusing on a specific (but general) point of the level surface of the Lyapunov function and by analyzing the necessary and sufficient condition for the existence of a proper Lyapunov function, in the micro-space around that point.

The second approach has been treated as the membership-dependent stability analysis of T-S fuzzy systems. For this approach, instead of analyzing the piece-wise approximation or boundary information of membership functions separately, we have analyzed them together in a joint membership space as a whole picture. In
this way, we have found that the conservativeness in membership-dependent stabil-
ity conditions can be reduced by minimizing the variation of subsystems described
in such a membership space, and the tighter convex boundary of the subsystem
variation can be obtained by the maximum and minimum values of membership
functions.

7.2 Original contributions to knowledge

Based on the main findings and their following up research, we have obtained some
novel results regarding the stability problems of switched systems and T-S fuzzy
systems. According to the points we mention in Section 1.4, our main contributions
to knowledge can be summarized and fully justified as below:

1. In Chapter 3, the concept of Phase Function has been proposed. Based on this
new concept, we have obtained the necessary and sufficient stability condition
of switched systems, which is simple and computational efficient. Correspond-
ing result has been published in [117].

2. In Chapter 4, we have verified that the existence of CQLF for every two tuples
of subsystems (instead of three tuples as it is mentioned in the literature) can
ensure stability of the whole switched system.

3. In Chapter 5, an efficient algorithm has been designed to find the less conser-
vative membership dependent stability condition for T-S fuzzy systems. And
the obtained result has been published in [103] and [118].

4. In Chapter 6, the closed loop dynamic system of a robotic palm has been
represented as a T-S fuzzy model, and the membership dependent stability
analysis method has been applied to ensure the wider range of configuration
of such a robotic palm. The research in this chapter has been published in the
IFAC conference as [45].

7.3 Limitations of the work

Meanwhile, there are also limitations for the work investigated in this thesis. They
can be elaborated as below:

1. The methods in Chapters 3 and 4 are applicable only to second-order switched
systems. The equivalent definition of Phase Function for higher order switched
systems has yet to be considered.

2. In the membership-dependent research in Chapter 5, when different polyhe-
drons share some overlapping parts but are not completely contained in each
other, theoretically we can shrink the enclosing polyhedron to the overlapped area of several ones. But we have not obtained the practical calculation algorithm to do so.

3. For the application research in Chapter 6, we have not considered the practical issues of input saturation and parameter uncertainties in the control scheme.

7.4 Suggestion for future research

With the strengths and limitations considered, there would be mainly three directions for the potential future research. Two of them are related with the follow-up research of Chapter 3 and Chapter 5, e.g. the concept of phase function for higher order system and reducing subsystem variation by the information in switching signal. Another one will be the potential combination of the core ideas in these two chapters.

First direction: As we have mentioned before, compared with existing literatures, the results we have obtained in Chapter 3 show advantages in terms of theoretical analysis and numerical computation, but the consider system is still only second-order. In the future, we would like to find the similar concept of phase function for higher order models and investigate the stability problem with that concept.

Second direction: The research to minimize graphical description of subsystem variation has been treated as the membership-dependent stability analysis of T-S fuzzy system in Chapter 5, but it has not been discussed for the model of switched systems. In the future we would like to investigate how the information of switching signal can be applied to minimize the subsystem variation of switched system and make it easier for the construction of appropriate Lyapunov function.

Third direction: Chapters 3 and 5 presented ideas from different aspects to consider the problem of stability analysis. Both of them are intended to make the analysis clear and reduce the conservativeness of obtained results. We would like to see whether these research ideas can be combined to get even better results, and whether the complexity of such a combination would be acceptable in the practical case.
Appendices
Appendix A

Proofs in Chapter 3

A.1 Proof of Proposition 2

Proof. Based on the given phase function $\varphi_p^*(\theta)$ of $p(x)$, we can design the Lyapunov function as

$$V(x) = \|x\|_2 \exp(\rho(x)),$$

where $\rho(x) = \int_0^{\tan(x)} \tan \varphi_p^*(\phi) d\phi$. Clearly, $\rho(x)$ is only related with $\tan(x)$ and irrelevant to the value of $\|x\|_2$. Also, $\exp(\rho(x)) > 0$ for any $x$ satisfying (3.12). Thus if we increase the value of $\|x\|_2$ along a constant angle $\theta = \tan(x)$, $V(x)$ will increase proportionally. So the designed $V(x)$ in (A.1) is radially unbounded. For $x = \|x\|_2 \omega(\tan(x))$, we can find the equivalent expression

$$V(x) = \|x\|_2 \exp(\rho(x))$$

$$= \|x\|_2 \cos \phi_p^*(x) \frac{\exp(\rho(x))}{\cos \phi_p^*(x)}$$

$$= \|x\|_2 \left( \cos(\phi_p^*(x) + \tan(x)) \cos(\tan(x)) + \sin(\phi_p^*(x) + \tan(x)) \sin(\tan(x)) \right) \frac{\exp(\rho(x))}{\cos \phi_p^*(x)}$$

$$= x^T \omega(\phi_p^*(x) + \tan(x)) \frac{\exp(\rho(x))}{\cos \phi_p^*(x)}$$

$$= p(x) \cdot x,$$

where

$$p(x) \triangleq \omega(\phi_p^*(x) + \tan(x)) \frac{\exp(\rho(x))}{\cos \phi_p^*(x)}.$$
Note that \( \frac{\partial p_1(x)}{\partial x_2} = \frac{\partial p_2(x)}{\partial x_1} \), we can further obtain the line-integral expression of \( V(x) \),

\[
V(x) = \int_0^r p(x) \, dx. \tag{A.4}
\]

By condition (3.12), we have \( \cos \phi_p^*(x) > 0 \), so \( V(x) = \|p(x)\|_2 \|x\|_2 \cos \phi_p^*(x) \) is ensured to be positive-definite, which ensures condition (b) in Section 3.2. From (A.3) we know that \( p(x) = [p_1(x) \quad p_2(x)]^T \) will not change with respect to \( \|x\|_2 \), thus

\[
\frac{dp_1(x)}{d\theta} = -\sin(\phi_p^*(x) + \theta) \frac{\exp(\rho(x))}{\cos \phi_p^*(x)} \left( \frac{d\phi_p^*(x)}{d\theta} + 1 \right) + \cos(\phi_p^*(x) + \theta) \frac{\exp(\rho(x))}{\cos \phi_p^*(x)} \tan \phi_p^*(x) + \cos(\phi_p^*(x) + \theta) \frac{\exp(\rho(x))}{\cos^2 \phi_p^*(x)} \sin \phi_p^*(x) \frac{d\phi_p^*(x)}{d\theta}
\]

\[
= -\sin(\phi_p^*(x) + \theta) \frac{\exp(\rho(x))}{\cos \phi_p^*(x)} \left( \frac{d\phi_p^*(x)}{d\theta} + 1 \right) + \cos(\phi_p^*(x) + \theta) \frac{\exp(\rho(x))}{\cos \phi_p^*(x)} \tan \phi_p^*(x) \left( \frac{d\phi_p^*(x)}{d\theta} + 1 \right)
\]

\[
= -\sin \theta \frac{\exp(\rho(x))}{\cos^2 \phi_p^*(x)} \left( \frac{d\phi_p^*(x)}{d\theta} + 1 \right),
\]

similarly

\[
\frac{dp_2(x)}{d\theta} = \cos \theta \frac{\exp(\rho(x))}{\cos^2 \phi_p^*(x)} \left( \frac{d\phi_p^*(x)}{d\theta} + 1 \right).
\]

Overall we have

\[
\dot{p}(x) = \frac{\dot{\theta}}{\cos \phi_p^*(x)} \left( \frac{d\phi_p^*(x)}{d\theta} + 1 \right) \begin{bmatrix} -\sin \theta \\ \cos \theta \end{bmatrix}. \tag{A.5}
\]

Consequently, the time derivative of \( V(x) \) can be obtained as

\[
\dot{V}(x) = p(x) \cdot f_\sigma(x) + \dot{p}(x) \cdot x = p(x) \cdot f_\sigma(x). \tag{A.6}
\]

From (A.6) it can be found that \( V(x) \) is continuously differentiable, then condition (a) in Section 2 is ensured. From (A.1) we can know that the radial unbounded condition (c) is also satisfied. So \( V(x) \) is an appropriate line-integral Lyapunov function candidate. From (3.11) and (A.6), we know that \( \dot{V}(x) = \|p(x)\|_2 \|f_\sigma(x)\|_2 \cos(\phi_p^*(x) - \phi_\sigma(x)) \leq 0 \) for any \( x \). Thus the equilibrium of system (3.1) is ensured to be stable under arbitrary switching. Moreover, the strict form of (3.11) ensures \( \dot{V}(x) < 0 \), in which case the asymptotic stability of the equilibrium of system (3.1) under arbitrary switching is guaranteed. The proof is then completed. \( \square \)
A.2 Proof of Lemma 4

In the proof of Lemma 4, we need the following result in (A.7) to know the derivative of function $\text{atan}(A\omega(\theta))$ with respect to $\theta$.

**Lemma 14.** For any $A \in \mathbb{R}^{2 \times 2}$ with $\det(A) > 0$, the following equation holds

$$\frac{\partial \text{atan}(A\omega(\theta))}{\partial \theta} = \frac{\det(A)}{\|A\omega(\theta)\|_2^2}. \quad (A.7)$$

**Proof.** Define $a_{ij}$ ($i, j = 1, 2$) as the $i$-th row and $j$-th column element of $A$ and $[a_1(\theta), a_2(\theta)]^T \triangleq A\omega(\theta)$. By calculation we get

$$\frac{\partial (a_2(\theta)/a_1(\theta))}{\partial \theta} = \frac{(-a_{21} \sin \theta + a_{22} \cos \theta)a_1(\theta)}{a_1^2(\theta)} - \frac{a_2(\theta)(-a_{11} \sin \theta + a_{12} \cos \theta)}{a_1^2(\theta)} = \frac{a_{11}a_{22} - a_{12}a_{21}}{a_1^2(\theta)} = \frac{\det(A)}{a_1^2(\theta)}.$$

It follows that

$$\frac{\partial \text{atan}(A\omega(\theta))}{\partial \theta} = \frac{a_1^2(\theta)}{a_1^2(\theta) + a_2^2(\theta)} \frac{\det(A)}{a_1^2(\theta)} = \frac{\det(A)}{\|A\omega(\theta)\|_2^2}.$$ 

Thus the proof is completed. \hfill \Box

The **Proof of Lemma 4** will be summarized in the following part.

**Proof.** We construct the proof by a counter-example. In this example, we will find a chattering sequence $\sigma(t)$, along which, the system state $x(t)$ will diverge to infinity. The design process will be divided into three steps. In the first step we will find the sector region for the chattering; in the second step, we will prove that the chattering trajectory will magnify outward to the boundless direction. Finally in the third step, we will confirm the chatter signal $\sigma(t)$ to achieve such a chattering effect.

**[Step 1.** Find the region $\theta \in [\theta^*, \theta^* + \varepsilon_2]$ satisfying $\varphi_{\max}(\theta) - \varphi_{\min}(\theta) > \pi + \varepsilon_1$]

Note that both $\varphi_{\max}(\theta)$ and $\varphi_{\min}(\theta)$ are continuous functions. Thus the negation of (3.14) implies that there exist $\theta^* \in [0, 2\pi)$ and $\varepsilon_1 > 0$ satisfying

$$\varphi_{\max}(\theta^*) - \varphi_{\min}(\theta^*) = 2\varepsilon_1 + \pi. \quad (A.8)$$

Matrices $A_i$ ($i \in Q$) are all Hurwitz matrices, which ensure that, for any $\theta \in [0, 2\pi)$, $\|A_i\omega(\theta)\|_2^2 > 0$ and $\det(A_i) > 0$. Recalling the result in (A.7), one gets the partial
derivative expression of $\varphi(A_i, \theta)$,
\[
\frac{\partial \varphi(A_i, \theta)}{\partial \theta} = -1 + \frac{\det(A_i)}{\|A_i \omega(\theta)\|^2}.
\]
It means that
\[
-1 < \frac{\partial \varphi(A_i, \theta)}{\partial \theta} \leq \eta - 1, \quad i \in Q,
\]
where $\eta \triangleq \max_{i \in Q} \left\{ \frac{\det(A_i)}{\inf_{\theta} \{\|A_i \omega(\theta)\|^2\}} \right\}$. Further, we have
\[
-\eta < \frac{\partial \varphi(A_i, \theta)}{\partial \theta} - \frac{\partial \varphi(A_j, \theta)}{\partial \theta} < \eta, \quad \forall \theta \in [0, 2\pi)
\]
for all $i, j \in Q$. Choose a real number $\varepsilon_2 = \frac{\varepsilon_1}{\eta} > 0$. Then considering (A.8) and based on the mean value theorem, for any $\theta \in [\theta^*, \theta^* + \varepsilon_2]$, we have
\[
\varphi_{\max}(\theta) - \varphi_{\min}(\theta) = \max_{i,j \in Q} \{\varphi(A_i, \theta) - \varphi(A_j, \theta)\}
> \max_{i,j \in Q} \{\varphi(A_i, \theta^*) - \varphi(A_j, \theta^*) - \eta(\theta - \theta^*)\}
\geq \varphi_{\max}(\theta^*) - \varphi_{\min}(\theta^*) - \varepsilon_2 \eta
= \pi + \varepsilon_1.
\]

[Step 2. Prove that $\cot \varphi_{\min}(\theta) - \cot \varphi_{\max}(\theta) \geq \varepsilon_1$ for all $\theta \in [\theta^*, \theta^* + \varepsilon_2]$]

From part 3.7 in Lemma 3, one may find that, the Hurwitz property of $A_i$ ($i \in Q$) ensures $0 < \varphi(A_i, \theta) < 2\pi$, consequently $0 < \varphi_{\min}(\theta) \leq \varphi_{\max}(\theta) < 2\pi$. Combined with (A.10), the above inequality leads to
\[
0 < \varphi_{\min}(\theta) < \pi - \varepsilon_1, \quad \pi + \varepsilon_1 < \varphi_{\max}(\theta) < 2\pi.
\]
Also note that $\cot \phi$ is a monotonically decreasing function for $\phi \in (0, \pi)$. Thus from (A.10), it follows that
\[
\cot \varphi_{\min}(\theta) > \cot(\varphi_{\max}(\theta) - \pi - \varepsilon_1) = \cot(\varphi_{\max}(\theta) - \varepsilon_1),
\]
for all $\theta \in [\theta^*, \theta^* + \varepsilon_2]$. Further applying mean value theorem, we know that, for any $\theta \in [\theta^*, \theta^* + \varepsilon_2]$ there exists $\hat{\phi} \in [\varphi_{\max}(\theta) - \varepsilon_1, \varphi_{\max}(\theta)]$ satisfying
\[
\cot(\varphi_{\max}(\theta) - \varepsilon_1) = \cot \varphi_{\max}(\theta) + \varepsilon_1 \csc^2 \hat{\phi}.
\]
Note that $\csc^2 \hat{\phi} \geq 1$, thus combining (A.11) and (A.12) we get
\[
\cot \varphi_{\min}(\theta) - \cot \varphi_{\max}(\theta) \geq \varepsilon_1.
\]
[Step 3.] Design the switching signal $\sigma(t)$ such that $x(t)$ chatters to infinity in sector $[\theta^*, \theta^* + \varepsilon_2)$

From Equation (4) in ([57]) and using (3.10) for $A_\omega(\theta)$, we obtain

$$\dot{\theta} = \gamma^T(\theta)A_\omega(\theta) = ||A_\omega(\theta)||_2 \sin \varphi(\theta), \quad (A.14)$$

$$\frac{1}{r} \dot{r} = \omega^T(\theta)A_\omega(\theta) = ||A_\omega(\theta)||_2 \cos \varphi(\theta), \quad (A.15)$$

where $\gamma(\theta) \triangleq [-\sin \theta \cos \theta]^T$, $\dot{\theta} \triangleq \frac{d\theta}{dt}$ and $\dot{r} \triangleq \frac{dr}{dt}$, so that we conclude

$$\frac{1}{r} \dot{r} = \cot \varphi(\theta) \dot{\theta}. \quad (A.16)$$

From (A.14) we know that, if $\sigma(t)$ changes among $Q$ such that $\varphi(\theta) = \varphi_{\text{max}}(\theta) > \pi + \varepsilon_1$, then $\dot{\theta} < 0$. On the contrary, if $\varphi(\theta) = \varphi_{\text{min}}(\theta) < \pi - \varepsilon_1$ then $\dot{\theta} > 0$. Set the initial state as $x(0) = r(0)\omega(\theta^*)$, where $r(0) > 0$. And choose the switching signal in the following manner: if $\theta = \theta^*$ we choose the signal $\sigma(t)$ such that $\varphi(\theta) = \varphi_{\text{min}}(\theta)$ for all $\theta(x) \in [\theta^*, \theta^* + \varepsilon_2]$; if $\theta = \theta^* + \varepsilon_2$ we choose the signal $\sigma(t)$ such that $\varphi(\theta) = \varphi_{\text{max}}(\theta)$ for all $\theta(x) \in [\theta^*, \theta^* + \varepsilon_2]$. Denote the sequential switching times at $\theta = \theta^*$ as $t_0, t_2, t_4, \ldots, t_{2m}, \ldots$ and the sequential switching times at $\theta = \theta^* + \varepsilon_2$ as $t_1, t_3, t_5, \ldots, t_{2m+1}, \ldots$ where $m \in \mathbb{N}_0, t_0 = 0$ and $t_i < t_{i+1}$ for all $i \in \mathbb{N}_0$. Now, integrating (A.16) from $t_0$ to $t_{2m}$ and considering the relation in (A.13), we then arrive at

$$\ln r(t_{2m}) - \ln r(t_0) = \int_{t_0}^{t_{2m}} \cot \varphi(\theta) \dot{\theta} \, dt$$

$$= \sum_{i=0}^{m-1} \left( \int_{t_{2i}}^{t_{2i+2}} \cot \varphi_{\text{min}}(\theta) \dot{\theta} \, dt + \int_{t_{2i+1}}^{t_{2i+2}} \cot \varphi_{\text{max}}(\theta) \dot{\theta} \, dt \right)$$

$$= \sum_{i=0}^{m-1} \left( \int_{\theta^*}^{\theta^* + \varepsilon_2} \cot \varphi_{\text{min}}(\theta) \, d\theta + \int_{\theta^* + \varepsilon_2}^{\theta^* + \varepsilon_2} \cot \varphi_{\text{max}}(\theta) \, d\theta \right)$$

$$= m \int_{\theta^*}^{\theta^* + \varepsilon_2} \left( \cot \varphi_{\text{min}}(\theta) - \cot \varphi_{\text{max}}(\theta) \right) \, d\theta$$

$$> m \varepsilon_1 \varepsilon_2.$$  

It means that $r(t_{2m}) > r(0) \exp(m\varepsilon_1 \varepsilon_2)$. Apparently as $t_{2m}$ goes to infinity, $r(t_{2m})$ increases to infinity. So, under the specially constructed switching law, the equilibrium of system (3.1) is unstable. The necessity of (3.14) is then proven. 

\[ \square \]

### A.3 Proof of Theorem 3

Before the proof of Theorem 3, we need to explain why the if conditions in criteria (3.18) and (3.19) are needed. Clearly, if $\inf \{ \varphi_{\text{max}}(\theta) \} \leq \pi$, there may exist the case
that \( \varphi_{\text{max}}(\theta) = \pi \) for some \( \theta \), then the function \( \cot \varphi_{\text{max}}(\theta) \) is not properly defined. It will be impossible for us to design the integral condition of \( \cot \varphi_{\text{max}}(\theta) \) similar to that in (3.13). In this case we can construct another modified function \( \varphi_{\text{max}}(\theta) \) which is always bigger than \( \pi \) and satisfying \( \pi < \varphi_{\text{max}}(\theta) < 2\pi \),

\[
\varphi_{\text{max}}(\theta) \triangleq \max \{ \varphi_{\text{max}}(\theta), \pi + \epsilon \}, \tag{A.17}
\]

where \( \epsilon \) is a small positive value satisfying \( 0 < \epsilon < \pi \). Specially, if we choose \( \epsilon \) as

\[
\epsilon \triangleq \frac{1}{10} \min \left\{ 2\pi - \sup \{ \varphi_{\text{max}}(\theta) \}, \inf \{ \varphi_{\text{min}}(\theta) \} \right\}, \tag{A.18}
\]

we can find that the integration of \( \cot \varphi_{\text{max}}(\theta) \) from 0 to \( 2\pi \) will never be negative. This property can be summarized as Lemma 15.

**Lemma 15.** If \( \inf \{ \varphi_{\text{max}}(\theta) \} \leq \pi \), then the integration of \( \cot \varphi_{\text{max}}(\theta) \) should always be equal to or greater than 0, mathematically it can be expressed as

\[
\int_{0}^{2\pi} \cot \varphi_{\text{max}}(\theta) \, d\theta \geq 0, \tag{A.19}
\]

where \( \varphi_{\text{max}}(\theta) \) is defined in (A.17) and \( \epsilon \) is a scalar obtained from (A.18).

\[\text{Figure A.1: Layouts of functions } \varphi_{\text{max}}(\theta), \varphi_{\text{max}}(\theta) \text{ and } \varphi_{\text{max}}(\theta)\]

**Proof.** To prove that \( \int_{0}^{2\pi} \cot \varphi_{\text{max}}(\theta) \, d\theta \geq 0 \), we need to construct an assistant periodical function \( \varphi_{\text{max}}(\theta) = \varphi_{\text{max}}(\theta + \pi) \) which is not smaller than \( \varphi_{\text{max}}(\theta) \) and satisfying

\[
\int_{0}^{2\pi} \cot \varphi_{\text{max}}(\theta) \, d\theta = 0. \tag{A.20}
\]
Assume that $\theta_e \in [0, \pi)$ is one intersection point of $\varphi_{\max}(\theta)$ and horizontal line $\pi + \epsilon$, then $\varphi_{\max}(\theta)$ can be constructed as a symmetric function around point $(\theta_e + \epsilon - \frac{\pi}{2}, \frac{3\pi}{2})$,

$$\varphi_{\max}(\theta_e) \triangleq \begin{cases} 
2\pi - \epsilon, & \theta - \theta_e \in (\epsilon - \pi, 2\epsilon - \pi]; \\
\pi + \epsilon - (\theta - \theta_e), & \theta - \theta_e \in (2\epsilon - \pi, 0]; \\
\pi + \epsilon, & \theta - \theta_e \in (0, \epsilon]. 
\end{cases}$$

Apparently (A.20) is satisfied since $\varphi_{\max}(\theta)$ is symmetric around point $(\theta_e + \epsilon - \frac{\pi}{2}, \frac{3\pi}{2})$. From (A.9) we know that for any $\theta \in (2\epsilon - \pi + \theta_e, \theta_e]$, it holds that

$$\varphi_{\max}(\theta) \leq \varphi_{\max}(\theta_e) - (\theta - \theta_e) = \varphi_{\max,1}(\theta). \quad (A.21)$$

Actually (A.21) can be satisfied for any $\theta$, thus

$$\int_0^{2\pi} \cot \varphi_{\max,1}(\theta) \, d\theta \geq \int_0^{2\pi} \cot \varphi_{\max,1}(\theta) \, d\theta = 0. \quad (A.22)$$

The proof is completed. \qed

We now provide the proof of Theorem 3 in the following part. For convenience, firstly we recall of content of it here.

**Theorem 3.** A necessary and sufficient condition for the stability of the equilibrium of system (3.1) under arbitrary switching is that

$$\sup \{\varphi_{\max}(\theta) - \varphi_{\min}(\theta)\} \leq \pi, \quad (3.17)$$

and

$$\inf \{\varphi_{\max}(\theta)\} \leq \pi \quad \text{or} \quad \int_0^{2\pi} \cot \varphi_{\max}(\theta) \, d\theta \geq 0, \quad \text{if} \quad \inf \{\varphi_{\max}(\theta)\} > \pi, \quad (3.18)$$

$$\sup \{\varphi_{\min}(\theta)\} \geq \pi \quad \text{or} \quad \int_0^{2\pi} \cot \varphi_{\min}(\theta) \, d\theta \leq 0, \quad \text{if} \quad \sup \{\varphi_{\min}(\theta)\} < \pi. \quad (3.19)$$

Moreover, the equilibrium of system (3.1) is asymptotically stable if all the involved inequalities are satisfied as strict ones.

**Proof. (Sufficiency)**

The proof of sufficiency will be divided into three steps. In the first step, we will construct new phase functions $\hat{\varphi}_{\max}(\theta)$ and $\hat{\varphi}_{\min}(\theta)$ which can avoid the if conditions in criteria (3.18) and (3.19). In the second step, we will find the appropriate phase function $\varphi^*_p(\theta)$ of Lyapunov function which is located between $\hat{\varphi}_{\max}(\theta)$ and $\hat{\varphi}_{\min}(\theta)$, and criterion $\int_0^{2\pi} \tan \varphi^*_p(\theta) \, d\theta = 0$ in Proposition 2. In the third step, the case of asymptotic stability will be discussed.
[Step 1. Construct new functions $\hat{\varphi}_{\text{max}}(\theta)$ and $\hat{\varphi}_{\text{min}}(\theta)$ such that $\cot \hat{\varphi}_{\text{min}}(\theta)$ and $\cot \hat{\varphi}_{\text{min}}(\theta)$ are well defined and satisfying $\int_0^{2\pi} \cot \hat{\varphi}_{\text{min}}(\theta) \, d\theta \leq 0 \leq \int_0^{2\pi} \cot \hat{\varphi}_{\text{max}}(\theta) \, d\theta$.]

Define $\varphi_{\text{min}}(\theta)$ as

$$\varphi_{\text{min}}(\theta) \triangleq \min \{ \varphi_{\text{min}}(\theta), \pi - \epsilon \},$$

where $\epsilon$ is defined in (A.18). Following the proof of Lemma 15, we know that, if $\sup \{ \varphi_{\text{min}}(\theta) \} \geq \pi$, then

$$\int_0^{2\pi} \cot \varphi_{\text{min}}(\theta) \, d\theta \leq 0.$$  \hspace{1cm} (A.23)

Define the following new functions to cover both cases of the if conditions in (3.18) and (3.19)

$$\hat{\varphi}_{\text{max}}(\theta) \triangleq \begin{cases} \varphi_{\text{max}}(\theta), & \inf \{ \varphi_{\text{max}}(\theta) \} \leq \pi; \\ \varphi_{\text{max}}(\theta), & \inf \{ \varphi_{\text{max}}(\theta) \} > \pi, \end{cases}$$  \hspace{1cm} (A.24)

$$\hat{\varphi}_{\text{min}}(\theta) \triangleq \begin{cases} \varphi_{\text{min}}(\theta), & \sup \{ \varphi_{\text{min}}(\theta) \} \geq \pi; \\ \varphi_{\text{min}}(\theta), & \sup \{ \varphi_{\text{min}}(\theta) \} < \pi. \end{cases}$$  \hspace{1cm} (A.25)

By (A.19) and (3.18) we can assert that

$$\int_0^{2\pi} \cot \hat{\varphi}_{\text{max}}(\theta) \, d\theta \geq 0.$$  \hspace{1cm} (A.26)

Similarly by (3.19) and (A.23), for any $\varphi_{\text{min}}(\theta)$, one has

$$\int_0^{2\pi} \cot \hat{\varphi}_{\text{min}}(\theta) \, d\theta \leq 0.$$  \hspace{1cm} (A.27)

Moreover, the definitions in (A.24) and (A.25) also ensure that

$$0 < \hat{\varphi}_{\text{min}}(\theta) < \pi < \hat{\varphi}_{\text{max}}(\theta) < 2\pi,$$  \hspace{1cm} (A.28)

and

$$\hat{\varphi}_{\text{min}}(\theta) < \varphi_{\text{phi}}(\theta) < \hat{\varphi}_{\text{max}}(\theta).$$  \hspace{1cm} (A.29)

[Step 2. Construct the desired phase function $\varphi^*_p(\theta)$ based on the weighted sum of $\hat{\varphi}_{\text{max}}(\theta)$ and $\hat{\varphi}_{\text{min}}(\theta)$]
\[ \hat{\phi}(\theta, \alpha) \triangleq \alpha \cdot (\hat{\phi}_{\text{max}}(\theta) - \frac{3\pi}{2}) + (1 - \alpha) \cdot (\hat{\phi}_{\text{min}}(\theta) - \frac{\pi}{2}). \] (A.30)

Based on (A.26) and (A.27), we know \( \hat{\phi}(\theta, \alpha) \) possesses the property that
\[ \int_0^{2\pi} \tan \hat{\phi}(\theta, 0) \, d\theta \geq 0, \quad \int_0^{2\pi} \tan \hat{\phi}(\theta, 1) \, d\theta \leq 0. \]
The function \( \int_0^{2\pi} \tan \hat{\phi}(\theta, \alpha) \, d\theta \) is continuous with respect to \( \alpha \in [0, 1] \). Based on the intermediate value theorem, we know that there exists an \( \tilde{\alpha} \in [0, 1] \) satisfying
\[ \int_0^{2\pi} \tan \hat{\phi}(\theta, \tilde{\alpha}) \, d\theta = 0. \] (A.31)

Thus criterion (3.13) is satisfied. Recalling the definition in (A.18), we may find the relation
\[ \varphi_{\text{min}}(\theta) \geq 10 \epsilon, \quad \varphi_{\text{max}}(\theta) \leq 2\pi - 10 \epsilon. \]

Then the following inequalities will also be ensured,
\[ \varphi_{\text{max}}(\theta) - (\pi - \epsilon) \leq \pi - 9 \epsilon \leq \pi, \]
\[ (\pi + \epsilon) - \varphi_{\text{min}}(\theta) \leq \pi - 9 \epsilon \leq \pi, \]
\[ (\pi + \epsilon) - (\pi - \epsilon) \leq 2 \epsilon \leq \pi. \]

Together with the condition in (3.17), we know that \( \hat{\phi}_{\text{max}}(\theta) - \hat{\phi}_{\text{min}}(\theta) \leq \pi \), which equivalently means
\[ \hat{\phi}_{\text{max}}(\theta) - \frac{3\pi}{2} \leq \hat{\phi}_{\text{min}}(\theta) - \frac{\pi}{2}. \] (A.32)

The definition in (A.30) ensures that \( \hat{\phi}(\theta, \tilde{\alpha}) \) has value between \( \hat{\phi}_{\text{max}}(\theta) - \frac{3\pi}{2} \) and \( \hat{\phi}_{\text{min}}(\theta) - \frac{\pi}{2} \),
\[ \hat{\phi}_{\text{max}}(\theta) - \frac{3\pi}{2} \leq \hat{\phi}(\theta, \tilde{\alpha}) \leq \hat{\phi}_{\text{min}}(\theta) - \frac{\pi}{2}. \] (A.33)

So together with (A.29), inequality (A.33) indicates that criterion (3.11) can be satisfied,
\[ \varphi_{\sigma}(\theta) - \frac{3\pi}{2} \leq \hat{\phi}(\theta, \tilde{\alpha}) \leq \varphi_{\sigma}(\theta) - \frac{\pi}{2}. \] (A.34)
Considering (A.28) and (A.33), we know that criterion (3.12) is also ensured,
\[-\frac{\pi}{2} < \hat{\varphi}(\theta, \hat{\alpha}) < \frac{\pi}{2}.
\] (A.35)

Combined with criterion (A.31), the criteria (A.34) and (A.35) imply that \(\hat{\varphi}(\theta, \hat{\alpha})\) can be regarded as the desired phase function \(\varphi^*(\theta)\) which guarantees the stability of the equilibrium of system (3.1). Based on the statement in Proposition 2, the sufficiency of (3.17)–(3.19) for stability is thus proven.

**Step 3. Proof of asymptotic stability in the case of strict inequalities**

Moreover, if all the involved inequalities are satisfied as strict ones, parameter \(\hat{\alpha}\) in (A.31) will be restricted by \(0 < \hat{\alpha} < 1\) and the constraint in (A.32) will be strengthened as strict inequality. Therefore, (A.33) becomes strict inequality, and so is (A.34). By Proposition 2, the equilibrium of system (3.1) can be guaranteed to be asymptotically stable if all the involved inequalities are satisfied as strict ones.

**(Necessity)**

Lemma 4 ensures the necessity of (3.17). The remaining work is the proof of the necessity of (3.18) and (3.19). We finish this part by a pseudo-proposition of (3.18) which can be stated as
\[
\inf\{\varphi_{\max}(\theta)\} > \pi \quad \text{and} \quad \int_{0}^{2\pi} \cot \varphi_{\max}(\theta) \, d\theta > 0.
\] (A.36)

From (A.14), if the switching sequence \(\sigma(t)\) is chosen to ensure \(\varphi_{\sigma}(\theta) = \varphi_{\max}(\theta)\), then \(\dot{\theta} < 0\) can be guaranteed by the first inequality in (A.36). Denote the initial state as \(x(0) = r(0) \omega(\theta_0)\) where \(r(0) > 0\), and the time sequence at \(\theta = \theta_0\) as \(t_0, t_1, t_2, \ldots, t_m, \ldots\) where \(m \in \mathbb{N}_0\), \(t_0 = 0\) and \(t_i < t_{i+1}\) for all \(i \in \mathbb{N}_0\). Based on the polar coordinate model, we get \(r(t_m) = r(0) \exp(m\varepsilon)\), where \(\varepsilon = \int_{0}^{2\pi} \cot \varphi_{\max}(\theta) \, d\theta > 0\). It means that \(r(t_m)\) goes to infinity as \(t_m\) increases and then the equilibrium of system (3.1) under the designed switching strategy is unstable. Similarly, without condition (3.19) the equilibrium of system (3.1) is unstable under the switching sequence \(\sigma(t)\) that satisfies \(\varphi_{\sigma}(\theta) = \varphi_{\min}(\theta)\). The proof of necessity is then completed. \(\square\)
Appendix B

Proofs in Chapter 4

B.1 Proof of Lemma 6

Proof. Considering the properties of $\varphi(A, \theta)$ in (4.4), one has

$$\mathcal{S}(A^{-1}, \alpha) = \{\theta | \varphi(A^{-1}, \theta) = \pi - \alpha_1, \alpha_1 \geq \alpha \}$$

$$= \{\theta | \varphi(R(-\alpha_1)A^{-1}, \theta) = \pi, \alpha_1 \geq \alpha \}.$$

The equation $\varphi(R(-\alpha_1)A^{-1}, \theta) = \pi$ means that $\omega(\theta)$ is an eigenvector of matrix $R(-\alpha_1)A^{-1}$. So $\omega(\theta)$ should also be an eigenvector of its inverse matrix $AR(\alpha_1)$, as a result

$$\mathcal{S}(A^{-1}, \alpha) = \{\theta | \varphi(AR(\alpha_1), \theta) = \pi, \alpha_1 \geq \alpha \}.$$

Also considering the relation in (4.4) and (4.5), we can get

$$\mathcal{S}(A^{-1}, \alpha) = \{\theta | \varphi(R(\alpha_1)A, \theta + \alpha_1) = \pi, \alpha_1 \geq \alpha \}$$

$$= \{\theta | \varphi(A, \theta + \alpha_1) = \pi + \alpha_1, \alpha_1 \geq \alpha \}.$$

To check whether the value of $\alpha_1$ can be replaced with $\alpha$ based on relation $\alpha_1 \geq \alpha$, we define the new set $\mathcal{S}^*(A, \alpha)$ in (B.1) and compare its relation with $\mathcal{S}(A^{-1}, \alpha)$. The definition goes like this

$$\mathcal{S}^*(A, \alpha) \triangleq \{\theta | \varphi(A, \theta + \alpha) \geq \pi + \alpha \}. \quad (B.1)$$

For any $\bar{\theta} \in \mathcal{S}(A^{-1}, \alpha)$, there exist the corresponding $\alpha_1 \geq \alpha$ and $\theta^*$ satisfying

$$\theta^* = \bar{\theta} + \alpha_1, \quad \varphi(A, \theta^*) = \pi + \alpha_1.$$

In light of this and considering the Taylor mean value theorem, one can get

$$\varphi(A, \bar{\theta} + \alpha) = \varphi(A, \theta^* - \alpha_1 + \alpha)$$
\[ = \pi + \alpha_1 + \frac{\partial \varphi(A, \theta)}{\partial \theta} \bigg|_{\theta = \hat{\theta}} (\alpha - \alpha_1), \quad (B.2) \]

where \( \hat{\theta} \) is a real value satisfying \( \theta^* \leq \hat{\theta} \leq (\theta^* + \alpha_1 - \alpha) \). It has been verified in [117] that \( \frac{\partial \varphi(A, \theta)}{\partial \theta} > -1 \), then the following inequalities can be ensured,

\[ \varphi(A, \hat{\theta} + \alpha) > \pi + \alpha_1 + (\alpha - \alpha_1) = \pi + \alpha. \]

It means that \( \hat{\theta} \in \bar{S}^*(A, \alpha) \) and then \( S(A^{-1}, \alpha) \subset \bar{S}^*(A, \alpha) \). Next, define the new function \( \tilde{\varphi}(\theta) \) which satisfies

\[ \varphi(A, \theta + \tilde{\varphi}(\theta)) = \pi + \tilde{\varphi}(\theta). \quad (B.3) \]

From (B.3) we can obtain the following derivative expression,

\[
\frac{d \tilde{\varphi}(\theta)}{d \theta} = \frac{\partial \varphi(A, \theta)}{\partial \theta} \bigg|_{\theta = \hat{\theta}} = 1 - \frac{1}{1 + \frac{\partial \varphi(A, \theta)}{\partial \theta}} < 1. \quad (B.4)
\]

With phase angle \( \tilde{\varphi}(\theta) \), sets \( S(A^{-1}, \alpha) \) and \( \bar{S}^*(A, \alpha) \) can be re-written in the following equivalent form

\[ S(A^{-1}, \alpha) = \{ \theta | \theta = \theta^*, \tilde{\varphi}(\theta^*) \geq \alpha \}, \]

\[ \bar{S}^*(A, \alpha) = \{ \theta | \theta = \theta^* - \alpha + \alpha, \tilde{\varphi}(\theta^*) = \alpha, \alpha_1 > \alpha \}. \]

Similarly for any \( \bar{\theta} \in \bar{S}^*(A, \alpha) \), there exist the corresponding \( \alpha_1 \geq \alpha \) and \( \theta^* \) satisfying

\[ \bar{\theta} = \theta^* - \alpha_1 + \alpha, \quad \tilde{\varphi}(\theta^*) = \alpha_1. \]

By Taylor’s mean value theorem and the relation in (B.4), one has

\[
\tilde{\varphi}(\bar{\theta}) = \tilde{\varphi}(\theta^* - \alpha_1 + \alpha) = \alpha_1 + \frac{d \tilde{\varphi}(\theta)}{d \theta} \bigg|_{\theta = \hat{\theta}} (\alpha - \alpha_1) > \alpha, \quad (B.5)
\]

where \( \theta^* \leq \bar{\theta} \leq (\theta^* + \alpha_1 - \alpha) \). It means that \( \hat{\theta} \in S(A^{-1}, \alpha) \) and then \( \bar{S}^*(A, \alpha) \subset S(A^{-1}, \alpha) \). Consequently, sets \( \bar{S}^*(A, \alpha) \) and \( S(A^{-1}, \alpha) \) are equivalent. Then the following relation holds

\[ S(A^{-1}, \alpha) = \bar{S}^*(A, \alpha) = \{ \theta | \theta = \theta^* - \alpha, \varphi(A, \theta^*) \geq \pi + \alpha \}, \]

which can be also equivalently written as

\[ S(A^{-1}, \alpha) = \{ \theta | \theta = \theta^* - \alpha, \theta^* \in \bar{S}(A, \alpha) \}. \]
The proof is completed.

\[ \square \]

### B.2 Proof of Lemma 7

**Proof.** From Lemma 6, we get

\[ S(A_i, 0) = \bar{S}(A_i^{-1}, 0). \]

It means that, for a given \( \theta \), if \( \varphi(A_i, \theta) \leq \pi \) then \( \varphi(A_i^{-1}, \theta) \geq \pi \), consequently

\[ \min \{ \varphi(A_i, \theta), \varphi(A_i^{-1}, \theta) \} \leq \pi \leq \max \{ \varphi(A_i, \theta), \varphi(A_i^{-1}, \theta) \}, \tag{B.6} \]

for \( i = 1, 2, \cdots, q \). As a result we know that

\[ 0 < \hat{\varphi}_{\min}(\theta) \leq \pi \leq \hat{\varphi}_{\max}(\theta) < 2\pi. \tag{B.7} \]

If for some \( \theta^{\star} \) it holds that \( \hat{\varphi}_{\min}(\theta^{\star}) = \pi \), then

\[ \min \{ \varphi(A_i, \theta^{\star}), \varphi(A_i^{-1}, \theta^{\star}) \} \geq \pi, \quad i = 1, 2, \cdots, q. \]

Together with (B.6), we can assert that

\[ \min \{ \varphi(A_i, \theta^{\star}), \varphi(A_i^{-1}, \theta^{\star}) \} = \pi, \quad i = 1, 2, \cdots, q. \]

Certainly it means that at least one of \( \varphi(A_i, \theta^{\star}) \) and \( \varphi(A_i^{-1}, \theta^{\star}) \) is equal to \( \pi \). Assuming that \( \varphi(A_i, \theta^{\star}) = \pi \), then there exists negative real number \( \lambda^{\star} \) such that \( A_ix(\theta^{\star}) = \lambda^{\star}x(\theta^{\star}) \). Apparently \( A_i^{-1}x(\theta^{\star}) = \frac{1}{\lambda^{\star}}x(\theta^{\star}) \), which means \( \varphi(A_i^{-1}, \theta^{\star}) = \pi \). Overall we arrive at the result

\[ \hat{\varphi}_{\min}(\theta) = \pi = \hat{\varphi}_{\max}(\theta). \]

Similarly the assumption \( \hat{\varphi}_{\max}(\theta^{\star}) = \pi \) will infer the same result. From this point of view, one can assert that if one of \( \hat{\varphi}_{\min}(\theta) \) and \( \hat{\varphi}_{\max}(\theta) \) is equal to \( \pi \) for some variable \( \theta^{\star} \), then \( \hat{\varphi}_{\min}(\theta) \) and \( \hat{\varphi}_{\max}(\theta) \) must be equivalent to each other at \( \theta^{\star} \). In other words, the condition \( \hat{\varphi}_{\max}(\theta) \neq \hat{\varphi}_{\min}(\theta) \) for all \( \theta \) ensures the following relation

\[ 0 < \hat{\varphi}_{\min}(\theta) < \pi < \hat{\varphi}_{\max}(\theta) < 2\pi. \]

It means that both integrals in (4.14) are well defined. Before proceeding to any further analysis, let us make the following definitions

\[ \bar{S}_{\max}(\alpha) \triangleq \left\{ \theta | \hat{\varphi}_{\max}(\theta) \geq \frac{3\pi}{2} + \alpha \right\}, \quad S_{\max}(\alpha) \triangleq \left\{ \theta | \hat{\varphi}_{\max}(\theta) < \frac{3\pi}{2} - \alpha \right\}, \]

135
\[ S_{\min}(\alpha) \triangleq \left\{ \theta | \hat{\varphi}_{\min}(\theta) > \frac{\pi}{2} + \alpha \right\}, \quad S_{\min}(\alpha) \triangleq \left\{ \theta | \hat{\varphi}_{\min}(\theta) \leq \frac{\pi}{2} - \alpha \right\}. \]

where \( \tilde{S}_{\max}(\alpha) \) means the domain of \( \hat{\varphi}_{\max}(\theta) \) with value above \( \frac{3\pi}{2} \), similarly definitions for \( S_{\max}(\alpha) \), \( \tilde{S}_{\min}(\alpha) \) and \( S_{\min}(\alpha) \). Alternatively the above sets can be constructed by the following expressions which are in the form of sets union,

\[
S_{\max}(\alpha) = \bigcup_{i=1}^{r} S(A_i, \alpha + \frac{\pi}{2}) \cup S(A_i^{-1}, \alpha + \frac{\pi}{2}), \quad S_{\max}(\alpha) = \mathbb{R} \setminus \tilde{S}_{\max}(\alpha),
\]

\[
S_{\min}(\alpha) = \bigcup_{i=1}^{r} S(A_i, \alpha + \frac{\pi}{2}) \cup S(A_i^{-1}, \alpha + \frac{\pi}{2}), \quad S_{\min}(\alpha) = \mathbb{R} \setminus \tilde{S}_{\min}(\alpha).
\]

Considering (4.7), we may find that sets \( S_{\min}(\alpha) \) and \( \tilde{S}_{\min}(\alpha) \) can be obtained by adding value \( \alpha + \frac{\pi}{2} \) to each element of sets \( \tilde{S}_{\max}(\alpha) \) and \( S_{\max}(\alpha) \) respectively, that is

\[
S_{\min}(\alpha) = \left\{ \theta | \theta = \theta^* + \alpha + \frac{\pi}{2}, \theta^* \in \tilde{S}_{\max}(\alpha) \right\}, \quad (B.8)
\]

\[
\tilde{S}_{\min}(\alpha) = \left\{ \theta | \theta = \theta^* + \alpha + \frac{\pi}{2}, \theta^* \in S_{\max}(\alpha) \right\}. \quad (B.9)
\]

Denote the supremum and infimum values of \( \hat{\varphi}_{\max}(\theta) \) and \( \hat{\varphi}_{\min}(\theta) \) as

\[
\hat{\varphi}_{\max} \triangleq \sup \{ \hat{\varphi}_{\max}(\theta) \}, \quad \hat{\varphi}_{\max} \triangleq \inf \{ \hat{\varphi}_{\max}(\theta) \},
\]

\[
\hat{\varphi}_{\min} \triangleq \sup \{ \hat{\varphi}_{\min}(\theta) \}, \quad \hat{\varphi}_{\min} \triangleq \inf \{ \hat{\varphi}_{\min}(\theta) \}.
\]

From Lemma 6, intuitively one can find the following relations of the above supremum and infimum values,

\[
\hat{\varphi}_{\max} + \hat{\varphi}_{\min} = 2\pi, \quad \hat{\varphi}_{\max} + \hat{\varphi}_{\min} = 2\pi. \quad (B.10)
\]

In addition, equations in (B.8) and (B.9) also indicate that the Lebesgue measures \([100]\) of \( \tilde{S}_{\max}(\alpha) \) and \( S_{\max}(\alpha) \) are equivalent to that of \( S_{\min}(\alpha) \) and \( \tilde{S}_{\min}(\alpha) \) respectively, namely

\[
\mu_L(\tilde{S}_{\max}(\alpha)) = \mu_L(S_{\min}(\alpha)), \quad \mu_L(S_{\max}(\alpha)) = \mu_L(\tilde{S}_{\min}(\alpha)).
\]

Note that any \( \varphi(A_i, \alpha) \) or \( \varphi(A_i^{-1}, \alpha) \) is periodical with period \( 2\pi \), so \( \tilde{S}_{\max}(\alpha) \), \( S_{\max}(\alpha) \), \( \tilde{S}_{\min}(\alpha) \) and \( S_{\min}(\alpha) \) should also be periodical with period \( 2\pi \). Consequently the following equations also hold,

\[
\mu_L(\tilde{E}_{\max}(\alpha)) = \mu_L(\tilde{E}_{\min}(\alpha)), \quad \mu_L(E_{\max}(\alpha)) = \mu_L(E_{\min}(\alpha)), \quad (B.11)
\]
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with the new notations being defined as

\[ \bar{E}_{\text{max}}(\alpha) \triangleq \bar{S}_{\text{max}}(\alpha) \cap [0, 2\pi), \quad \bar{E}_{\text{max}}(\alpha) \triangleq \bar{S}_{\text{max}}(\alpha) \cap [0, 2\pi), \]

\[ \bar{E}_{\text{min}}(\alpha) \triangleq \bar{S}_{\text{min}}(\alpha) \cap [0, 2\pi), \quad \bar{E}_{\text{min}}(\alpha) \triangleq \bar{S}_{\text{min}}(\alpha) \cap [0, 2\pi). \]

where \( \bar{E}_{\text{max}}(\alpha) \) describes the value of \( \bar{S}_{\text{max}}(\alpha) \) in the domain \( [0, 2\pi) \), and similarly for \( \bar{E}_{\text{max}}(\alpha), \bar{E}_{\text{min}}(\alpha) \) and \( \bar{E}_{\text{min}}(\alpha) \). It’s true that the single integral of \( \tan(\theta) \) can be transformed as the double integral of \( \frac{1}{\cos^2 \theta} \). Then by changing the order of double integral, we will get

\[
\int_{0}^{2\pi} \tan(\hat{\phi}_{\text{max}}(\theta) - \frac{3\pi}{2}) \, d\theta \\
= \int_{0}^{2\pi} \int_{0}^{\hat{\phi}_{\text{max}}(\theta) - \frac{3\pi}{2}} \frac{1}{\cos^2 \alpha} \, d\alpha \, d\theta \\
= \int_{0}^{\hat{\phi}_{\text{max}} - \frac{3\pi}{2}} \frac{1}{\cos^2 \alpha} \, d\alpha \int_{\bar{E}_{\text{max}}(\alpha)} \, d\theta - \int_{0}^{\hat{\phi}_{\text{max}} - \frac{3\pi}{2}} \frac{1}{\cos^2 \alpha} \, d\alpha \int_{0}^{\hat{\phi}_{\text{max}}(\theta)} \, d\theta \\
= \int_{0}^{\hat{\phi}_{\text{max}} - \frac{3\pi}{2}} \frac{\mu L(\bar{E}_{\text{max}}(\alpha))}{\cos^2 \alpha} \, d\alpha - \int_{0}^{\hat{\phi}_{\text{max}} - \frac{3\pi}{2}} \frac{\mu L(\bar{E}_{\text{min}}(\alpha))}{\cos^2 \alpha} \, d\alpha. \tag{B.12}
\]

Considering (B.11) and (B.10), we may further obtain

\[
\int_{0}^{2\pi} \tan(\hat{\phi}_{\text{max}}(\theta) - \frac{3\pi}{2}) \, d\theta \\
= \int_{\frac{\pi}{2} - \hat{\phi}_{\text{min}}(\theta)}^{\frac{\pi}{2}} \frac{\mu L(\bar{E}_{\text{min}}(\alpha))}{\cos^2 \alpha} \, d\alpha - \int_{0}^{\hat{\phi}_{\text{min}} - \frac{\pi}{2}} \frac{\mu L(\bar{E}_{\text{min}}(\alpha))}{\cos^2 \alpha} \, d\alpha \\
= \int_{\frac{\pi}{2} - \hat{\phi}_{\text{min}}(\theta)}^{\frac{\pi}{2}} \frac{1}{\cos^2 \alpha} \, d\alpha \int_{\bar{E}_{\text{min}}(\alpha)} \, d\theta - \int_{0}^{\hat{\phi}_{\text{min}} - \frac{\pi}{2}} \frac{1}{\cos^2 \alpha} \, d\alpha \int_{\bar{E}_{\text{min}}(\alpha)} \, d\theta \\
= \int_{0}^{2\pi} \int_{0}^{\hat{\phi}_{\text{min}}(\theta) - \frac{\pi}{2}} \frac{-1}{\cos^2 \alpha} \, d\alpha \, d\theta \\
= -\int_{0}^{2\pi} \tan(\hat{\phi}_{\text{min}}(\theta) - \frac{\pi}{2}) \, d\theta. \tag{B.13}
\]

Note that \( \cot(\theta) = -\tan(\theta - \frac{\pi}{2}) = -\tan(\theta - \frac{3\pi}{2}) \), we can thus confirm the following equality,

\[
\int_{0}^{2\pi} \cot \hat{\phi}_{\text{max}}(\theta) \, d\theta + \int_{0}^{2\pi} \cot \hat{\phi}_{\text{min}}(\theta) \, d\theta = 0.
\]

The proof is then completed. \( \Box \)
Appendix C

Explanation of the algorithms in Chapter 5

C.1 Explanation of Algorithm 1

Algorithm 1: Vertices calculation method for type-1 T-S fuzzy system.

**Step 1.** Calculate the minimum and maximum value of $h_i(x)$

$$h_{i_{\text{min}}} = \min_x \{h_i(x)\}, \quad h_{i_{\text{max}}} = \max_x \{h_i(x)\}$$

for all $i = 1, 2, \ldots, p$.

**Step 2.** The minimum value of $\bar{h}_q(x)$ should be 0. Referring to (5.8), we can calculate the maximum value of $\bar{h}_q(x)$ as

$$\alpha_{qk} = \bar{h}_{(q+k)p_{\text{max}}} = \frac{1}{\delta}(h_{(q+k)p_{\text{max}}} - h_{(q+k)p_{\text{min}}})$$

for all $q = 1, 2, \ldots, p$ and $k = 0, 1, \ldots, p - 1$.

**Step 3.** Create new variable $\beta_{qmk}$ as

$$\beta_{qm0} = \alpha_{q0} \quad \text{and} \quad \beta_{qmk} = \alpha_{q(m+k-1)p_{-1}}$$

for all $q = 1, 2, \ldots, p$, $m = 1, 2, \ldots, p - 1$, and $k = 1, 2, \ldots, p - 1$.

**Step 4.**

For all $q = 1, 2, \ldots, p$ and $m = 1, 2, \ldots, p - 1$,

4.1 set $k = 1$.

4.2 check whether the condition $\beta_{qmk} \geq 1 - \sum_{i=0}^{k-1} \beta_{qmi}$ is satisfied,

if $\beta_{qmk} \leq 1 - \sum_{i=0}^{k-1} \beta_{qmi}$, then set $k = k + 1$ and repeat Step 4.2;

if $\beta_{qmk} > 1 - \sum_{i=0}^{k-1} \beta_{qmi}$, then set $\beta_{qmk} = 1 - \sum_{i=0}^{k-1} \beta_{qmi}$.
Step 5. Create new variable $\gamma_{qm k}$ as

$$\gamma_{qm 0} = \beta_{qm 0}, \quad \text{and} \quad \gamma_{qm k} = \beta_{qm(k-m+1)p-1}$$

for all $q = 1, 2, \ldots, p$, $m = 1, 2, \ldots, p-1$ and $k = 1, 2, \ldots, p-1$.

Step 6. Create new variable $\tilde{\lambda}_{qm k}$ as

$$\tilde{\lambda}_{qm k} = \gamma_{qm[k-q]p}$$

for all $q = 1, 2, \cdots, p$, $m = 1, 2, \cdots, p-1$ and $k = 1, 2, \cdots, p$.

Step 7. Create new variable $\lambda_{qm k}$ as

$$\lambda_{qm k} = \delta_{\tilde{\lambda}_{qm k}} + h_{k \text{min}}$$

for all $q = 1, 2, \cdots, p$, $m = 1, 2, \cdots, p-1$ and $k = 1, 2, \cdots, p$. And the final $p \times (p-1)$ vertices (checking points) should be

$$\lambda_{qm} = (\lambda_{qm 1}, \lambda_{qm 2}, \cdots, \lambda_{qm p})$$

for all $q = 1, 2, \cdots, p$ and $m = 1, 2, \cdots, p-1$.

Remark 10. When the maximum values are used, all the original resized vertices (obtained by minimum values)

$$(h_{1 \text{min}}, h_{2 \text{min}}, \cdots, 1 + h_{i \text{min}} - \sum_{j=1}^{p} h_{j \text{min}}, \cdots, h_{p \text{min}})$$

will disappear. Note that each original vertex is connected with $p-1$ edges, then $p-1$ new vertices will be created for each maximum value $h_{i \text{max}}$. Step 4 is just the method used to calculate the location of those $p \times (p-1)$ new vertices. The “if” condition is used to check whether the new vertex is an intersection point of some maximum level surfaces $h_{i}(x) = h_{i \text{max}}$. In such a case, we have $\sum_{i=0}^{k-1} \beta_{qm i} \leq 1$ $(k \geq 1)$, and the new vertex will not be a point on the original polyhedron edges.

### C.2 Explanation of Algorithm 2

Algorithm 2: Vertices calculation method for interval type-2 T-S fuzzy system.

Step 1. Calculate the minimum and maximum values of possible $h_{i}(x)$,

$$h_{i \text{min}} = \min_{j=1}^{\kappa} \left\{ \min_{x} \{ h_{i,j}(x) \} \right\}, \quad h_{i \text{max}} = \max_{j=1}^{\kappa} \left\{ \max_{x} \{ h_{i,j}(x) \} \right\}$$
for all $i = 1, 2, \cdots, p$, where $\kappa = 2^p$.

The remaining Steps 2 – 7 are the same as those of Algorithm 1. Similarly, $p \times (p - 1)$ vertices $(\lambda_{qm1}, \lambda_{qm2}, \cdots, \lambda_{qmp}) (q = 1, 2, \cdots, p$ and $m = 1, 2, \cdots, p - 1)$ will be obtained.
Appendix D

Values of the parameters in Chapter 6

<table>
<thead>
<tr>
<th>Category</th>
<th>Values of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>The mass of links</td>
<td></td>
</tr>
<tr>
<td>$m_2$</td>
<td>$33.85 \times 10^{-3}$ kg</td>
</tr>
<tr>
<td>$m_3$</td>
<td>$93.59 \times 10^{-3}$ kg</td>
</tr>
<tr>
<td>$m_4$</td>
<td>$97.58 \times 10^{-3}$ kg</td>
</tr>
<tr>
<td>$m_5$</td>
<td>$33.85 \times 10^{-3}$ kg</td>
</tr>
<tr>
<td>The inertia tensor of links (kg \cdot m^2)</td>
<td></td>
</tr>
<tr>
<td>$I_2^2$</td>
<td>$\begin{bmatrix} 4170.73 &amp; 0.00 &amp; 0.00 \ 0.00 &amp; 1072.71 &amp; -761.23 \ 0.00 &amp; -761.23 &amp; 4168.31 \end{bmatrix} \times 10^{-9}$</td>
</tr>
<tr>
<td>$I_3^3$</td>
<td>$\begin{bmatrix} 27476.85 &amp; -1930.49 &amp; 1537.38 \ -1930.49 &amp; 14659.30 &amp; -11122.58 \ 1537.38 &amp; -11122.58 &amp; 20770.61 \end{bmatrix} \times 10^{-9}$</td>
</tr>
<tr>
<td>$I_4^4$</td>
<td>$\begin{bmatrix} 31550.75 &amp; 2135.61 &amp; 1764.70 \ 2135.61 &amp; 16992.01 &amp; 13025.86 \ 1764.70 &amp; 13025.86 &amp; 22679.29 \end{bmatrix} \times 10^{-9}$</td>
</tr>
<tr>
<td>$I_5^5$</td>
<td>$\begin{bmatrix} 4170.73 &amp; 0.00 &amp; 0.00 \ 0.00 &amp; 1072.71 &amp; 761.23 \ 0.00 &amp; 761.23 &amp; 4168.31 \end{bmatrix} \times 10^{-9}$</td>
</tr>
<tr>
<td>The center of mass of links</td>
<td></td>
</tr>
<tr>
<td>$r_2^2$</td>
<td>$[0.00, 14.61, 44.31] \times 10^{-3}$ m</td>
</tr>
<tr>
<td>$r_3^3$</td>
<td>$[2.40, 24.81, 37.77] \times 10^{-3}$ m</td>
</tr>
<tr>
<td>$r_4^4$</td>
<td>$[2.32, -25.65, 36.82] \times 10^{-3}$ m</td>
</tr>
<tr>
<td>$r_5^5$</td>
<td>$[0.00, -14.61, 44.31] \times 10^{-3}$ m</td>
</tr>
<tr>
<td>Category</td>
<td>Values of parameters</td>
</tr>
<tr>
<td>------------------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>The arc angle length of links</td>
<td>$\alpha_1 = 120^\circ$</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2 = 42^\circ$</td>
</tr>
<tr>
<td></td>
<td>$\alpha_3 = 80^\circ$</td>
</tr>
<tr>
<td></td>
<td>$\alpha_4 = 80^\circ$</td>
</tr>
<tr>
<td></td>
<td>$\alpha_5 = 42^\circ$</td>
</tr>
</tbody>
</table>
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