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Abstract

This thesis is concerned with signal processing methods which can be applied to electroencephalogram (EEG) and electromyogram (EMG) signals for identifying interactions between the brain and muscles of human subjects. An experimental framework for assessing methods is developed and neurophysiological data and simulated data are used to illustrate the potential of the proposed methods. The concept of cortico-muscular coherence with time lag (CMCTL) is introduced. A methodology based on CMCTL for discovering temporal relationships between synchronised activities in the brain and muscle is developed. Simulated data are used to demonstrate that under certain conditions the time lag obtained by the method corresponds to the average delay along the involved cortico-muscular conduction pathways. Experimental results show that the method enhances the coherence between cortical and muscle signals, and that time lags which correspond to local maxima of CMCTL provide estimation of delays involved in cortico-muscular coupling. The time delays obtained by the proposed method are more mutually consistent and in a closer agreement with the underlying physiology compared to the delays obtained by some state-of-the-art methods. Two approaches for noise removal based on Wavelet Independent Component Analysis and Sparse Signal Representation are developed. A component selection algorithm is proposed for use in these methods to reconstruct a version of signal which contains relatively higher levels of coherent components with respect to
the considered activity. The methods achieve a pronounced enhancement to the cortico-muscular coherence, resulting in up to a three times increase in CMC levels for physiological data.
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Chapter 1

INTRODUCTION

1.1 Motivation

Millions of people worldwide suffer from various types of movement disorders, such as Parkinson’s disease, stroke, dystonia, cerebral palsy and multiple sclerosis. Patient-specific treatment strategies are needed for them, but their development is still an unmet clinical need. Although there are new therapies that are well-established, a lack of scientific knowledge regarding the underlying pathophysiology results in the benefits of these new therapies for movement disorders to not be fully realised. The concept that not only the motor system disturbances but also abnormalities of sensory pathways, processing or abnormal sensorimotor integration are involved in the disorders is being accepted by more and more people [1, 2]. An essential way to understand sensorimotor control is to identify the specific cortico-muscular interactions. They provide important information concerning the bidirectional communication between the cortex and muscle as well as on how the motor command is modulated by sensory information. Therefore, unravelling the interactions between cortical sensorimotor activity and the
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muscle is key to understanding the underlying physiology and exploring more individualised therapies.

The mechanisms of cortico-muscular interactions can be studied by analysing electroencephalogram (EEG) and electromyogram (EMG) signals which are recorded synchronously from the sensorimotor cortex and muscle, respectively, during controlled movement tasks. The advantages of such neuophysiological techniques are that they are resource efficient, non-invasive and most critically offer the required time-resolution which cannot be achieved by imaging approaches. In this context, cortico-muscular coherence (CMC) analysis, which detects the presence of synchronous components in electrophysiological recordings from the brain and concurrently active muscles, is one of the most common signal processing methods [3–5]. The spectral technique of CMC has become one of the primary methods for quantifying functional coupling between the motor cortex and muscle activities [6–10] since Conway found the initial evidence in humans relating to the significant coherence between motor cortex EEG and surface EMG (sEMG) of the first dorsal interosseous (FDI) muscle during constant isometric contractions [4]. Evidence that CMC is of functional importance includes the findings that CMC in the $\beta$ range is task dependent [3, 8], related to motor performance [11, 12] and modulated differentially by various types and intensities of afferent stimuli [13, 14], specifically where the stimulus is functionally relevant to the on-going motor task [13, 14]. There is also evidence showing that the information flow is not just from the brain to the muscle but instead bidirectional [12, 14–17] and abnormal CMC patterns are reported in patients with dystonia and Parkinson’s disease [18–20]. These studies indicate that EEG and EMG signals recorded synchronously during controlled movement tasks contain substantial information that is needed to understand the mechanisms of cortico-muscular interactions.
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However, CMC is often very weak and even some healthy subjects do not express CMC above a significant threshold. There are two known factors that could weaken CMC, one of which is the misalignment between EEG and sEMG signals due to the time delay between synchronised processes in the muscle and the cortex [21–23]. The other factor is the presence of noise and components unrelated to the considered activity in both EEG and sEMG. Since CMC reveals protocols of cortico-muscular interactions, providing information which is required to understand mechanisms of movement control and how they are disrupted in movement disorders [24–26], it is of great importance to be able to enhance the CMC levels. The thesis concentrates on delay estimation between EEG and EMG signals, as well as denoising methods for removing components irrelevant to the observed activity.

1.1.1 Time delay between coherent EEG and EMG events

EEG and EMG events that are coherent do not occur simultaneously, but rather with a delay which reflects signal propagation between the brain and the muscle as well as possible information processing. If it is not accounted for, this delay may decrease the level of coherence [27], and thus make the cortico-muscular coupling difficult or impossible to detect. Here, a cortico-muscular coherence with time lag (CMCTL) function, which is the coherence between segments of the motor cortex EEG and EMG signals displaced from a central observation point is proposed, and it is shown that CMCTL enhances the level of CMC and provides more detailed information about the temporal structure of cortico-muscular interactions than the conventional CMC. Afterwards, an algorithm is proposed for the estimation of the delay between coherent EEG and EMG events. The algorithm amounts to finding the time lag which maximises local coherence. In addition to its relevance
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of enhancing the CMC, knowing the time delay between the motor cortex and the periphery can reveal important information regarding the communication between motor cortex and muscles by characterising the direction via which the oscillations propagate and/or by differentiating the cortico-spinal pathways via which the activity is transmitted. This information is significant as it not only increases our fundamental understanding of the physiology of cortex-muscle interactions, but also increases the potential utility of cortico-muscular coherence for use as a clinical and research tool.

A method which is widely used on the identification of time delays in biological systems is based on the estimation of the slope of the phase of cross spectral density corresponding to considered processes [28–31]. This approach has however produced conflicting results [5, 7, 16, 32] and also suffers from some methodological problems. In particular, the slope of the cross spectral density is well defined only if the two processes are connected via a linear-phase system, which is in general not the case when it comes to cortico-muscular pathways. This issue has been addressed by Lindemann et al. [30] who proposed using the Hilbert transform to identify and remove the phase component which is non-linear and then to estimate the delay from the remaining linear component. Unfortunately, their work has rarely been used in physiological studies, which could be due to its technical sophistication and underlying assumptions which are difficult to verify in practice. Furthermore, there is evidence of bidirectional connectivity in the motor control system [14–17] and the delay estimated from the phase spectrum being subject to errors if the coupling is bidirectional within the estimated period [33, 34]. Although some groups have considered directed coherence based on the Granger causality [16, 35–37], which in principle can discern different propagation directions, the results vary much from individual to individual. Moreover,
there could be more than one event in the observation period and the delay of each event could be different. Finally, many groups perform EMG rectification prior to the calculation of CMC, which introduces non-linear distortion of the EMG signal and its phase spectrum [21].

The concept of delay estimation via the time offset which maximises coherence of two signals has been previously applied successfully to acoustic signals [38]. It has also been used in the context of cortico-muscular interactions, however with limited success [39] and under the assumption of continuous constant-delay flows of information within narrow frequency bands, which may not be applicable to biological signals such as EEG and EMG [39]. The authors conclude that further work is needed to make the method applicable to non-stationary events [39]. The concept is revisited in the thesis with a series of modifications that make it yield delay estimates that are consistent with underlying physiology. More importantly, the interpretation of the results provided by the method in the context of multi-path propagation, which is a more realistic model of the channels of cortico-muscular communications, is studied.

1.1.2 Noise components involved in EEG and EMG signals

Another factor which decreases the CMC levels, in addition to the time delay, is the noise component involved in the recordings. The use of electrodes placed on the scalp to record EEG results in a very small amplitude. Moreover, EEG is often contaminated by artefacts from various sources such as breathing, eye movements and the heartbeat. On the other hand, sEMG which indicates the functional state of muscle fibres, is often recorded from the skin surface. sEMG can also be affected by contaminations, such as movement of the subject as well as cross-talk from other muscles [40–42]. When quantifying functional coupling, sEMG can be
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represented as a linear combination of several motor unit signals, in addition to noise, which consists of not only artefacts but also other signals unrelated to the considered cortical activity [22, 23].

Wavelet denoising algorithms have been widely used to eliminate noise in biological signals [43–45], especially when it comes to the removal of white Gaussian noise (WGN). However, when dealing with suppressing the components which have high energy concentrated in narrow bands, wavelet denoising algorithms may lose their efficiency. Another algorithm that is very successful for noise reduction of multi-channel biological signals is independent component analysis (ICA) [46–49]. However, this algorithm requires data from sufficiently many channels to be able to separate the sources. In order to overcome such limitations, some groups proposed to apply wavelet decomposition prior to ICA to generate wavelet components (WCs) leading to increased redundancy, since the event that can be found in just one original channel is now found in several wavelet components [50–53]. Moreover, although ICA is typically very effective for finding artefacts, it is less effective for extracting components related to cortical activities [54].

Two methods are proposed for the enhancement of relevant components of EEG and sEMG, one of which is based on the concept of Wavelet Independent Component Analysis (WICA), which has been proposed previously in the context of artefact rejection from EEG signals [50–53, 55]. This study focuses on increasing the relative level of coherent components in the mixture of signals collected by sEMG. A method is proposed to apply ICA to low-channel count sEMG signals with the aim of minimising the costs and complexity of the operation for data collection, and then select components from the mixture using a greedy algorithm that aims to maximise the coherence between the resynthesised sEMG signal and EEG.
The other method for extracting coherent components is based on dictionary learning and sparse signal representation. A natural signal could be redundant and a few measurements may be enough for its reconstruction. The sparse representation may capture the inherent structure of signals. This technique is widely used in signal reconstruction, especially for image processing such as image compression and inpainting [56, 57]. Sparse representations are also applied to biological signals [58–61]. Dictionary learning and sparse representation is used here in order to represent components of interest in EEG and sEMG signals using a few waveforms from their corresponding highly structured dictionaries. Thus, extraction of coherent components from EEG and EMG signals is facilitated and CMC enhancement is achieved.

1.2 Thesis Structure

This thesis consists of six chapters. Chapter 2 provides the background and reviews some related existing approaches with respect to the analysis of CMC. A simplified model of the motor control system, which is assumed to be linear time-invariant (LTI) is introduced and will be used for further coherence analysis. Relevant aspects of coherence analysis are reviewed and two major factors that influence the level of coherence are discussed. Finally, the algorithms regarding solving the problems caused by those two factors are presented, with a discussion on the limitations of previous methods.

Chapter 3 presents an experiment in which EEG and EMG data were collected for further study. The general experimental arrangement, the positions of electrodes for recording EEG and EMG signals and the pre-processing of the data are introduced. Conventional coherence analysis of the recordings is demonstrated.
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CMCTL methodology is developed Chapter 4, which is applied to the time delay estimation between EEG and EMG. The transmission between EEG and EMG is via multiple paths. The notion of the global delay is introduced to define the delay involved in the multi-path model. The physical interpretation of the global delay is explored through both mathematical expressions and simulations. CMCTL is used as the method for estimating the global delay and examples of CMCTL applied to physiological data with results of delay estimation are presented. Furthermore, healthy subjects which do not express significant CMC are considered.

Chapter 5 proposes two methods which could extract the coherent EEG and sEMG components, so that the coherence between reconstructed EEG and sEMG would increase to a relatively high level. One of these methods is inspired by WICA and is referred to as Coherent Wavelet Enhanced Independent Analysis (COWICA). A component selection algorithm for selecting coherent components in this method is proposed for use. Experimental results are presented along with a comparison to the results obtained using the wavelet threshold denoising technique. In addition, a combination of the CMCTL and COWICA methodologies are considered and discussed. Dictionary learning and sparse representation techniques are utilised in the other proposed denoising method. A component selection algorithm which is analogous to the one used in COWICA is applied for further extraction of coherent components from EEG and sEMG signals. Results concerning CMC enhancement are presented by applying the methods to both simulated and neurophysiological data.

The conclusion is given in Chapter 6 and possible directions for future research are presented.
1.3 Contributions and Relevant Publications

The main contributions of this thesis are listed as follows:

- The CMCTL is developed with the potential to enhance CMC and reveal finer temporal structures of cortico-muscular interactions compared to the conventional CMC.

- An algorithm is proposed for the delay estimation between coupled cortical and muscle activities by investigating the time lag corresponding to the local maxima of the CMCTL. The analysis and interpretation of CMCTL in the context of multi-path propagation is provided. Delay estimates obtained by applying the proposed algorithm to physiological data are in close agreement with the underlying physiology.

- A method is developed, inspired by WICA, for CMC enhancement in situations where there is a small number of channels for ICA to be able to separate the independent sources.

- A method based on dictionary learning and sparse signal representation to extract coherent components from simultaneously recorded EEG and sEMG signals is developed, which leads to a significant increase of CMC.

The relevant publications are listed as follows:

2. Y. Xu, V. M. McClelland, Z. Cvetković, and K. R. Mills, “Corticomuscular coherence with time lag with application to delay estimation,” *IEEE Transactions on Biomedical Engineering*, vol. 64, no. 3, pp. 588–600, March 2017. (Chapter 4)


Chapter 2

BACKGROUND AND RELATED WORK

The thesis directly focuses on the two main factors which weaken the coherence between signals from the motor cortex and the muscle: time delay and the noise component. Many previous works have provided methods for either delay estimation between the cortex and its periphery or denoising of EEG and sEMG. However, these methods suffer from limitations and/or methodological problems and some traditional methods also produce conflicting results [5, 7, 16, 32].

This chapter is organised as follows. Section 2.1 introduces a model of motor control system. In Section 2.2, relevant aspects of coherence analysis are reviewed. Section 2.3 and Section 2.4 discuss the methodologies proposed in previous studies for delay estimation between EEG and EMG as well as the denoising algorithms for noise removal in biological signal processing, respectively.
2.1 Simplified Model of Motor Control System

Cortical events propagate to the periphery and the motor cortex receives input from the periphery [6, 9, 17]. Let us first consider a scenario in which information transmission is unidirectional between the cortex and periphery. This transmission is not instantaneous, instead it has a delay which is primarily caused by the transmission speed of the neural conduction. Cortical activity is transmitted to the motor neurones within the spinal cord via the corticospinal tract, which contains nerve fibres of differing conduction velocities. Therefore, each of them may introduce a different delay and attenuation. Each motor neurone innervates multiple fibres within the muscle comprising a motor unit. The noiseless response \( y_i(t) \) of a motor unit \( i \) can thus be represented as a linear combination of delayed and attenuated versions of the cortical signal \( x(t) \), that is

\[
y_i(t) = \sum_{k=0}^{K_i} \alpha_{i,k} x(t - T_i - \tau_{i,k}) ,
\]

where \( \alpha_{i,k} \) are attenuations, while \( T_i \) and \( \tau_{i,k} \) are delays of individual fibres, defined so that \( T_i \) is equal to the minimal delay within the motor unit which contains \( K_i \) fibres and \( 0 = \tau_{i,0} \leq \tau_{i,1} \leq \ldots \leq \tau_{i,K_i} \). Within the pick up area of an electrode, there are several motor units that would be recruited by the same cortical activity [64–67]. Therefore, sEMG signal \( y(t) \) is a linear combination of several motor unit signals, as well as signals unrelated to the considered cortical activity, which will be collectively referred to as noise. The sEMG signal thus has the form

\[
y(t) = \sum_{i=1}^{I} \beta_i y_i(t) + n(t) ,
\]
2.1 Simplified Model of Motor Control System

where $\beta_i$ factors represent the attenuation of the pathways between particular motor units and the electrode, while $n(t)$ is the noise and $I$ is the number of involved motor units. Expressed in terms of the cortical event $x(t)$ the sEMG signal therefore has the form

$$y(t) = \sum_{i=1}^{I} \sum_{k=0}^{K_i} \beta_i \alpha_{i,k} x(t - T_i - \tau_{i,k}) + n(t),$$

(2.3)

that is, $y(t)$ is a sum of delayed and amplitude-scaled versions of $x(t)$. To simplify the notation, in the following, the above model will be expressed as

$$y(t) = \sum_{i=1}^{N} b_i x(t - D_i) + n(t),$$

(2.4)

where $N$ is the number of different pathways involved in the model, $b_i$ and $D_i$ are the attenuations and delays, respectively, corresponding to the different pathways. One can introduce more complex models of individual fibres, and the propagation between motor units and the electrode, but as long as all stages along the path are modelled as linear filters, the overall system between the cortex and the sEMG electrode will be a causal, finite-impulse-response (FIR), linear time-invariant (LTI) system, the most general form of which is given by (2.4). Under excitations of small amplitude and within limited time intervals, the systems can be well approximated by LTI systems [68, 69]. Besides, the coherence analysis applies only to processes connected via LTI systems, hence our model is not any more restrictive than the fundamental assumptions of coherence analysis.

An analogous model can be established for transmission of sensory events from the periphery. Hence in the case of bidirectional signalling sEMG signal has
the form
\[ y(t) = y_0(t) + \sum_{i=1}^{N_x} b_{x,i} x_0(t - D_{x,i}) + n_y(t), \quad (2.5) \]
while the EEG signal has the form
\[ x(t) = x_0(t) + \sum_{i=1}^{N_y} b_{y,i} y_0(t - D_{y,i}) + n_x(t), \quad (2.6) \]
where \( x_0(t) \) is the cortical event that performs muscle control, whereas \( y_0(t) \) is the sensory event which is transmitted to the cortex, while \( n_x(t) \) and \( n_y(t) \) are the noise components. \( N_x \) and \( N_y \) indicate the number of descending and ascending pathways, respectively. Attenuations \( b_{x,i} \), \( b_{y,i} \) and delays \( D_{x,i} \), \( D_{y,i} \) correspond to \( x \) and \( y \) as shown in the subscripts.

\section*{2.2 Coherence Analysis}

Cortico-muscular coupling is commonly detected and quantified by means of coherence analysis. The coherence \( C_{xy}(\omega) \) between two stationary processes \( x(t) \) and \( y(t) \) is defined as
\[ C_{xy}(\omega) = \frac{|S_{xy}(\omega)|^2}{S_{xx}(\omega)S_{yy}(\omega)}, \quad (2.7) \]
where \( S_{xx}(\omega) \) and \( S_{yy}(\omega) \) are their power spectral densities, and \( S_{xy}(\omega) \) is their cross spectral density \cite{70}. Notice that \( C_{xy}(\omega) \) is called coherence in the thesis and agrees with some references \cite{70, 71}, but is the squared magnitude of the defined coherence in some others \cite{72, 73}. The value of coherence is a real number between 0 and 1, with 0 indicating a complete absence of linear association between two processes such that they are totally incoherent and 1 indicating a perfect linear association such that two processes are completely coherent.
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Section 2.2.1 describes the time-frequency representation of coherence, which turns the coherence between non-stationary processes into the coherence between stationary processes corresponding to different time intervals. In section 2.2.2, two main factors that could weaken the coherence are put forward and discussed.

2.2.1 Time-frequency representation

Time-frequency analysis (TFA) studies a signal in both the time and frequency domains simultaneously. Compared to the classical Fourier analysis which assumes that signals are periodic or infinite in time, TFA works better in practice being suitable for a wider range of signals which are of short duration and change substantially over their durations [74].

Short-time Fourier transform (STFT) [72, 75] is the most basic form of TFA. In the discrete time case, the signal to be transformed could be broken up into frames by a window \( w(t) \) shifting along the whole period. A Fourier transform is performed with each frame centred at time \( t_c \). Thus in the discrete time case, the STFT of a signal \( x(t) \) can be expressed as [76]

\[
\text{STFT}\{x(t)\}(t_c, \omega) \equiv X(t_c, \omega) = \sum_{t=-\infty}^{\infty} x(t)w(t-t_c)e^{-j\omega t}. \quad (2.8)
\]

The STFT has a fixed resolution which depends on the length of the window function. Wavelet transform (WT) is another common technique of TFA which has multiresolution. Generally, the WT of discrete time series \( x(t) \) can be expressed as

\[
\text{WT}\{x(t)\}(t_c, \omega) \equiv W_x(t_c, \omega) = \sum_{t=-\infty}^{\infty} x(t)\psi^*_t(t). \quad (2.9)
\]
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where * is the complex conjugate symbol and $\psi_{t_c, \omega}(t)$ is the analysing wavelet shifted and scaled by both scale and position parameters [77–79]. There are several wavelet functions with different shapes and properties. For the wavelet coherence analysis of physiological signals, it has been demonstrated that the Morlet wavelet is a good choice because of its simplicity, smooth spectrum and the good balance between localisation in time and frequency domains [78, 80].

When the coherence between non-stationary processes is estimated via the STFT [75], it segments the signals into intervals over which their statistical properties remain fairly constant. To that end, a window of a finite duration $T$ is placed at a discrete set of time instants, $t_c = n\Delta t$, $n \in \mathbb{Z}$, and for each window position, the discrete Fourier transform of the windowed signal is computed at frequencies $\omega_c = 0, \Delta \omega, \ldots, (M - 1) \Delta \omega$, $\Delta \omega = \frac{\Omega_s}{M}$ where $\Omega_s$ is the sampling frequency, and $M$ is the size of the discrete Fourier transform. In this manner time-frequency representations

$$x(t) \xrightarrow{STFT} X(t_c, \omega_c)$$
$$y(t) \xrightarrow{STFT} Y(t_c, \omega_c)$$

are obtained, where $X(t_c, \omega_c)$ and $Y(t_c, \omega_c)$ reflect events within the time-frequency support of the window centred around $(t_c, \omega_c)$.

An analogous representation under the WT can be obtained as

$$x(t) \xrightarrow{WT} W_x(t_c, \omega_c)$$
$$y(t) \xrightarrow{WT} W_y(t_c, \omega_c),$$
where the set of time instants $t_c$ and frequencies $\omega_c$ depend on the position and vectors’ scale, respectively.

In neurophysiological studies, the STFT is typically estimated using windows of length $T = 500$ ms, with shifts $\Delta t$ between 250 ms and 500 ms. Some transient events, however, are much shorter and could be easily obscured by the use of such a short-time Fourier analysis (STFA) as it reflects cumulative effects of all events within the window. Shorter windows would therefore be more suitable for the analysis of the transient phenomena. However, a better time resolution comes at the expense of a worse frequency resolution, and it is important to ensure that the bandwidth of the window does not considerably exceed the frequency range of interest.

Once an adequate time-frequency resolution of spectral analysis is decided upon, the time varying power spectral and cross-spectral densities are estimated by averaging the STFT magnitude spectra over different epochs (trials):

$$\hat{S}_{xx}(t_c, \omega_c) = \frac{1}{L} \sum_{n=1}^{L} |X_n(t_c, \omega_c)|^2 ,$$

(2.10)

and analogously for $\hat{S}_{yy}(t_c, \omega_c)$, while

$$\hat{S}_{xy}(t_c, \omega_c) = \frac{1}{L} \sum_{n=1}^{L} X_n(t_c, \omega_c)Y^*_n(t_c, \omega_c) ,$$

(2.11)

where $L$ is the number of epochs. Therefore, the coherence between $x(t)$ and $y(t)$ is estimated as

$$C_{xy}(t_c, \omega_c) = \frac{\hat{S}_{xy}(t_c, \omega_c)^2}{\hat{S}_{xx}(t_c, \omega_c)\hat{S}_{yy}(t_c, \omega_c)} .$$

(2.12)
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Fig. 2.1 CMC plots obtained with different time-frequency resolutions of spectral estimation, illustrating its effect on the information revealed by the subsequent coherence analysis. The STFT is computed at $M = 512$ frequencies using Hanning windows of different lengths $T$ and with different shifts $\Delta t$ between consecutive windows. CMC values below the 95% confidence limit are set to zero. (a) $T = 500$ ms, $\Delta t = 250$. (b) $T = 500$ ms, $\Delta t = 9.8$ ms. (c) $T = 125$ ms, $\Delta t = 9.8$ ms; two most prominent peaks, marked by $\times$ signs, will be referred to in Chapter 4. (d) $T = 62.5$ ms, $\Delta t = 9.8$ ms.
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Analogous to the short-time Fourier based coherence (2.12), the wavelet coherence $CW_{xy}(t_c, \omega_c)$ is defined by

$$CW_{xy}(t_c, \omega_c) = \frac{|\hat{SW}_{xy}(t_c, \omega_c)|^2}{\hat{SW}_{xx}(t_c, \omega_c)\hat{SW}_{yy}(t_c, \omega_c)},$$

(2.13)

where the power and cross-spectrum are estimated in the wavelet domain with $W_x(t_c, \omega_c)$ and $W_y(t_c, \omega_c)$ over different epochs (trials) in the same way as (2.10) and (2.11).

Significant coherence can be defined by setting the confidence limit (CL) to 95% which is estimated as

$$CL_{(a\%)} = 1 - \left(1 - \frac{\alpha}{100}\right)^{\frac{1}{L-1}},$$

(2.14)

where $\alpha$ is set to 95 and $L$ is the number of trials used in the estimation of auto- and cross-spectra [81].

The effects of time-frequency resolution trade-offs in CMC analysis are illustrated in Fig. 2.1 using EEG and EMG signals collected during a controlled motor task (see Chapter 3). Signals are sampled at 1024 Hz. The STFT used for the CMC plot in Fig. 2.1(a) is computed using a Hanning window of length $T = 500$ ms (512 samples), at $M = 512$ frequencies, corresponding to $\Delta \omega = 2$ Hz, and with $\Delta t = 250$ ms (256 samples). The coherence plot in Fig. 2.1(b) is obtained using the same STFT parameters, however, in an attempt to refine the time resolution of the analysis $\Delta t$ is reduced to $\Delta t = 9.8$ ms (10 samples). For the CMC analysis plotted in Fig. 2.1(c), the STFT is computed using a Hanning window of length $T = 125$ ms (128 samples), whereas the time shift is kept at $\Delta t = 9.8$ ms. The coherence plot in this figure suggests that communication between the brain and muscle involves a sequence of transient events (seen on the plots in Fig. 2.1(a))
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and Fig. 2.1(b)), corresponding to the 500 ms analysis window, that are merged into what appears to be one longer event, even when the shift between consecutive analysis windows is decreased to $\Delta t = 9.8$ ms. The effect of reducing the length of the analysis window further is illustrated in Fig. 2.1(d), which shows the CMC plot obtained using Hanning window of length $T = 62.5$ ms (64 samples), with $\Delta t = 9.8$ ms. The time-frequency resolution of the STFT in this case does not match well with that of the cortico-muscular signals, which results in lower coherence levels, in addition to a poor frequency resolution.

Fig. 2.2 shows the CMC plot of the same events with spectral estimation performed in the wavelet-transform domain. A Morlet wavelet centred at 24 Hz is used, to capture the frequency band of the highest coherence. One can observe that the wavelet analysis, due to its low time resolution at low frequencies fails to capture significant coherence patterns below 10 Hz.

![Fig. 2.2 Wavelet coherence using Morlet wavelet centred at 24 Hz.](image)

### 2.2.2 Factors influencing levels of coherence

The value of coherence is between zero and one. There are several factors that could make CMC so small that the synchrony between EEG and EMG signals would be difficult to detect. One of the factors is the time delay between synchronised events in the brain and the muscle, which can be described as the bias due
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to misalignment. The effect of misalignment is best illustrated in the case of two processes $x(t)$ and $y(t)$, one of which is a delayed version of the other,

$$y(t) = bx(t - D) + n(t),$$

(2.15)

where $n(t)$ is the additive noise. If the coherence is estimated within an observation window of duration $T$, the coherence is decreased by a factor, which depends on the ratio between the delay and the duration of the observation window [27]. More specifically

$$E[\hat{C} (\omega)] \approx \left(1 - \frac{|D|}{T}\right)^2 C_{max}(\omega), \quad |D| \leq T$$

(2.16)

where $E[\hat{C} (\omega)]$ is the estimated coherence and $C_{max}(\omega)$ is the maximum coherence without misalignment. The estimated coherence would be maximal when there is no time lag. This dependence of coherence level on temporal alignment of considered processes motivates the cortico-muscular coherence with time lag (CMCTL) analysis and the delay estimation methodology studied in Chapter 4.

Another factor is the noise component, which includes not only the environmental noise but also components unrelated to the process of interest [21]. In movement control, a cortical excitation signal $x_c(t)$ is transmitted to the controlled muscle via multiple paths, each of which has a different delay and attenuation. The corresponding sEMG $y(t)$ is a mixture of the control signal received by the muscle, $y_c(t)$, with noise and various other events unrelated to the considered task. These all combine to produce a signal $n_y(t)$ that will be referred to as noise. The sEMG signal expressed as (2.4) thus has the form

$$y(t) = y_c(t) + n_y(t),$$

(2.17)
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where \( y_c(t) = \sum_{i=1}^{N_c} b_i x_c(t - D_i) \).

Analogously, a synchronously recorded EEG signal \( x(t) \) is a mixture of the muscle-control event \( x_c(t) \) and a component \( n_x(t) \) that is a combination of noise, other cortical events and artefacts. Hence the EEG signal has the form

\[
x(t) = x_c(t) + n_x(t).
\]  

(2.18)

If \( y_c(t) \) is the response to \( x_c(t) \) via an LTI system \( B(\omega) \) and both \( n_x(t) \) and \( n_y(t) \) are independent and zero-mean processes, the coherence between the sEMG and EEG signals at a frequency \( \omega \) can be shown to have the form

\[
C_{xy}(\omega) = \frac{|B(\omega)|^2 S_{x_c x_c}(\omega)}{(S_{x_c x_c}(\omega) + S_{n_x n_x}(\omega))(|B(\omega)|^2 S_{x_c x_c}(\omega) + S_{n_y n_y}(\omega))},
\]  

(2.19)

where \( S_{x_c x_c}(\omega), S_{n_x n_x}(\omega), S_{n_y n_y}(\omega) \) are power spectral densities of \( x_c(t), n_x(t) \) and \( n_y(t) \), and \( B(\omega) \) is the frequency response of the propagation channel in (2.17).

It can be observed that in the absence of the noise components \( n_x \) and \( n_y \) the coherence is equal to one. On the other hand, the coherence can be very low if the components \( x_c \) and \( y_c \), involved in cortico-muscular interaction, are weak compared to the noise.

2.3 Estimation of Time Delay between EEG and EMG

This section reviews the existing methods for delay estimation, and summarises their drawbacks and limitations when dealing with the motor control system between the cortex and periphery.

Section 2.3.1 briefly outlines the phase model, which has traditionally been considered when estimating the time delay between the brain and the muscle. It
reviews principles of delay estimation based on the analysis of the phase spectrum of EEG-EMG cross-spectral density. In order to solve the problem of cortico-muscular systems where non-linear phase components are present, a modified algorithm based on the Hilbert transform is used. Another method based on maximising coherence is reviewed in Section 2.3.2.

### 2.3.1 Phase-based estimation

The traditional way of time delay estimation between the cortex and muscle is based on the phase model [5, 7, 16, 28–32]. The cross-spectrum $S_{xy}(\omega)$ can contain complex values and is expressed in the polar form as

$$S_{xy}(\omega) = |S_{xy}(\omega)|e^{j\phi_{xy}(\omega)},$$

(2.20)

where $\phi_{xy}(\omega)$ is the phase angle between the two processes.

![Fig. 2.3 Model of generalised linear phase. The phase $\phi_{xy}(\omega)$ between two processes is a linear function of frequency $\omega$. Corresponding time delay is indicated by the slope of the line.](image)

If $y(t)$ is a delayed and amplitude-scaled version of $x(t)$, $y(t) = bx(t - D)$, $x$ and $y$ are connected via a generalised linear phase system as shown in Fig. 2.3.
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where the phase follows a straight line given by the equation

\[ \phi_{xy}(\omega) = \phi_{xy}(0) - \omega D. \]  \hspace{1cm} (2.21)

From here on, the word "generalised" will be omitted when referring to generalised linear phase systems.

Under this model of cortico-muscular signalling pathways, several regression methods have been used so far [82, 83] to estimate the delay between the two processes as the slope of the phase spectrum. However, the slope of a straight line is fitted to the phase spectrum only if the two processes are connected via a linear phase system. In general, the phase function cannot be simply expressed by (2.21) but also contains the argument of the transfer function \( A(\omega) \) of the two processes without delay. If the argument of the transfer function \( A(\omega) \) is not equal to zero, the phase approach will not be valid [30]. Thus, to ensure that the delay can be calculated from the slope, \( A(\omega) \) needs to be estimated in advance or needs to be figured out while estimating the time delay such as done by Lindemann et al. who propose estimating the delay from the remaining linear phase component after the nonlinear phase component is identified and removed by using the following Hilbert transform relation [30]

\[ \text{arg } A(\omega) = \frac{1}{2\pi} \int_{0}^{\pi} \frac{\log |A(\omega)|}{2} \left( \cot \frac{\omega - \theta}{2} + \cot \frac{\omega + \theta}{2} \right) d\theta. \] \hspace{1cm} (2.22)

However, this method can only be applied under the assumption that the system satisfies the minimum-phase [84] condition which is rarely seen in practice [30].

In the traditional procedures, the phase estimation is taken in one or several periods which altogether last for a few seconds, during which a number of events could occur. Invariable delay for all the events involved cannot be expected. There
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are several pieces of evidence showing that not only can a signal be lead from the cortex to the muscle, but also vice-versa in some circumstances [12, 16, 85]. Thus, if the connection between two processes contains components of opposite directions, the phase spectrum represents a complex combination of both. Unless multidirectional flow is ruled out by a priori information, the temporal relations are ambiguous. The directed transfer function (DTF) in the frequency domain which provides information on the directionality of propagation is used in the situation of bidirectional flow. However, Cassidy and Brown indicate that the DTF provides no advantages in the case of multidirectional interactions [33]. Nevertheless, there is still a motivation for estimating the phase combined with the DTF. That is when the DTF is asymmetric and a clear phase is obtained, a good estimation of delay can be made from the phase spectrum since the flow can be regarded as unidirectional [33].

On a more fundamental level, methods above can be used when the system follows the single-path propagation model. However, the cortico-muscular conduction system, as modelled in (2.4) is not a single-path system. Moreover, since cortical events propagate to muscles via multiple paths, each of which might introduce a different delay, the question that naturally arises is whether this delay is actually well defined, and if so, what it would be, and how to estimate it. These problems are addressed in Chapter 4.

2.3.2 Maximising coherence

Govindan et al. proposed estimating the delay as the time offset between EEG and EMG signals which maximises their coherence [39]. In order to realign the time series to compensate for the delay which causes a reduction in coherence, they artificially shifted one of the signals by a lag $\tau$ while keeping the other
fixed and then repeated the same operation for the other signal. The maximal coherence in the selected frequency band could be obtained with a certain lag which indicates the time delay between these two signals. However, this method involves Fourier analysis over relatively long segments and rectification of EMG signals, which has recently been challenged by some groups who point out that nonlinear processing generates spurious frequencies [21, 86–88]. Furthermore, it requires the assumption of a continuous constant-delay flow of information in narrow frequency bands, which may make it inapplicable in the case of biological signals such as EEG and EMG. The authors conclude that further work is needed to make the method applicable to nonstationary events.

2.4 Noise Suppression of Biological Signals

The observed sEMG signal, as expressed in (2.17), is composed of the component of interest $y_c(t)$ as well as the noise component $n_y(t)$. The goal of denoising is to recover the unknown signal $y_c(t)$ from the noisy data $y(t)$ by finding a signal $\hat{y}_c(t)$ that approximates $y_c(t)$.

This section presents some key techniques for noise reduction in biological signals and discusses their merits and deficiencies. Section 2.4.1 introduces the multiresolution analysis before describing the methods based on wavelet analysis. Next, the wavelet threshold denoising (WTD) technique is reviewed in Section 2.4.2. In Section 2.4.3, ICA is briefly described, and then the method that takes advantage of both the wavelet analysis and ICA is reviewed in Section 2.4.4. Finally, the dictionary learning and sparse representation problem together with some algorithms to solve it are reviewed in Section 2.4.4.
2.4 Noise Suppression of Biological Signals

2.4.1 Multi-resolution analysis

Before reviewing the methods for noise reduction based on wavelet analysis, it is worth introducing the multiresolution analysis which is directly related to the construction of wavelets. A multiresolution analysis of $L^2(\mathbb{R})$ is composed of a nested chain of subspaces, such that

$$0 \cdots \subset V_1 \subset V_0 \subset V_{-1} \subset \cdots \subset V_{-n} \subset V_{-(n+1)} \subset \cdots \subset L^2(\mathbb{R}).$$ (2.23)

The subspaces have properties that satisfy regularity relations as well as completeness and certain self-similarity relations [89, 90]. Defining the subspace $W_j$ which is the orthonormal complement of $V_j$ in $V_{j-1}$, the following relation is seen

$$V_{j-1} = V_j \oplus W_j,$$ (2.24)

where $\oplus$ denotes the orthogonal sum of subspaces. Therefore, for $j < j_0$, the subspace $V_j$ can be represented as

$$V_j = V_{j_0} \oplus W_{j_0} \oplus W_{j_0-1} \cdots \oplus W_{j+1}.$$ (2.25)

The multiresolution structure is shown in Fig. 2.4 as a “dyadic tree” [89]. In the first level, the signal $f(t)$ is decomposed into two parts, one of which consists of low-frequency components for approximation while the other is composed of high-frequency components for detail. Both of them are then subsampled and the low-frequency sub-band which contains most of the energy is split into two parts in the second level. The process can be repeated into $K_m$ levels. The original signal can thus be estimated by the sum of the approximation and detail at the current level, as well as the details at all the lower levels.
Fig. 2.4 Multiresolution structure shown as "dyadic tree". $Lo_D$ and $Hi_D$ represent low-pass and high-pass filters, respectively. Both the low-frequency and high-frequency components are subsampled.

Associated with wavelets, the scaling basis $\{\varphi_{j,k}; k \in \mathbb{Z}\}$ and the wavelet basis $\{\psi_{j,k}; k \in \mathbb{Z}\}$ form the orthonormal basis of the subspaces $V_j$ and $W_j$, respectively. Wavelet expansion of a signal is a combination of the scaling basis functions $\varphi_{j_0,k}(t)$ and the wavelet basis functions $\psi_{j,k}(t)$ as

$$f(t) = \sum_k c_{j_0,k} \varphi_{j_0,k}(t) + \sum_{j \leq j_0} \sum_k d_{j,k} \psi_{j,k}(t) ,$$  

(2.26)

where $c_{j_0,k}$ is the projection of $f(t)$ on the scaling basis $\varphi_{j_0,k}$ such that

$$c_{j_0,k} = \int f(t) \varphi_{j_0,k}^*(t) dt ,$$  

(2.27)
while \( d_{j,k} \) is the projection of \( f(t) \) on the wavelet basis \( \psi_{j,k} \) such that

\[
d_{j,k} = \int f(t) \psi_{j,k}^*(t) dt .
\]  

(2.28)

The first item on the right side of (2.26) is defined as the low-resolution approximation and the second item is the linear sum of all the wavelet details.

### 2.4.2 Wavelet threshold denoising

Wavelet threshold denoising (WTD) is one of the standard techniques for denoising of biological signals, and will be considered in this study as a reference method. The method first involves finding a wavelet expansion of a signal, followed by the thresholding of expansion coefficients. The thresholding effectively removes some of the noise from wavelet coefficients, and the signal is then synthesised from the denoised coefficients.

There are two rules of thresholding to achieve shrinkage, one of which is the hard thresholding and the other is the soft thresholding. The hard thresholding is specified by the following function

\[
\eta_H(x) = \begin{cases} 
 x, & \text{if } |x| > \Theta \\
 0, & \text{otherwise}
\end{cases}
\]  

(2.29)

while the soft thresholding rule is given by

\[
\eta_S(x) = \text{sgn}(x)(|x| - \Theta)_+ ,
\]  

(2.30)
where $\Theta$ is the threshold, $\text{sgn}(\cdot)$ is the sign function and $(|x| - \Theta)_+ = |x| - \Theta$, if $|x| - \Theta \geq 0$, otherwise $(|x| - \Theta)_+ = 0$ [91, 92]. Fig. 2.5 shows an example of hard and soft thresholding when $\Theta = 0.5$.

![Fig. 2.5](a) Two typical threshold operators for denoising. (a) Hard thresholding. (b) Soft thresholding.

The WTD technique is capable of removing some background noise and some Gaussian white noise from EEG and sEMG signals. However, it may not be effective in removing some of the components unrelated to the control process of interest.

### 2.4.3 Independent component analysis

Independent component analysis (ICA) is a technique for separating independent source signals $q_j$, $j = 1, \ldots, N_s$ from their linear mixtures $x_i$, $i = 1, \ldots, N_{\text{mix}}$ which
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can be described as
\[ x_i = \sum_{j=1}^{N_s} a_{ij} q_j, \]  
(2.31)

where \( a_{ij} \) is the \((i, j)\)th entry of \( N_{\text{mix}} \times N_s \) mixing matrix \( A \) and the noise terms are contained in the source signals \( q_j \). The mixing representation can be expressed in matrix form as
\[ X = AQ, \]  
(2.32)

where \( X = [x_1 \ x_2 \ ... \ x_{N_{\text{mix}}}]^T \), \( Q = [q_1 \ q_2 \ ... \ q_{N_s}]^T \). The superscript \( T \) indicates the transpose \[93\]. ICA amounts to finding the inverse matrix \( W = A^{-1} \) by making the demixed components of \( Q \) maximally independent. The estimated source signals \( \hat{Q} \) can then be derived as
\[ \hat{Q} = \hat{W}X, \]  
(2.33)

where \( \hat{W} \) is the estimated demixing matrix. According to the Central Limit Theorem which states that a sum of independent random variables tends to have a distribution that is closer to Gaussian distribution than any of the original random variables and in order to make the components of \( Q \) maximally independent, the non-Gaussianity of \( Q \) must be maximised \[93\]. Independence can also be measured by the mutual information \[94\] and the maximum likelihood estimation\[95\]. However, the mutual information is difficult to evaluate. In addition, the maximum likelihood estimation criterion may produce wrong results in practice \[93\].

There are several ways to measure non-Gaussianity. The classical way is to use kurtosis, but it is not robust. Another important measure of non-Gaussianity is by negentropy. However, its estimation is difficult. In practice, some approximations of negentropy are proposed to be used for ICA. Thus, finding the inverse of the
mixing matrix that maximises the non-Gaussianity of $Q$ is roughly equivalent to finding directions in which the approximation of negentropy is maximised. It is worth noting that to simplify the estimation, the observed variables should be centred (zero-mean) and with the variances equal to unity. Therefore, it is useful to do some pre-processing for centring and whitening.

Exemplary ICA applications on EEG and sEMG signals include the decomposition of sEMG for gesture identification [96, 97], muscle fatigue synchronisation of sEMG [98, 99], and demonstrating the coupling between sEMG and EEG [100].

In order to have the mixing matrix $A$ of full rank for its inverse to exist, the number of observed mixtures $N_{\text{mix}}$ must be at least as large as the number of estimated components $N_s$. Hence, when the number of channels is insufficient, ICA might not be able to separate the sources. However, in order to minimise the costs which include the costs of equipments, the time spent on placing electrodes for data collection as well as the simplification of the operation prior to and during signal collection, the consideration regarding data acquisition using a small number of channels is necessary.

### 2.4.4 Wavelet independent component analysis

To overcome the limitations imposed on ICA in the context of low-channel count data acquisition, some previous work introduced to use wavelet-independent component analysis (WICA) which investigated applying wavelet decomposition prior to ICA to generate wavelet components (WCs) for increasing the effective number of mixtures [50–53, 55, 101]. The method based on the joint use of discrete wavelet transform (DWT) and ICA for artefact removal in biomedical signals was first proposed by Azzerboni et al. [101] to overcome the limitations and encompass the advantages of both techniques.
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Fig. 2.6 Block diagram of WICA for artefact removal.

The main procedures of WICA are illustrated by the block diagram shown in Fig. 2.6. Firstly, DWT is applied to each channel of data separately. Secondly, only the WCs which contain artefacts are selected to which ICA is applied. After applying ICA, wavelet independent components (WICs) are estimated and those related to the artefacts are removed. Finally, signal reconstruction is performed and the denoised multichannel signals are obtained [101].

2.4.5 Dictionary learning and sparse representation

The aim of dictionary learning and sparse signal representation is to find a sparse representation of the observed signal which can express almost all useful information within the signal. They have been widely applied in the fields of audio, image and video processing. The analysis of sparse representation has been used for biological signal processing as well [58–61].
Given the observed dataset $\mathbf{R} = [\mathbf{r}_1 \mathbf{r}_2 \ldots \mathbf{r}_m]$, $\mathbf{r}_i \in \mathbb{R}^n$, we intend to find both a dictionary $\mathbf{D} \in \mathbb{R}^{n \times K}$, which consists of $K$ atoms for columns such that $\mathbf{D} = [\mathbf{d}_1 \mathbf{d}_2 \ldots \mathbf{d}_K]$, and a sparse representation $\mathbf{S} = [\mathbf{s}_1 \mathbf{s}_2 \ldots \mathbf{s}_m]$, $\mathbf{s}_i \in \mathbb{R}^K$ subject to $\| \mathbf{R} - \mathbf{DS} \|^2_F \leq \varepsilon$, where $\| \cdot \|_F$ indicates the Frobenius norm. This can be achieved by finding a dictionary $\mathbf{D}$ and a representation $\mathbf{S}$ to solve the following optimisation problem

$$\arg \min_{\mathbf{D}, \mathbf{S}_i} \left\{ \sum_{i=1}^{m} \left\{ \| \mathbf{r}_i - \mathbf{D}\mathbf{s}_i \|_2^2 + \lambda \| \mathbf{s}_i \|_0 \right\} \right\}. \quad (2.34)$$

The $\ell_1$-norm can be used to measure sparsity [102] instead of the $\ell_0$-norm in order to make this optimisation problem convex with respect to each of the dictionary $\mathbf{D}$ and the sparse coding $\mathbf{S}$ when the other one is fixed. The problem above thus becomes

$$\arg \min_{\mathbf{D}, \mathbf{S}_i} \left\{ \sum_{i=1}^{m} \left\{ \| \mathbf{r}_i - \mathbf{D}\mathbf{s}_i \|_2^2 + \lambda \| \mathbf{s}_i \|_1 \right\} \right\}. \quad (2.35)$$

Most of the proposed algorithms for solving this problem are based on the idea of alternating between the two variables so that they iteratively update one while keeping the other fixed before turning to the other.

One of the most popular methods to solve this problem named the method of optimal directions (MOD) was proposed by Engan et al. [103]. The MOD sets an initialised $\mathbf{D}$ to get the sparse coding by finding the solution of (2.34) using a pursuit such as the orthogonal matching pursuit (OMP). Then it updates $\mathbf{D}$ by using the Moore-Penrose pseudoinverse of the sparse coding, $\mathbf{S}^+$, to solve the problem of minimum $\ell_2$ norm, so that $\mathbf{D} = \mathbf{RS}^+$. The dictionary $\mathbf{D}$ is renormalised before updating the sparse coding again. The process is repeated until the residue is sufficiently small.

Another very popular method is the K-SVD method, which was first presented by Aharon et al. [104]. As its name implies, the core of it involves both the
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K-means algorithm and singular value decomposition (SVD). Specifically, the sparse coding stage is identical to that of the MOD, but during the dictionary update stage, each column of $D$ is processed one by one with the corresponding row of $S$. The error matrix for all the $m$ examples when the $g$th atom is removed is computed by

$$E_g = R - \sum_{j \neq g} d_j s^j,$$  \hspace{1cm} (2.36)

where $s^j$ denotes the $j$th row in $S$. In order to enforce the sparsity constraint in the update of $d_g$, $E_g$ is restricted to $E^R_g$ by keeping columns $i$ where $s^g(i) \neq 0$. SVD is then applied to $E^R_g$ so that

$$E^R_g = U \Delta V^T$$

$$= \begin{bmatrix} u_{11} & u_{12} & \cdots & u_{1n} \\ u_{21} & u_{22} & \cdots & u_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ u_{n1} & u_{n2} & \cdots & u_{nn} \end{bmatrix} \times \begin{bmatrix} \delta_{11} \cdot v_{11} & \delta_{11} \cdot v_{21} & \cdots & \delta_{11} \cdot v_{h1} \\ \delta_{22} \cdot v_{12} & \delta_{22} \cdot v_{22} & \cdots & \delta_{22} \cdot v_{h2} \\ \vdots & \vdots & \ddots & \vdots \end{bmatrix},$$  \hspace{1cm} (2.37)

where $h$ is the total number of columns of $E^R_g$. The first column of $U$ is defined as the updated dictionary column $\tilde{d}_g = [u_{11} \; u_{21} \cdots u_{n1}]^T$ while the first column of $V$ multiplied by $\Delta(1,1)$ is defined as the coefficient vector $s^g = [\delta_{11} \cdot v_{11} \; v_{21} \cdots v_{h1}]$.

When the dictionary $D$ is known, Alternating Direction Method of Multipliers (ADMM) which combines the benefits of both augmented Lagrangian and dual decomposition methods [105] is used to obtain higher accuracy of the sparse representation. The ADMM algorithm was designed for the following problem

$$\min \{ f(x) + g(z) \}$$

subject to $Ax + Bz = c,$  \hspace{1cm} (2.38)
where $f(\cdot)$ and $g(\cdot)$ are convex, $x \in \mathbb{R}^p$, $z \in \mathbb{R}^q$, $A \in \mathbb{R}^{l \times p}$, $B \in \mathbb{R}^{l \times q}$, and $c \in \mathbb{R}^l$.

The augmented Lagrangian for (2.38) is

$$L_\rho(x, z, \beta) = f(x) + g(z) + \beta^T(Ax + Bz - c) + \left(\frac{\rho}{2}\right)\|Ax + Bz - c\|_2^2, \quad (2.39)$$

where $\beta$ is called the dual variable or the Lagrange multiplier and $\rho > 0$ [105].

The ADMM consists of two separate minimisation steps and a multiplier update. Explicitly, the algorithm does the following updates iteratively

$$x^{k+1} := \arg \min_x L_\rho(x, z^k, \beta^k)$$

$$z^{k+1} := \arg \min_z L_\rho(x^{k+1}, z, \beta^k)$$

$$\beta^{k+1} := \beta^k + \rho(Ax^{k+1} + Bz^{k+1} - c). \quad (2.40)$$

Comparing to the augmented Lagrangian method, the ADMM has the important advantage that it does not involve a joint minimisation with respect to $x$ and $z$ [105].

### 2.5 Conclusions

This chapter first introduced a simplified model of motor control system, which was causal, FIR and LTI. The forms of sEMG and EEG signals considering bidirectional signalling were also presented.

Section 2.2 reviewed relevant aspects of coherence analysis. TFA by the means of STFT and WT was described. EEG and EMG signals collected during a controlled motor task which is presented in Chapter 3 were then used to illustrate the effects of different time-frequency resolutions on the information revealed...
by the coherence analysis. Section 2.2 also discussed two primary factors that could influence the level of CMC and make its value so small that the synchrony between EEG and EMG would be difficult or even impossible to detect.

Section 2.3 reviewed the traditional and the state-of-the-art methods for the estimation of time delay between EEG and EMG, which is one of the factors that influence CMC levels. In addition, drawbacks and limitations of these methods in the context of underlying physiology and properties of the cortico-muscular conduction system were discussed. A novel method for delay estimation by CMCTL is proposed in Chapter 4.

As an introduction to novel methods for extracting cortico-muscular signals involved in muscle control from EEG and sEMG signals, proposed in Chapter 5, state of the art methods for noise suppression in biological signals were reviewed in Section 2.4. In particular, the WTD technique was discussed, along with its limitation in the context of CMC analysis. Then the WICA was discussed. Finally, a brief overview of methods of dictionary learning and sparse signal representation was given, which is used in Chapter 5 as the basis of a novel algorithm for the extraction of synchronous components from EEG and sEMG signals.
Chapter 3

DATA ACQUISITION

The aim of this study is to develop a set of advanced signal processing tools which can be applied to EEG and EMG signals recorded simultaneously and non-invasively during particular movement tasks, in order to more precisely characterise the underlying cortico-muscular interactions. Therefore, a designed experiment is needed for data collection. Towards unravelling general principles of movement control, signals collected from healthy volunteers are used. The data are used in the research on time delay estimation and coherent component extraction. The methodologies proposed in Chapter 4 and Chapter 5 are assessed using the data collected in the experiment presented in this chapter.

3.1 Introduction

EEG and EMG signals were collected during a controlled motor task [13]. In Section 3.2, the general experimental arrangement is introduced. The motor task is described in detail. Section 3.2 also presents the positions of EEG and EMG electrodes as well as the pre-processing of the data for further study. Section 3.3
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gives the reason as to why a specific window has been chosen and demonstrates the coherence analysis with the signals collected from the motor task. Further considerations are presented in Section 3.4.

3.2 Experiment

3.2.1 General experimental arrangement

Subjects sit comfortably at a table and perform a simple motor task with their right hand holding a 15 cm plastic ruler in a key grip between the thumb and index finger with 2 cm of the end of the ruler grasped, keeping the ruler parallel to and 2 cm above the table surface. In order to minimise contraction of other muscles and fatigue, the wrist and forearm are supported. Mechanical perturbations to the motor task are provided from an electromechanical tapper that generates pulses of lateral displacement of the ruler, giving the subjects the sensation that their grip on the ruler may be lost. The subjects are asked to hold the ruler gently against the stylus of the tapper to maintain its position as well as they can throughout each run. The stylus of the tapper is placed halfway along the length of the ruler and perpendicular to it. Fig. 3.1(a) shows the positions of tapper, ruler and hand. The perturbation lasts for a total duration of 20 ms with 5 ms as the rise time. The lateral displacement of the tapper against the ruler is 1 mm with a velocity of 0.2 m/s while the angular displacement at the grip point is at 0.76 degrees.

A single trial lasts 5 seconds, with the stimulus delivered 1.1 s after the start of the data collection period. The stimuli are delivered at pseudorandom intervals varying between 5.6 s and 8.4 s (mean 7.0 s) so that subjects cannot anticipate the
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arrival of the next stimulus. Data are collected in blocks of 25 trials (data epochs) with a short rest between blocks, to avoid fatigue. Up to 8 blocks of data (200 trials) are collected for each subject.

The muscle pair, first dorsal interosseous (FDI) and flexor pollicis brevis (FPB), is predominantly activated during this task. Throughout the study, the subjects are observed by the experimenter carefully so as to ensure that they maintain the position of the ruler.

![Fig. 3.1 Photographs of the experiment. (a) Positions of the tapper, ruler, hand and FDI active (muscle belly) electrode. The FDI inactive (tendon) electrode is placed on the side of the index finger which cannot be seen in this photo. (b) Positions of the FPB active (muscle belly) and inactive (tendon) electrodes.]

3.2.2 EEG and EMG recording and data pre-processing

Bipolar EEG is recorded from the scalp overlying the contralateral motor cortex using an electrode which is placed 5 cm lateral to the vertex along the interaural line, and the other electrode is positioned 2.5 cm anterior to it (see Fig. 3.2). There is also an earth electrode positioned in the midline of the forehead. Conductive paste is used to apply these electrodes to the scalp and skin preparation is performed to reduce the electrode impedance below 5 kOhm. EMG is recorded using adhesive electrodes in a belly-tendon montage over FDI and FPB of the dominant hand (see
3.2 Experiment

Fig. 3.1). EMG and EEG signals are amplified and bandpass filtered (0.5 – 100 Hz for EEG; 5 – 500 Hz for EMG). Signals are passed to a digital converter and sampled at 1024 Hz. Raw EEG signals are scrutinised off-line by eye and any epochs of data containing movement artefacts are rejected from further analysis, i.e. the whole data epochs which also include the epochs of corresponding EMG signals are excluded. The power line noise is removed by a digital notch filter. The raw data for one trial corresponding to subject J are shown as an example in Fig. 3.3.

![Fig. 3.2 Positions of EEG electrodes. The bipolar EEG is recorded using two electrodes shown as orange dots and an earth electrode is placed on the midline of the forehead shown as green dot.](image)

For the original neurophysiology study [13], 12 healthy right-handed subjects are recruited. The coherence observed in a majority of subjects is however very weak. One such instance of weak coherence is illustrated in Fig. 4.9 in Chapter 4. It can be noted that except in a short interval immediately following the stimulus the coherence is weak and, moreover, the time-frequency region where the CMC
is present is very sparse. For the development and validation of the methodologies presented in this study, 5 subjects with pronounced coherence patterns, such as the one illustrated in Fig. 2.1, therefore are taken into main consideration.

![EEG](a)

![FDI](b)

![FPB](c)

**Fig. 3.3** Raw data recorded during the motor control task for one trial. (a) EEG. (b) FDI. (c) FPB.

### 3.3 Coherence Analysis

Signals collected in the experiment are analysed using STFT and WT with time-frequency resolutions described in Chapter 2, as illustrated in Fig. 2.1 for signals corresponding to subject J. The STFT using Hanning window of length $T = 125$ ms, with time shifts of $\Delta t = 9.8$ ms between consecutive analysis windows (Fig. 2.1(c)) provides the most suitable time-frequency resolution in terms of the ability
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to discriminate between consecutive transient events without a considerable drop in coherence levels and it will be used in all experiments reported in this and subsequent chapters.

![Magnitude response (dB) of Hanning window of length 125 ms when sampling frequency is 1024 Hz. The 3 dB bandwidth of it is about 11 Hz.](image)

**Fig. 3.4** Magnitude response (dB) of Hanning window of length 125 ms when sampling frequency is 1024 Hz. The 3 dB bandwidth of it is about 11 Hz.

The CMC is observed primarily within the $\beta$ range, 13 – 36 Hz, in this study, which is in keeping with other reports of similar low level contraction tasks [10, 16, 36]. Therefore, when developing the methods and considering the choice of windows, it has to be taken into account that $\beta$ range is the main frequency range of interest. Fig. 3.4 shows the magnitude response of the Hanning window of length $T = 125$ ms, of which the main lobe width (as defined by a 3 dB corner) is about 11 Hz. Although the peak frequency is within the $\beta$ range, it varies between subjects [13]. In terms of the central position which is at these different peak frequencies, Hanning window of length $T = 125$ ms can cover most of the central $\beta$ band. CMC corresponding to subject J at its peak frequency 24 Hz and CMC corresponding to subject L at its peak frequency 16 Hz obtained using Hanning window of length $T = 125$ ms, with $\Delta t = 9.8$ ms are shown in Fig. 3.5. CMC in Fig. 3.5 is calculated following (2.12), where the number of trials is 194 for subject J and 163 for subject L. Fig. 3.5 illustrates that the coherence does not always keep significant during the estimated period even at its peak frequency.
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Especially in Fig. 3.5(b), the coherence drops under the significant level every very short time. It could result from that the motor cortex and the muscle might not exhibit synchronous behaviour constantly. The estimation of the peak frequency of coherence of each subject and further analysis with respect to the coherence peaks are presented in Chapter 4.

**Fig. 3.5** CMC at peak frequency obtained using Hanning window of length $T = 125$ ms, with $\Delta t = 9.8$ ms. The dashed red line indicates the 95% confidence limit and the dashed green line indicates the time instant when the stimulus was delivered during each trial. (a) CMC at 24 Hz corresponding to subject J. (b) CMC at 16 Hz corresponding to subject L.

The whole period could be separated by the time instant, at which the stimulus is delivered, into two periods: pre- and post-stimulus periods. There are subjects who show just a little or no significant $\beta$-range CMC in the pre-stimulus period, but post-stimulus increases their CMC in $\beta$ range (see Fig. 3.6). Fig. 3.6 is
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obtained using the same STFT parameters as those used for Fig. 3.5. This is in agreement with some previous works which support the hypothesis that under the optimised circumstances, all individuals may actually present $\beta$-range CMC [11, 13, 17].

Fig. 3.6 CMC at 24 Hz corresponding to subject G obtained using Hanning window of length $T = 125$ ms, with $\Delta t = 9.8$ ms. The dashed red line indicates the 95% confidence limit and the dashed green line indicates the time instant when the stimulus was delivered during each trial.

It is worth noting that significant coherence in the $\beta$ range disappears in the immediate post-stimulus period and reappears soon after 1.5 s. In addition, there is a burst of $\alpha$-range ($8 - 13$ Hz) coherence in the immediate post-stimulus period. It could be caused by the artefacts related to a rapid movement of the ruler and the associated reflexes in muscle and brain, which requires further study.

3.4 Further Considerations

Since the immediate post-stimulus period shows some results which are difficult to interpret, this period is excluded from further estimation. To investigate the nature of the changes in coherence that is observed during this period, some other experiments with slow change should be considered in future research so as to avoid the effect caused by the artefacts related to the fast movement.
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This chapter introduced the motor control task, during which EEG and EMG signals were collected. The experiment was designed, including the design of general experimental arrangements and considerations of EEG and EMG recordings, stimulation protocols and data pre-processing. EEG and EMG signals were then used for further study.

As indicated in Section 3.3, the STFT was used in the analysis of CMC in this study and the window for it was chosen by considering the suitable time-frequency resolution in terms of the trade-off between the coherence levels and discrimination between consecutive transient events. The main frequency range of interest regarding this experimental paradigm was the $\beta$ range. However, during a period right after the stimulus was delivered, the coherence disappeared around the $\beta$ range but appeared prevalently in the $\alpha$ range. Since it could be caused by the artefacts with respect to rapid movement, some other experiments need to be considered. Nevertheless, the estimation in Chapter 4 and Chapter 5 is mainly carried out with this period being excluded.

The developed approaches that are presented in Chapter 4 and Chapter 5 are applied to the data recorded in the experiment described in this chapter. The mechanical perturbation provided a functionally relevant peripheral input to the system, which caused a significant increase of the $\beta$-range CMC. Therefore, when developing the methods, the $\beta$ range is considered as the main frequency range of interest. The CMCTL proposed in Chapter 4 investigates the changes and temporal structures of cortico-muscular interactions after the stimulus, and is compared to conventional CMC. Delay estimation and noise removal is studied using the simultaneously recorded EEG and EMG signals. The developed methods focus on
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the post-stimulus period, especially the segments around two particular coherence
peaks. One of the peaks is within a short time, around 1 s, after the mechanical
stimulus, and the other appears after a longer period time, around 2 s. In this
manner, the performance of developed algorithms under different situations, taking
the influence of possible bidirectional signalling and stabilisation of movement
control into account, can then be compared.

For each subject, all trials of data excluding those containing movement
artefacts which were rejected as mentioned in Section 3.2.2 are used for the
proposed algorithms in Chapter 4 and Chapter 5. The number of used trials ranges
from 164 to 200, which is within the range of trials that is sufficient to avoid
spurious coherence spectra, to stabilise the value of coherence [106].
Chapter 4

CORTICO-MUSCULAR
COHERENCE WITH TIME LAG

Functional coupling between the motor cortex and muscle activity is usually detected and characterised using the spectral method of CMC. This functional coupling occurs with a time delay, which, if is not properly accounted for, may decrease the coherence and make the synchrony difficult to detect. Therefore, in this chapter, an approach for delay estimation between the motor cortex and the periphery is developed. This method is applied to the neurophysiological data collected in the experimental controlled motor task presented in Section 3.2.

4.1 Introduction

The time delay between coupled EEG and EMG signals is one of the factors that could decrease the level of coherence, whereby compensating for the delay could result in CMC enhancement. Moreover, the estimation of the time delay between the motor cortex and the periphery is of great importance because it
4.2 Methods

provides understanding on the direction of information propagation and helps differentiate the cortico-spinal pathways of the transmission in considered events. However, the delay estimation is very challenging. Several methods for delay estimation were reviewed in Chapter 2, which include the methods based on the phase of the cross spectral density of considered processes as well as another technique which estimates the delay as the time offset between EEG and EMG signals that maximises their coherence. In addition, the issues that could make those methods lead to erroneous results were discussed. In this Chapter, a novel method is proposed for estimating the delay between coupled EEG and EMG events based on local maxima of the cortico-muscular coherence with time lag (CMCTL).

This chapter is organised as follows. Section 4.2 outlines the CMCTL and the method for the delay estimation. Section 4.3 presents examples of CMCTL applied to physiological data and results of delay estimation. Finally, further considerations concerning healthy subjects which do not express significant CMC are given in Section 4.4.

4.2 Methods

In this section, a method to estimate the time delay between EEG and EMG is proposed. Section 4.2.1 derives the CMCTL from conventional CMC. In Section 4.2.2, first, the notion of the global delay is introduced to define the delay over multiple paths. Next, the method of the global delay estimation by using CMCTL is described in detail. Section 4.2.3 presents the physical interpretation of the global delay.
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4.2.1 Cortico-muscular coherence with time lag

Towards achieving time alignment between EEG and EMG events, we propose to consider coherence between their versions shifted in time. Two additional variables corresponding to the displacements of EEG and EMG in the short-time Fourier based coherence (2.12) are introduced. In particular, the following CMCTL function is proposed

\[ C_{xy}(t_c, \tau_1, \tau_2, \omega) = \frac{|\hat{S}_{xy}(t_c + \tau_1, \tau_c + \tau_2, \omega)|^2}{\hat{S}_{xx}(t_c + \tau_1, \omega)\hat{S}_{yy}(t_c + \tau_2, \omega)} \]  

(4.1)

where \( t_c \) is the reference observation time instant, while \( \tau_1 \) and \( \tau_2 \) are displacements of \( x(t) \) and \( y(t) \) observations, respectively, from that reference point. Hence, the observation windows for \( x(t) \) and \( y(t) \) are centred at \( t_c + \tau_1 \) and \( t_c + \tau_2 \), respectively. In this manner the compensated time delay between these two processes is \( \tau = \tau_2 - \tau_1 \).

There are several points regarding CMCTL that are worth noting:

1) Cortico-muscular processes are not stationary and often involve transient events which could be much shorter than the window of the underlying STFA. Consequently, the fact that two pairs of displacements \((\tau_1, \tau_2)\) and \((\tau'_1, \tau'_2)\) satisfy \( \tau_2 - \tau_1 = \tau'_2 - \tau'_1 \) does not imply that \( C_{xy}(t_c, \tau_1, \tau_2, \omega) = C_{xy}(t_c, \tau'_1, \tau'_2, \omega) \).

2) Apparently, one of the CMCTL time variables, \( t_c, \tau_1, \) and \( \tau_2 \), is redundant, however, having all of them explicitly makes the CMCTL function easier to read.

3) A convenient way to visualise the CMCTL function is by plotting it in the \((\tau_1, \tau_2)\) plane for a pair of fixed \((t_c, \omega_c)\) parameters. Fig. 4.1(a) shows an
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example of the conventional CMC plot with two prominent peaks marked by × signs, while Fig. 4.1(b) shows the CMCTL plotted for fixed $t_c = 3.441 \text{ s}$ and $\omega_c = 24 \text{ Hz}$ which are the coordinates of the second prominent peak (the second peak is considered here just as an illustration, whereas both peaks are discussed in Section 4.3). The sampling frequency of data acquisition is $\Omega_s = 1024 \text{ Hz}$, while the STFT is evaluated at $N = 128$ frequencies using the $T = 125 \text{ ms}$ Hanning window (128 samples). Each point on this plot thus reflects events situated within the corresponding 125 ms interval, and within the 11 Hz frequency band (the bandwidth of the window) centred around 24 Hz.

4) Whereas $t_c$ is not explicitly represented on CMCTL plots centred around a fixed $(t_c, \omega_c)$ pair, it evolves along the line $\tau_1 = \tau_2$. Hence, the conventional CMC is given by a sequence of regular samples of CMCTL along this line.

Fig. 4.1 illustrates benefits of the CMCTL compared to the conventional CMC, in terms of either enhancing the coherence or providing additional insights. In particular:

1) The coherence maxima do not occur along the line $\tau_1 = \tau_2$, but are seen at points away from this line.

2) All local coherence peaks are on the same side of the line $\tau_1 = \tau_2$, suggesting signalling in the same direction; this information is absent from the conventional CMC.

3) The duration of cortico-muscular coupling events is always longer if considered along the line of their maximal coherence as opposed to the the line $\tau_1 = \tau_2$. 
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Fig. 4.1 Examples the conventional CMC and CMCTL. (a) The conventional CMC for a controlled motor tasks with two prominent coherence peaks marked by $\times$ signs, which will be referred to in Section 4.3. (b) CMCTL plotted around fixed $(t_c, \omega_c)$, in this case the coordinates of the second prominent peak. In this plot the x-axis represents $\tau_1$ and the y-axis represents $\tau_2$ in samples. Note that local maxima of the CMCTL are found away from the $\tau_1 = \tau_2$ line, demonstrating coherence enhancement achieved via CMCTL. Observe also that all local maxima of the CMCTL are situated on the same side of the $\tau_1 = \tau_2$ line, suggesting signalling in one direction.
4.2 Methods

4.2.2 Delay estimation

According to the equation for the coherence bias in (2.16), in the case of a single-path system the CMCTL is maximised when the time lag $\tau = \tau_2 - \tau_1$ is equal to the delay between the two processes. However, cortico-muscular interactions involve signalling over multiple paths, as modelled in (2.4), which blurs the notion of the delay. We propose to introduce the notion of the global delay, $D_g$, and in analogy with the single-path case define it as the time lag between the two processes corresponding to a local maximum of $C_{xy}(t_c, \tau_1, \tau_2, \omega)$:

$$D_g := \tau_2^* - \tau_1^* , \ (\tau_1^*, \tau_2^*) = \arg\max_{\tau_1, \tau_2} C_{xy}(t_c, \tau_1, \tau_2, \omega) .$$ (4.2)

It will be illustrated in the following that under some reasonable assumptions the global delay coincides with the mean of the distribution of the delays in the multi-path system.

The CMCTL is a four-dimensional function which is difficult to visualise and unnecessary to compute over the full range of its variables $t_c$, $\tau_1$, $\tau_2$, and $\omega$. It was found to be practical to first compute the conventional CMC, identify peaks in the $(t_c, \omega_c)$ plane, and then compute CMCTL for $t_c$ and $\omega_c$ corresponding to the locations of the peaks. Fig. 4.1 illustrates the procedure. The top plot shows the conventional CMC, where two prominent peaks are identified. The bottom plot then shows the CMCTL centred around the peak at $t_c = 3.441$ s, $\omega_c = 24$ Hz. Fig. 4.2 then shows the same CMCTL at a finer scale. Displacement pairs $(\tau_1, \tau_2)$ with the same delay are situated along the lines parallel to $\tau_1 = \tau_2$, while the corresponding delay is equal to the coordinate of the crossing of such lines with the $\tau_2$ axis (or the $\tau_1$ axis, but with the reversed sign of the delay). It can be read from the plot in Fig. 4.2 that the estimated delay is approximately 25 ms.
Fig. 4.2 The procedure of time delay estimation. Here the CMCTL plot from Fig. 4.1(b) can be observed at a finer scale. Again, the x-axis represents $\tau_1$ and the y-axis represents $\tau_2$ in samples. The dashed line through the origin corresponds to $\tau_1 = \tau_2$ and the asterisk marks the local maximum of the coherence. The dashed line going through this local maximum, with the slope equal to one intersects the axes at coordinates which are equal to the estimated delay.

The concept of estimation of the delay between two processes via the time lag that maximises their coherence has been previously proposed in the context of cortico-muscular coherence by Govindan et al. [39]. The authors proposed it for the estimation of the delay between stationary narrow-band signals, which inherently involves spectral estimation over relatively long time segments, and assumes constant-delay flow of information from one process to the other. The authors conclude that these assumptions are frequently violated in biological systems and that further work is needed to address the dynamic nature of cortico-muscular interactions. The method proposed in the thesis is designed to specifically deal with non-stationary processes, by using much shorter analysis windows, which
consequently cover a broader range of frequencies, and performing the estimation around local peaks of the CMC in the time-frequency plane. Further, due to the assumed stationarity, in [39] the authors estimate the delay by considering only time lags along \( \tau_1 \) and \( \tau_2 \) axes, whereas the CMCTL is considered in the whole \((\tau_1, \tau_2)\) plane, and it will be seen in Section 4.3 that the maximum is always found away from the axes. Another major methodological difference is that in [39] the authors propose rectification of EMG signals, which is avoided here due to its non-linear nature and the resulting modification of the spectral content of EMG signals [21]. As a result of all these modifications delay estimates which are in much closer agreement with underlying physiology are obtained (see Section 4.3). Finally, an interpretation of delay estimates in the context of multi-path propagation is provided, and it is discussed in the next subsection.

### 4.2.3 Physical interpretation of the global delay

According to (2.16), which is derived for two processes \( x(t) \) and \( y(t) \) such that \( y(t) = bx(t - D) + n(t) \), if in order to compensate for the delay, \( y(t) \) is shifted by \( D_s \) in the opposite direction, the bias ratio of the coherence becomes

\[
\frac{E[\hat{C}(\omega)] - C_{\text{max}}(\omega)}{C_{\text{max}}(\omega)} \approx -\frac{2|D - D_s|}{T} + \left( \frac{|D - D_s|}{T} \right)^2,
\]

where \( T \) represents the length of observation window. Apparently, the coherence would be maximal when \( D_s \) is equal to the delay. However, if considering the model of motor control system in (2.4), sEMG signal has the form \( y(t) = \sum_{i=1}^{N} b_ix(t - D_i) + n(t) \), which is a sum of several delayed and amplitude-scaled versions of the EEG signal \( x(t) \) and additive noise. If we introduce a shift \( D_s \) in \( y(t) \), the sEMG signal becomes \( y(t + D_s) = \sum_{i=1}^{N} b_ix(t - D_i + D_s) + n(t) \),
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hence

\[
S_{xy}(\omega) = E\left[\frac{1}{T}X(\omega)Y^{*}(\omega)\right] = \frac{1}{T} \int_{0}^{T} \int_{0}^{T} E\left(x(v)\left(\sum_{i=1}^{N} b_{i}x^{*}(u-D_{i}+D_{s}) + n^{*}(u)\right)\right) \times e^{-j\omega v} e^{j\omega u} du dv \\
= \frac{1}{T} \int_{0}^{T} \int_{0}^{T} \left(\sum_{i=1}^{N} b_{i}R_{xx}(u-v-D_{i}+D_{s}) e^{j\omega(u-v)}\right) du dv
\]

(4.4)

where \(R_{xx}\) is the autocorrelation function of \(x(t)\). By letting \(g = u-v\) and assuming \(R_{xx}\) is narrow, it is obtained that

\[
S_{xy}(\omega) = \frac{1}{T} \left(\sum_{i=1}^{N} b_{i}\int_{-T}^{T} R_{xx}(g-D_{i}+D_{s}) e^{j\omega g} dg\right) \\
\approx \left(\sum_{i=1}^{N} b_{i}\left(1 - \frac{|D_{i}-D_{s}|}{T}\right) e^{j\omega(D_{i}-D_{s})}\right) S_{xx}(\omega)
\]

(4.5)

In such a scenario, where the output is a sum of several delayed versions of the input, it is difficult to compensate all involved delays \(D_{1}, D_{2}, \ldots, D_{N}\), but we can just find \(D_{g}\) which maximises the coherence. The bias ratio between the coherence and its maximum in this case has the following form

\[
\frac{E[\hat{C}(\omega)] - C_{\text{max}}(\omega)}{C_{\text{max}}(\omega)} \approx \frac{\left|\sum_{i=1}^{N} b_{i}\left(1 - \frac{|D_{i}-D_{s}|}{T}\right) e^{j\omega D_{i}}\right|^{2}}{\left|\sum_{i=1}^{N} b_{i}\left(1 - \frac{|D_{i}-D_{s}|}{T}\right) e^{j\omega D_{i}}\right|^{2} - 1}
\]

(4.6)

It can be shown that the same expression is valid also for the more general model described by (2.5) and (2.6) under the following two assumptions: (i) concurrent sensory and cortical events \(x_{0}(t)\) and \(y_{0}(t)\) are uncorrelated, (ii) \(S_{x_{0},x_{0}}(\omega) \approx S_{y_{0},y_{0}}(\omega)\). The first assumption amounts to the fact that the brain cannot respond instantaneously to sensory input, while the second would be satisfied if both \(R_{x_{0},x_{0}}\)
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and $R_{y_0,y_0}$ are narrow so that their spectra are approximately flat. The difference in the bias ratio formula in (4.6) between the unidirectional and bidirectional signalling scenarios is that delays $D_i$ take only positive values in the former case, whereas in the latter case they can have both positive and negative values. Finding an analytical solution for the time lag $D_g$ which maximises the coherence seems very challenging. Below, such a multi-path system is simulated and the impact of parameters of the distribution of the delays on $D_g$ and the drop-off of the coherence away from its maximum is investigated.

The physiological data which are used in this study pertain to movement control of the hand, so in simulations of (4.6) the parameters are set to reflect signal propagation between the cortex and hand muscles. The scale factors and delays in the above models are influenced by several factors which include conduction velocity, fibre length, fibre diameter etc. [87, 107]. Based on the conduction velocity values of the nerve fibres, which is around 50 – 65 m/s in the arms [108–110], and setting the distance between the scalp and the hand to around 1.2 m, most of the delays $D_i$ obtained are between 18 ms to 24 ms. To introduce the effects of other factors, such as the conduction velocities of other kinds of fibres and the differences of their lengths, in the first instance we assume that $D_i$ follow Gaussian distribution with mean of 20 ms and standard deviation of 4 ms, which means about 95% of the delays are between 12 ms and 28 ms. It has long been held that the surface myoelectric activity assumes a Gaussian amplitude distribution [111–115], hence the attenuation parameters $b_i$ are also according to a Gaussian distribution normalised between 0.05 and 0.95.
Fig. 4.3 Coherence bias curves in (4.6) for different distributions of delays between the brain and the muscle, along with the curve corresponding to the single-path case in (4.3) (dashed-blue). Each solid curve consists of 1000 curves, each of which is a different simulation of (4.6). The delay in the reference equation (4.3) is set to be the same as the corresponding global delay $D_g$ of (4.6). (a) $D_i$ assume Gaussian distribution with mean of 20 ms and standard deviation of 4 ms. (b) $D_i$ assume Gaussian mixture distribution with the mean of 15 ms, 20 ms and 25 ms, with equal standard deviations of 4 ms, and weights equal to 0.25, 0.5 and 0.25, respectively. (c) The delays are modelled according to (2.3), where $T_i$ assume Gaussian distribution with mean of 20 ms and standard deviation of 4 ms, while for $\tau_{i,k}$ four cases are considered: $\tau_{i,k}$ are all set to zero (red), which gives again the curves plotted in (a), and then $\tau_{i,k}$ assume Gaussian distributions with mean of 2 ms and standard deviation of 1 ms (green), mean of 5 ms and standard deviation of 1 ms (pink), and mean of 10 ms and standard deviation of 2 ms (black). The frequency $f$ is set to 24 Hz and $T$ is set to 125 ms. In all considered cases, coherence bias curves have maxima at time shifts $D_g$ which coincide with means of propagation delay distributions.

Fig. 4.3 shows results of simulations of the multi-path formula in (4.6) for different propagation scenarios. The curve corresponding to the single-path bias
formula in (4.3) is represented by the dashed blue line, as a reference case where the delay is unambiguously defined. Fig. 4.3(a) shows first the case when \( D_i \) have Gaussian distribution with mean 20 ms and standard deviation 4 ms. The global delay \( D_g \) which maximises the coherence is in this case equal to the mean delay and the coherence has a relatively sharp peak at this value of \( D_g \). The plots obtained are almost identical as shown in Fig. 4.3(b), for \( D_i \) distributed according to the mixture of three Gaussians, with means of 15 ms, 20 ms, and 25 ms, with equal standard deviations of 4 ms, and weights equal to 0.25, 0.5 and 0.25 respectively. Fig. 4.3(c) illustrates the case when each path involves also several branches. In particular, the model in (2.3), which considers \( T_i \) and \( \tau_{i,k} \) separately, is simulated explicitly. The cases when \( T_i \) have Gaussian distribution with mean 20 ms and standard deviation 4 ms, while \( \tau_{i,k} \) have Gaussian distribution with different means and different standard deviations are shown. This case also represents a model which involves linear time-invariant filtering along each path. In Fig. 4.3(c), the global delay of each case is the sum of the means of \( T_i \) and \( \tau_{i,k} \), that is again the overall mean propagation time.

Finally, the effects of bidirectional signalling during the observation window are investigated. Fig. 4.4(a) shows the scenario in which one quarter of \( D_i \) are reversed, that is \( D_i \) is distributed according to a mixture of two Gaussians, one with mean \(-20\) ms and the other with mean 20 ms, both with the same standard deviation of 4 ms, and with weights equal to 0.25 and 0.75, respectively. The value of \( D_g \) is now 19 ms, which is slightly smaller than the mean value of the delays in the dominant direction of propagation. The other example is an extreme situation illustrated in Fig. 4.4(b), corresponding to the mixture of the same two Gaussians but with equal weights. Whereas there are now four local maxima of the coherence, at \( D_g \) equal to \(-13\) ms, \(-12\) ms, 12 ms or 13 ms, they are not
prominent, and in fact the most prominent feature of the curve is its plateau which extends from $-20$ ms to 20 ms. Fig. 4.4(c) is the zoomed-in version of Fig. 4.4(b), which shows the different positions of $D_g$ more clearly.

Fig. 4.4 Coherence bias curves in (4.6) for bidirectional coupling scenarios. (a) $D_i$ are distributed according to a mixture of two Gaussians with standard deviation of 4 ms, and means of 20 ms and $-20$ ms, with weights equal to 0.75 and 0.25, respectively. Coherence bias curves in this case have prominent peaks, but their locations yield underestimates of mean delays of propagation in the dominant direction. Note, however, that although as much as 25% of signalling propagates in the opposite direction, the estimate of the mean delay in the dominant direction is not far from the actual value, i.e. 19 ms as opposed to 20 ms. (b) $D_i$ are distributed according to a mixture of two Gaussians with standard deviation of 4 ms and means of 20 ms and $-20$, ms with equal weights. In this case there is no dominant direction of propagation. Coherence bias curves exhibit multiple local maxima, as marked on the plot, but these are not prominent. Instead, the curves exhibit a plateau which extends between the means of delays in the two directions. In all simulations, the frequency $f$ is set to 24 Hz and $T$ is set to 125 ms. (c) The zoom-in version of (b).
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In this section, the results of applying the proposed methods described in Section 4.2 to EEG and FDI data recorded in the experiment described in Chapter 3 are presented. Conventional CMC is analysis in Section 4.3.1 and the locations of two prominent peaks are identified for each subject. Section 4.3.2 estimates the time delay by applying CMCTL centred around the specified peaks. The results are compared to those obtained using the methods reviewed in Chapter 2.

4.3.1 Time-frequency analysis

The STFT was performed on EEG and FDI signals collected in the experiment described in Chapter 3, using Hanning window of length $T = 125$ ms, shifted in 10-sample increments ($\Delta t = 9.8$ ms), as illustrated in Fig. 2.1(c). Reasons for choosing such window are given in Chapter 2 and Chapter 3. Fig. 2.1(c) shows most pronounced coherence in the frequency band centred at 24 Hz, and two prominent coherence peaks (also see Fig. 4.1 corresponding to Subject B), which will be referred to as Peak 1 and Peak 2. Centre frequencies, time instants, and levels of prominent coherence peaks of each subject are shown in Table 4.1. It can be noticed that the first prominent peak always appears between 1.5 s and 2.5 s while the second one appears between 2.5 s and 3.5 s.

4.3.2 Delay estimation and coherence enhancement

After the identification of two most prominent peaks, the CMCTL at time instants $t_c$ and frequencies $\omega_c$ corresponding to these peaks was considered. Since the sampling frequency was 1024 Hz, the shortest time shift that could be identified was 0.98 ms. Nevertheless, owing to the length of observation window, the time
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Table 4.1 Locations of the prominent peaks of the CMC between EEG and FDI across subjects.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Peak 1</th>
<th></th>
<th>Peak 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Value</td>
<td>Frequency</td>
<td>Time</td>
</tr>
<tr>
<td></td>
<td>(s)</td>
<td>(Hz)</td>
<td>(Hz)</td>
<td>(s)</td>
</tr>
<tr>
<td>B</td>
<td>1.898</td>
<td>0.1575</td>
<td>24</td>
<td>3.441</td>
</tr>
<tr>
<td>J</td>
<td>2.162</td>
<td>0.1107</td>
<td>24</td>
<td>2.963</td>
</tr>
<tr>
<td>K</td>
<td>1.674</td>
<td>0.1856</td>
<td>24</td>
<td>2.689</td>
</tr>
<tr>
<td>L</td>
<td>2.123</td>
<td>0.0897</td>
<td>16</td>
<td>2.680</td>
</tr>
<tr>
<td>N</td>
<td>1.957</td>
<td>0.0839</td>
<td>16</td>
<td>3.256</td>
</tr>
</tbody>
</table>

resolution could not as high as 0.98 ms. Therefore, delay parameters $\tau_1$ and $\tau_2$ were varied in increments of 4 sampling points (about 3.9 ms) each. Before presenting results of delay estimation, it is of interest to investigate the drop-off of CMCTL away from local maxima. To that end $\tau_1$ was fixed at the value corresponding to a local maximum of CMCTL and $\tau_2$ was varied. Fig. 4.5 shows the drop-off curves obtained in this manner for both prominent peaks for two subjects. The drop-off curves corresponding to Peak 2 of both subjects are close to the drop-off profiles in Fig. 4.3 that correspond to unidirectional propagation, whereas the drop-off curves corresponding to Peak 1 are much wider, resembling more scenarios with bidirectional signalling illustrated in Fig. 4.4. A possible explanation is that Peak 1 is situated within a short time interval following the mechanical stimulus, when there could be more pronounced bidirectional signalling before movement control stabilises.
Fig. 4.5 Comparison between the bias ratio of Peak 1 (black), Peak 2 (blue) and the averaged values from the curves in Fig. 4.3(c) (pink). (a) Subject K (b) Subject L. The curves around Peak 2 are close to the drop-off profiles in Fig. 4.3(c) (pink), which correspond to unidirectional propagation, whereas the drop-off curves around Peak 1 are much wider, resembling more scenarios with bidirectional signalling illustrated in Fig. 4.4.
Fig. 4.6 Examples of CMCTL and time delay estimation around Peak 1. The $x$ axis represents the shift of EEG, while the $y$ axis represents the shift of EMG in samples, and the colour represents relative increase of coherence compared with that at the origin $(\tau_1, \tau_2) = (0, 0)$. Plots on the right are zoomed versions of the plots on the left. Local maxima are marked by "*" signs. Lines going through the maxima intersect the vertical axis at coordinates which are equal to the delay estimates.
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Fig. 4.7 Examples of CMCTL and time delay estimation around Peak 2. The $x$ axis represents the shift of EEG while the $y$ axis represents the shift of EMG in samples, and the colour represents relative increase of coherence compared with that at the origin $(\tau_1, \tau_2) = (0,0)$. Plots on the right are zoomed versions of the plots on the left. Local maxima are marked by "*" signs. Lines going through the maxima intersect the vertical axis at coordinates which are equal to the delay estimates.
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Table 4.2 Estimates of global time delays and levels of CMCTL increase at local maxima compared to the origin.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Peak 1</th>
<th>Peak 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Global time delay (ms)</td>
<td>Coherence increase (%)</td>
</tr>
<tr>
<td>B</td>
<td>23.4 ±3.9</td>
<td>4.88</td>
</tr>
<tr>
<td>J</td>
<td>15.6 ±3.9</td>
<td>1.86</td>
</tr>
<tr>
<td>K</td>
<td>7.8 ±3.9</td>
<td>2.00</td>
</tr>
<tr>
<td>L</td>
<td>11.7 ±3.9</td>
<td>5.58</td>
</tr>
<tr>
<td>N</td>
<td>-11.7 ±3.9</td>
<td>2.72</td>
</tr>
</tbody>
</table>

Fig. 4.6 shows the CMCTL around Peak 1 for three subjects (J, L and N). It can be observed from these plots and the data in Table 4.2 that the CMCTL practically does not change in the small neighbourhood of the origin \((\tau_1, \tau_2) = (0,0)\), which based on the analysis in Section 4.2.3 and simulations shown in Fig. 4.4 suggests bidirectional signalling, and hence delay estimates that are lower than actual delays. It can be also noticed in Fig. 4.6(e) that there are areas of CMCTL increase on both sides of the \(\tau_1 = \tau_2\) line, supporting further the presence of signalling in both directions. Fig. 4.6(b)(d)(f) show at a finer scale CMCTL regions around their local maxima, which are marked by "*". The intersection of the dashed-line passing through the coherence maximum with the \(\tau_2\) line in Fig. 4.6(b)(d)(f) then gives an estimate of the corresponding delays. Fig. 4.7 shows the CMCTL around Peak 2 for the same three subjects. It is evident from the figure and data in Table 4.2 that now the CMCTL increases significantly away from the origin \((\tau_1, \tau_2) = (0,0)\), and also that the highest coherence is found on the same side of the line \(\tau_1 = \tau_2\), suggesting signalling in one direction and more accurate and reliable delay estimates. The global time delays estimated in this manner around Peak 1 and Peak 2 for the five subjects are shown in Table 4.2 (recall
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that the time resolution of the CMCTL used for delay estimation is 3.9 ms). All delays estimated around Peak 2 are in the region $19.5 \pm 3.9$ ms which agrees with physiological facts discussed earlier. Delay estimates around Peak 1 are on average smaller, but still within the $19.5 \pm 3.9$ ms region except for Subject K. These lower delay estimates could be attributed to bidirectional signalling.

<table>
<thead>
<tr>
<th>Time delay estimates obtained by using state-of-the-art methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>Phase-based estimation [28]</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
Subsequently, the above delay estimates are compared to those obtained using the linear phase model approach [28], its variation which estimates the non-linear component of the phase using the Hilbert transform [30], and the existing method based on maximising coherence [39]. Following the argument presented in [28], a weighted least squares regression was applied in the frequency range of significant coherence to fit a straight line through the phase of the cross-spectral density between EEG and EMG signals. Only the data collected in post-stimulus periods from 1.5 s to 4.5 s were used. These recordings were divided into three 1 s long non-overlapping segments. The time delays obtained in this manner vary widely across subjects. In order to decrease the effects caused by the non-stationarity of the signals and make the comparison with our algorithm more direct, the phase method was applied to different time intervals separately too. Then the modified algorithm based on the Hilbert transform was applied. Finally, the existing method based on maximising coherence was applied. Table 4.3 shows the estimated time delays in different intervals with these three approaches. Note that delays shorter than 10 ms are physiologically impossible given conduction velocities in nerve fibres [116]. The results in Table 4.2 are most directly comparable to the results of the other three methods in the 1.5 − 2.5 s and 2.5 − 3.5 s ranges, since Peak 1 and Peak 2, which are selected to estimate the global time delay around, are located in these intervals for all the subjects. Fig. 4.8 shows the phase spectra for three subjects (J, L and N). The weighted least squares regression analysis was applied to the frequency range where significant coherence appeared. The slope of the linear relation reveals the time delay between the synchronously recorded EEG and EMG. Comparing Table 4.2 with Table 4.3 shows that the results of our method are both more mutually consistent and in closer agreement with the underlying physiology.
Fig. 4.8 Examples of delay estimation from phase spectrum. Red lines represent best-fit result from a weighted least squares regression analysis over frequency range of interest. Plots on the left and right show the phase spectra correspond to time interval $1.5 - 2.5$ s and $2.5 - 3.5$ s, respectively.
4.4 Further Considerations

Physiological studies have found that around $10 - 25\%$ of healthy subjects do not express significant cortico-muscular coherence. A question that naturally arises is whether in such cases the CMCTL can enhance the cortico-muscular coherence to a level above significance threshold. As it pointed out in Chapter 2, there are two known factors that could make CMC fall below the significance threshold: one is the bias due to misalignment, and the other is the contamination of EEG and EMG signals with noise and processes which are unrelated to the monitored activity [21]. The CMCTL methodology can compensate the bias due to misalignment, and in some cases that would be sufficient to reveal coherence which is normally not expressed. However, CMCTL cannot remove noise and other irrelevant EEG and EMG components, and if their combined level is high enough compared to the process of interest, the CMCTL alone will not be able to bring the coherence above significance threshold. Whereas denoising techniques are investigated in Chapter 5, it is worth noting here that adequate time-frequency resolution of spectral estimation which precedes coherence evaluation has the capability of implicitly enhancing the ratio between relevant signals and noise. To observe the underlying mechanism, note that the STFT transform is a two-dimensional sequence of correlations between a signal of interest and time-frequency atoms $\phi_{t_c,\omega_c}(t) = w(t - t_c)e^{i\omega_c t}$, where $w(t)$ is the STFT window function. The shape of the window function, its position in time $t_c$, and its centre frequency $\omega_c$ allow for some level of adaptation that could potentially increase the correlation of $\phi_{t_c,\omega_c}(t)$ with the signal of interest, and/or reduce its correlation with the noise, and thus increase the coherence. Fig. 2.2 shows an example of the opposite effect, where the time-frequency resolution of the spectral analysis at low-frequencies does not
match well the synchronised EEG and EMG events, which results in the drop of the coherence below the significance level.

The instances of the CMCTL revealing significant coherence in time-frequency regions where the conventional CMC was not expressed were noticed, however, that issue could not be investigated extensively using our data. Three of the subjects recruited for the original study [13] indeed did not express baseline CMC in the $\beta$ range (14 – 36 Hz), which was of primary interest there, however, they all exhibited $\beta$-range CMC above the 95% confidence level following the stimulus.

Moreover, the spectral analysis using windows of length $T = 125$ ms, performed here, brought the coherence above significance level in some additional regions of the time-frequency plane, where it was not detected in the physiological study for which longer windows, $T = 500$ ms, were used [13].

Fig. 4.9 illustrates the enhancement of cortico-muscular coherence via a combined effect of adequate time-frequency resolution of the underlying spectral analysis and the CMCTL methodology. While significant coherence in the $\beta$ range is not expressed in the time interval after 3 s when spectral analysis is performed using Hanning window of length $T = 500$ ms, with $\Delta t = 250$ ms shifts, (see Fig. 4.9(a)), the plot in Fig. 4.9(b) shows that the coherence in the same time-frequency region is revealed when Hanning window of length $T = 125$ ms is used, and shifted in time with $\Delta t = 9.8$ ms increments. Then the CMCTL was performed around the peak which emerged at $t_c = 3.461$ s and $\omega_c = 24$ Hz, which increased the level of coherence by another 24%, as shown in Fig. 4.9(c), bringing it ultimately to the 0.05 level.
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Fig. 4.9 Coherence enhancement achieved via adequate time-frequency resolution of spectral estimation combined with CMCTL. (a) The CMC plot obtained via the STFT computed at \( M = 512 \) frequencies, using Hanning window of length \( T = 500 \) ms, with \( \Delta t = 250 \) ms shifts between consecutive windows. The coherence is very weak, and cannot be observed in the \( \beta \) band in the interval after 3 s. (b) The CMC plot obtained via the STFT which is computed using Hanning window of length \( T = 125 \) ms, with \( \Delta t = 9.8 \) ms shifts between consecutive windows. The coherence is enhanced almost everywhere in the time-frequency plane, and becomes evident in the \( \beta \) band, in the interval after 3 s. (c) The CMCTL performed around the peak which emerged at \( t_c = 3.461 \) s, \( \omega_c = 24 \) Hz. It increases the maximum coherence value by another 24% bringing to 0.05. The colour scale in this plot represents the relative increase of the CTMCTL with respect to the CMCTL at the origin. CMC values below the 95% confidence limit are set to zero in both plots.
4.5 Conclusions

It is also worth noting that as a result of employing the time-frequency resolution provided by the shorter window, the coherence is enhanced everywhere in the $\beta$ range, however it disappeared at frequencies below 10 Hz in the 3 – 3.5 s interval, suggesting that optimal time-frequency resolution needs to be non-uniform, and that finding optimal solutions merits further research.

4.5 Conclusions

This chapter focused on estimating the delay between the motor cortex and the periphery in addition to coherence enhancement through compensation of the delay. According to the model of the motor control system presented in Chapter 2, different delays may be involved corresponding to events propagating via multiple paths. Other than the delay defined in the case of a single-path system, the global delay was introduced to define the delay in the case of a multi-path system, which is a more realistic model of cortico-muscular pathways than the commonly assumed single-path system. The physical interpretation of the global delay was discussed in this chapter and simulations for different propagation scenarios were performed, which gave a deeper comprehension over the view of the delay in multi-path propagation. Bidirectional coupling that happens simultaneously in different pathways, which could not be ignored was investigated as well. In order to avoid the interference caused by different events, the delay estimation was investigated around the time instant corresponding to some specific coherence peaks. The CMCTL, which is the coherence between EEG and EMG segments taken with a time lag from a central observation point was introduced and an algorithm for estimating the delay between coupled cortical and muscular events
as the time lag corresponding to the local maxima of the CMCTL function was proposed.

Using physiological data, the potential of the CMCTL function to increase coherence levels was illustrated and the information about temporal structures of cortico-muscular interactions was provided. Delay estimates obtained by applying the proposed algorithm to physiological data are in close agreement with underlying physiology, whereas in the situations when that is not the case, the discrepancies are in agreement with the analysis provided in this chapter. Moreover, cases regarding the subjects with no significant CMC expressed were considered and examples of increasing CMC to significant level via CMCTL were shown.

The technique of CMCTL also has capacity to enhance coherence, but it is limited. The means of denoising with regard to removing incoherent components is needed for increasing CMC, which will be presented in the next chapter.
Chapter 5

CORTICO-MUSCULAR COHERENCE ENHANCEMENT

The previous chapter introduced the methodology of CMCTL, which in addition to its use in estimation of the time lag between synchronous processes in the brain and muscles, exhibited some, albeit limited ability to increase the level of CMC. The main reason for the typically low level of coherence between sEMG and EEG signals collected synchronously during controlled motor tasks is the presence of noise and activities unrelated to the task of interest. This chapter explores techniques for enhancing CMC via the methods which aim to separate synchronous cortico-muscular components from the mixtures captured by sEMG and EEG recordings. The proposed approaches are assessed using the simulated data and the data collected in the experiments described in Chapter 3. It will be shown that the proposed methods can achieve substantial CMC enhancement.
### 5.1 Introduction

The influence of noise components on the level of coherence was discussed earlier in Section 2.2.2. Aiming to extract the signal $y_c(t)$ responding to the considered cortical excitation signal $x_c(t)$ from the original noise-corrupted sEMG signal $y(t) = y_c(t) + n_y(t)$, this chapter turns attention to increasing the level of CMC by removing noise components.

One approach towards increasing the level of EEG and EMG components relative to the considered activities is via blind source separation (BSS) techniques, which aim to separate individual components from their noisy mixtures. ICA being a type of BSS method, has been successfully used for the denoising of multi-channel EEG and EMG signals [46–49]. We propose a method for noise reduction, which is inspired by Wavelet Independent Component Analysis (WICA). This method is useful especially for low-channel count data, which are of particular importance for minimising health-care costs and simplifying the operation of diagnostic data collection.

Another approach proposed in this chapter is inspired by the techniques of sparse signal representation, which has become one of the most active areas in digital signal processing over the past decade. Most natural signals are a superposition of only a few waveforms from their corresponding highly structured dictionaries. In our setting, we postulate that with a properly constructed dictionary and well designed sparse decomposition techniques, it is possible to represent motor-control components in EEG and EMG signals using a few higher amplitude waveforms, while the background activity and noise will spread over many low intensity components due to the absence of structure [117]. The means above has
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This chapter is organised as follows. In Section 5.2, a method is proposed for enhancing relative levels of sEMG components coherent with the synchronously recorded EEG signal via a variant of WICA combined with a novel component selection algorithm. The effectiveness of the proposed algorithm is demonstrated using the data collected during neurophysiological experiments. This coherence enhancement method will be referred to as Coherent Wavelet Enhanced Independent Component Analysis (COWICA). Section 5.3 presents a denoising method based on dictionary learning and sparse signal representation.

5.2 Coherent Wavelet Enhanced Independent Component Analysis

As introduced in Section 2.4.4, WICA has been used in previous studies to overcome the limitation of insufficient numbers of channels for ICA to be able to separate independent sources from their mixtures [50–53, 55]. Inspired by these studies, this section investigates applying wavelet decomposition prior to ICA to generate wavelet components (WCs) and thus increase the effective number of mixtures in the context of CMC analysis.

Section 5.2.1 describes the proposed method which combines WICA that separates independent components and a greedy algorithm for components selection that aims to maximise the coherence between resynthesised sEMG signal and EEG. In Section 5.2.2, simulated data are used for an assessment of the effectiveness of COWICA approach under different signal-to-noise ratios (SNRs). The method is then applied to data collected in the neurophysiological experiments.
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and compared in terms of its effectiveness in enhancing CMC to the denoising algorithm based on wavelet expansion thresholding, described in Section 2.4.2, which is commonly used for noise removal in biological signal processing. The impact of main COWICA parameters on the effectiveness of the method is then investigated. Further considerations about combining the COWICA with CMCTL are presented in Section 5.2.3.

5.2.1 Methodology

The main idea behind WICA is that certain independent components may not be present in all components of the wavelet decomposition of the original available signals, so that their wavelet expansion components may yield a relatively higher number of different mixtures. In motor control, different consecutive frequency bands have different functional importance, which suggests that WICA could be particularly effective in the context of separating independent components from low-channel count sEMG recordings, and that the frequency resolution of the underlying wavelet decomposition should mimic functional sEMG bands.

In order to increase the number of components as much as possible, all wavelet expansion components up to a certain scale $P$ are used as the input to ICA. The matrix of mixture sEMG signals then becomes a matrix of WCs, which is $Y_{WC} = [y_{1,1} \ldots y_{1,P+1} \ldots y_{N_{mix},1} \ldots y_{N_{mix},P+1}]^T$, where $y_{j,1}, \ldots, y_{j,P+1}$ are the wavelet expansion vectors corresponding to sEMG signal of the $j$th channel and the number of mixtures increases from $N_{mix}$ to $N'_{mix} = N_{mix} \times (P + 1)$. Then a matrix of source signals $Q = [q_1 \ q_2 \ldots \ q_{N_s}]^T$ can be obtained by ICA, which corresponds to the wavelet independent components (WICs).
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Input all WICs

Replace the $g$th WIC by the zero signal ($g$ begins with 1)

Reconstruct sEMG

Calculate CMC between EEG and reconstructed sEMG

Does CMC increase?

$g = g + 1$

Have all WICs been detected?

End of the component selection process

No

Yes

Restore the $g$th WIC

Fig. 5.1 Flowchart of the component selection process. The procedure consists of three steps: (1) initialisation, (2) WIC removal, (3) CMC estimation and WIC selection.
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The problem that needs to be resolved once WICs are obtained is to find those which constitute the sought sEMG activity. Since in the context of CMC analysis, a synchronous EEG signal is available, the method is proposed to select WICs based on their impact on CMC level, as those which are involved in the considered motor task would increase the overall coherence level, whereas those which are unrelated to the task would effectively act as an independent noise that lowers the coherence. For that purpose a greedy selection algorithm is proposed. A subset of components $q_i$ selected in this manner is recombined, aiming to reconstruct a version of sEMG which contains a higher relative level of the component $y_c(t)$ which is the response to the cortical activity $x_c(t)$. The proposed algorithm is illustrated by the flowchart shown in Fig. 5.1, and its details are as follows:

1) **Initialisation.** Perform WICA on input sEMG signals to obtain WICs $q_j$, $j = 1, 2, ..., N_q$. WICs obtained by WICA are input for the selection. An WIC counter $g$ is set to $g = 1$, and the initial value of CMC, $C_{xy}^0$, is computed as the value of CMC between EEG and sEMG that is reconstructed with all WICs.

2) **WIC removal.** The $g$th wavelet independent component (WIC) is removed, i.e. it is replaced by the zero signal. The matrix of WICs is thus updated with the $g$th WIC discarded, and sEMG signal is reconstructed with the updated matrix of WICs.

3) **CMC estimation and WIC selection.** The CMC between EEG and reconstructed sEMG signals is calculated. If it is higher than $C_{xy}^{g-1}$, the coherence $C_{xy}^g$ to be compared next time will be updated with the value of CMC calculated between EEG and the reconstructed sEMG signals. Otherwise, if the CMC is lower than or equal to $C_{xy}^{g-1}$, the $g$th WIC, $q_g$, is restored in
the updated matrix of WICs and the reference coherence level is set to $C_{xy}^g = C_{xy}^{g-1}$.

4) **Iteration.** The index $g$ is incremented by 1 and steps 2) to 4) are repeated until all WICs have been considered, \( i.e. \ g = N_s \).

The coherence between EEG and sEMG, which are non-stationary processes, was estimated in this study in the short-time Fourier domain [72, 75]. In particular, the time-varying power spectral and cross-spectral densities were estimated by averaging the STFT magnitude spectra over different epochs via (2.10) and (2.11). The coherence between EEG and reconstructed sEMG is then estimated following (2.12). Note that only the CMC at peak frequency is taken into account during the process of the proposed component selection algorithm.

### 5.2.2 Results and discussion

Before applying the proposed method to the EEG and sEMG signals which were acquired during a motor control task introduced in Chapter 3, the performance of COWICA method for simulated data under different SNRs is investigated. The simulated EEG data were generated by the wavelet-based method Bridwell et al. proposed in [118]; the code is available at http://mialab.mrn.org/software/simeeg. In order to mimic the motor control task introduced in Chapter 3, only the component corresponding to \( \beta \) band was regarded as the cortical excitation signal that was related to the process of interest. To be specific, the simulated EEG signal was filtered by a Butterworth bandpass filter with the lower cutoff frequency of 13 Hz and a higher cutoff frequency of 36 Hz. Then, simulated sEMG signals of two channels, Channel 1 and Channel 2, were generated by passing the output of the bandpass filter through two LTI systems. Both systems were modelled as having
20,000 paths with different attenuations and delays, generated as described in Section 4.2.3.

The simulated sEMG of Channel 1 was used as the sEMG signal to be denoised and the sEMG of Channel 2 was used as an additional signal for the COWICA algorithm to separate independent components from the two-channel sEMG signals before the reconstruction of sEMG corresponding to Channel 1. Pseudorandom noise with normal distribution was added to both EEG and sEMG signals. Two additional components added to sEMG data were generated using the sum of sine waves with random attenuations and phases. These components are regarded also as "noise" since these frequency bands are not involved in considered motor tasks.

The COWICA method with $'db1'$ was applied to 180 segments of two-channel sEMG signals simulated in this manner. Each segment was 128 samples long. The number of scales of the wavelet transform used in this experiment was set to 7, and the number of independent components was set to 14. Results of the experiment are shown in Table 5.1. It can be observed from the table that the relative increase in CMC levels exhibits a monotonically increasing trend as the SNR decreases, whereas the overall CMC level increases with the SNR.

**Table 5.1** Increase of CMC between EEG and reconstructed sEMG achieved by COWICA for simulated data under different SNRs

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>Original CMC value</th>
<th>after COWICA (CMC value)</th>
<th>CMC increase (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-20</td>
<td>0.0354</td>
<td>0.0952</td>
<td>168.93</td>
</tr>
<tr>
<td>-15</td>
<td>0.1818</td>
<td>0.3171</td>
<td>74.42</td>
</tr>
<tr>
<td>-10</td>
<td>0.4612</td>
<td>0.6149</td>
<td>33.33</td>
</tr>
<tr>
<td>-5</td>
<td>0.7146</td>
<td>0.8514</td>
<td>19.14</td>
</tr>
</tbody>
</table>
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The algorithm was then applied to EEG and sEMG data recorded in the neurophysiological experiment described in Chapter 3. The FDI signal was used as the sEMG to be denoised, whilst the FPB signal was used with FDI for the separation of independent components. The coherence between EEG and FDI was estimated via the STFT using Hanning window of length $W = 125$ ms (128 samples) with shifts $\Delta t = 9.8$ ms (10 samples) that provided the most suitable time-frequency resolution [23]. The COWICA was applied to each window of data separately.

The COWICA was compared in terms of its effectiveness in CMC enhancement to wavelet threshold denoising (WTD). Both WTD and the wavelet decomposition step of COWICA, were performed using Daubechies, Symlets and Coiflet wavelet families. Since the sampling rate used was 1024 Hz, and $\alpha$ (8 to 13 Hz), $\beta$ (13 to 36 Hz) and $\gamma$ (36 to 85 Hz) frequency bands have different functions in sensory-motor integration, in order to approximate this frequency resolution, 7 scales of the wavelet transform were used. The number of independent components was set to 14. However, for the WTD, the most effective number of scales depends on the particular subject. The results are reported for the number of scales which achieved the highest coherence increase. Note that in the case of WTD both EEG and sEMG are denoised, whereas in the case of COWICA only sEMG was enhanced.

An example of CMC enhancement of subject B after WTD and COWICA is shown in Fig. 5.2(b) and Fig. 5.2(c), respectively, in comparison with the original CMC shown in Fig. 5.2(a). It can be observed from these figures that both methods increase CMC especially where it exhibits strong synchronisation, but COWICA improves CMC markedly whilst WTD practically does not achieve pronounced enhancement. Moreover, after applying COWICA, significant coherence appears
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even where it could not be observed in both pre-stimulus period (0 s to 1 s) and post-stimulus period (1.5 s to 5 s).

Next, COWICA is compared with WTD in terms of the increase of CMC at specific coherence peaks. The thesis focuses on the CMC enhancement at prominent coherence peaks instead of the averaged increase of CMC of the whole signal, because the motor cortex and the periphery might not exhibit synchronous behaviour all the time. The methods were only applied to the segments corresponding to two prominent peaks. Peak 1 appears between 1.5 s and 2.5 s, and Peak 2 appears between 2.5 s and 3.5 s [23] after the beginning of the data collection period. Random initial weight matrix $W$ was used for FastICA algorithm, which is based on a fixed-point iteration scheme [93], and the best results achieved over 100 such random initialisations were presented. Table 5.2 shows relative increase in the level of CMC at the two prominent peaks in the post-stimulus period. It can be observed that CMC is increased substantially by applying COWICA, however WTD does not improve the coherence considerably. Note that in Table 5.2 for WTD the best results of those achieved with different wavelets and number of scales of the wavelet transform are presented. Results obtained by using COWICA are shown for Daubechies wavelets 'db1', 'db4', 'db7' and 'db10' and 7 scales of the wavelet transform. Comparable results were obtained with other wavelet families.

Lastly, the impact of some COWICA parameters on the effectiveness of CMC enhancement is investigated. Taking Peak 2 of subject B as an example, Table 5.3 shows how the coherence value changes under different levels of wavelet decomposition and when the preset initial number of sought independent components varies. Note that COWICA with 'db1' was applied and it was applied to just 128 samples around Peak 2. It can be observed from Table 5.3 that the coherence value
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Fig. 5.2 CMC plots obtained with Hanning window of length $W = 125$ ms and shifts of 9.8 ms between consecutive windows. CMC values below the 95% confidence limit are set to zero. (a) Original CMC between EEG and sEMG. (b) CMC between EEG and sEMG after denoising performed by applying WTD with $sym8$ wavelet at 4 scales. (c) CMC between EEG and denoised sEMG after applying COWICA with $db7$ wavelet at 7 scales.
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Table 5.2 Increase of CMC achieved by COWICA and WTD

<table>
<thead>
<tr>
<th>Subject</th>
<th>Coherence increase of Peak 1 (%)</th>
<th>Coherence increase of Peak 2 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>by WTD</td>
<td>by COWICA</td>
</tr>
<tr>
<td></td>
<td>db1</td>
<td>db4</td>
</tr>
<tr>
<td>B</td>
<td>7.11</td>
<td>28.89</td>
</tr>
<tr>
<td>J</td>
<td>4.61</td>
<td>31.62</td>
</tr>
<tr>
<td>K</td>
<td>4.15</td>
<td>12.50</td>
</tr>
<tr>
<td>L</td>
<td>12.42</td>
<td>24.30</td>
</tr>
<tr>
<td>N</td>
<td>6.96</td>
<td>30.99</td>
</tr>
</tbody>
</table>

varies only a little when the number of independent components changes whilst the number of scales of the wavelet decomposition is fixed, which indicates that the result of COWICA is not sensitive to the number of independent components. In terms of the number of scales of wavelet decomposition, coherence value does not change much when it is decreased from 7 to 6. However, when the number of scales is lower than 6, the final coherence value, obtained after component selection, exhibits a considerable decrease. There is nearly no increase of coherence when the number of scales is 2. A possible explanation is that since the sampling frequency is 1024 Hz, when the number of scales is 7 or 6, there will be a wavelet component that just covers the $\beta$-range frequency band, in which CMC is observed primarily in this study. On the other hand, when the level is lower than 6, the component which contains the $\beta$-range frequency band also involves some other frequency bands.
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Table 5.3 Coherence values between EEG and reconstructed sEMG after applying COW-ICA with different levels of wavelet decomposition and different numbers of independent components

<table>
<thead>
<tr>
<th>Level of wavelet decomposition</th>
<th>Number of independent components</th>
<th>Coherence value</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>14</td>
<td>0.1680</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.1682</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.1688</td>
</tr>
<tr>
<td>6</td>
<td>14</td>
<td>0.1677</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.1672</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.1662</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>0.1591</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.1603</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.1597</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>0.1444</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.1432</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.1468</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>0.1402</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.1416</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.1414</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>0.1365</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.1375</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.1352</td>
</tr>
</tbody>
</table>

5.2.3 Combination of cortico-muscular coherence with time lag and coherent wavelet enhanced independent component analysis

As discussed in Chapter 4, the CMCTL methodology can also enhance CMC levels, so the idea that seems worth considering is to combine the CMCTL method with the COWICA for even better results. Moreover, delay estimates obtained by means of CMCTL methodology can be used to align synchronous processes and
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boost the effectiveness of COWICA. However, some issues have to be considered before these two approaches can be combined.

In order to combine these two methods, not only the CMCTL between EEG and FDI signals, but also the CMCTL between EEG and FPB signals needs to be considered, as FDI and FPB are the two available sEMG signals. The COWICA is then meant to be applied to the shifted version of EEG and the two-channel sEMG segments around prominent coherence peaks, as they indicate the presence of synchronous cortico-muscular activities. Table 5.4 shows the time instants, values and centre frequencies of prominent peaks of the coherence between FPB and EEG signals of each subject. However, locations of the corresponding coherence peaks between EEG and synchronous FDI signals, shown in Table 4.1, can be substantially different. For most subjects, the locations vary within 20 ms in time domain. However, sometimes the difference can be substantial not only in time domain but also in the frequency domain. For example, Peak 2 of the coherence between EEG and FDI of subject N is located at 3.256 s, centring at 32 Hz, but it moves to 3.627 s and 16 Hz for the CMC between EEG and FPB. It is unclear whether applying the COWICA to such segments corresponding to different recording times is meaningful at all. In addition, when calculating the coherence between EEG signal and the reconstructed sEMG signal, in order to select eligible components, it is unclear what should be the frequency at which the coherence should be maximised. These issues require further consideration before the CMCTL and COWICA methodologies could be combined properly.
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Table 5.4 Locations of the prominent peaks of the CMC between EEG and FPB across subjects.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Peak 1</th>
<th></th>
<th>Peak 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Value</td>
<td>Frequency</td>
<td>Time</td>
</tr>
<tr>
<td></td>
<td>(s)</td>
<td>(Hz)</td>
<td>(Hz)</td>
<td>(s)</td>
</tr>
<tr>
<td>B</td>
<td>1.918</td>
<td>0.1607</td>
<td>24</td>
<td>3.461</td>
</tr>
<tr>
<td>J</td>
<td>1.713</td>
<td>0.1200</td>
<td>24</td>
<td>2.963</td>
</tr>
<tr>
<td>K</td>
<td>1.674</td>
<td>0.1255</td>
<td>24</td>
<td>3.002</td>
</tr>
<tr>
<td>L</td>
<td>2.113</td>
<td>0.0795</td>
<td>16</td>
<td>2.689</td>
</tr>
<tr>
<td>N</td>
<td>1.947</td>
<td>0.0890</td>
<td>16</td>
<td>3.627</td>
</tr>
</tbody>
</table>

5.3 Coherent component enhancement via sparse signal representation

This section considers separation of weak coherent signals using techniques of dictionary learning and sparse signal representation. In Section 5.3.1, the problem of sparse representation of synchronous EEG and sEMG signals is formulated first, followed by an overview of Alternating Direction Method of Multipliers (ADMM) algorithm, which is used here to solve this problem. Analogously to the development of the COWICA, the sparse representation method is then combined with a greedy component selection algorithm geared towards increasing CMC levels. The effectiveness of proposed approach is illustrated by applying it to the simulated data and the neurophysiological signals described in Section 5.3.2.

It is important to note that the sparse signal representation can be guaranteed if the restricted isometry property (RIP) condition [119] is satisfied [120]. Note, however, that RIP is only a sufficient but not a necessary condition for sparse recovery [120]. Moreover, verifying the RIP itself is an NP-hard problem. Hence,
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we do not insist on the RIP in this study. Instead, as our intention is to facilitate
the extraction of coherent components from EEG and sEMG signals, the same
motor control task is repeated \( L \) times \((L \approx 200)\) and the sparse representation
of simultaneously recorded EEG signals \( X = [x_1 \ x_2 \ \ldots \ x_L] \), \( x_i \in \mathbb{R}^n \) and sEMG
signals \( Y = [y_1 \ y_2 \ \ldots \ y_L] \), \( y_i \in \mathbb{R}^n \) is estimated. Since there is a repetition of the
motor-control signal of interest, whereas the noise is random, the signal of interest
is assumed to have a sparse representation so that it is possible to represent motor-
control components using a few higher amplitude waveforms, while noise will
spread over many low intensity components. There, however, can be components
that are not relevant to the considered activity but also repeated over experiment
trials. Therefore, a component selection algorithm is proposed to extract relevant
components further by selecting the components which contribute to the coherence
between reconstructed EEG and sEMG signals.

5.3.1 Methodology

To achieve the enhancement of coherent components in EEG and sEMG signals,
first a dictionary in which they could potentially be represented in a sparse manner
needs to be learned. The main idea of the algorithm proposed here is that structured
synchronous EEG and sEMG components are expected to have sparse representa-
tion under such a common dictionary, which could facilitate noise removal. Hence,
the aim is to find one dictionary \( D \in \mathbb{R}^{n \times K} \) for simultaneously recorded EEG
signal \( X = [x_1 \ x_2 \ \ldots \ x_L] \), \( x_i \in \mathbb{R}^n \) and sEMG signal \( Y = [y_1 \ y_2 \ \ldots \ y_L] \), \( y_i \in \mathbb{R}^n \),
where \( L \) is the number of trials in which both signals have sparse representation.
To that end the matrix \( R = [X \ Y] \) of observation is formed and the dictionary is
obtained by solving the problem in (2.34).
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The sparse representation of EEG and sEMG signals with respect to this dictionary has the form

\[
\hat{X} = DS_x, \\
\hat{Y} = DS_y,
\]

where \( S_x = [s_{x,1}, s_{x,2}, \ldots, s_{x,L}], s_{x,i} \in \mathbb{R}^K \) and \( S_y = [s_{y,1}, s_{y,2}, \ldots, s_{y,L}], s_{y,i} \in \mathbb{R}^K \) are the sparse expansion matrices corresponding to \( X \) and \( Y \), respectively. Once the dictionary \( D \) is generated, the sparse representation problem above can be formulated as

\[
\min_{s_{x,i}, s_{y,i}} \left\{ \sum_{i=1}^{L} \left( \frac{1}{2} \| x_i - Ds_{x,i} \|_2^2 + \frac{1}{2} \| y_i - Ds_{y,i} \|_2^2 + \lambda_1 \| s_{x,i} \|_1 + \lambda_2 \| s_{y,i} \|_1 \right) \right\}. 
\]

(5.2)

Whilst techniques of dictionary learning typically produce both sparse representations of EEG and sEMG signals as well as the underlying dictionary, in order to obtain higher accuracy of the sparse representation, ADMM will be used to solve the sparse representation problem under the obtained \( D \) \cite{105}. To that end, the sparse representation problem in (5.2), which is a convex optimisation problem with respect to \( S_x \) and \( S_y \), will be reformulated. First, the following matrices are introduced:

\[
Z_x = S_x, \\
Z_y = S_y.
\]

(5.3)

(5.4)

The sparse representation problem in (5.2) is then equivalent to
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\[
\min_{s_{x,i}, s_{y,i}, z_{x,i}, z_{y,i}} \left\{ \sum_{i=1}^{L} \left( \frac{1}{2} \| x_i - D_s x_i \|_2^2 + \frac{1}{2} \| y_i - D_s y_i \|_2^2 + \lambda_1 \| z_{x,i} \|_1 + \lambda_2 \| z_{y,i} \|_1 \right) \right\},
\]

subject to \( z_{x,i} = s_{x,i}, z_{y,i} = s_{y,i} \), \quad (5.5)

where \( z_{x,i} \) and \( z_{y,i} \) represent the \( i \)th column vectors of matrices \( Z_x \) and \( Z_y \), respectively. The augmented Lagrange function of the problem becomes

\[
L_{\rho_1, \rho_2}(S_x, S_y, Z_x, Z_y, \beta_1, \beta_2) = \sum_{i=1}^{L} \left( \frac{1}{2} \| x_i - D_s x_i \|_2^2 + \frac{1}{2} \| y_i - D_s y_i \|_2^2 
+ \lambda_1 \| z_{x,i} \|_1 + \lambda_2 \| z_{y,i} \|_1 + \beta_1^T (z_{x,i} - s_{x,i}) 
+ \beta_2^T (z_{y,i} - s_{y,i}) + \frac{\rho_1}{2} \| z_{x,i} - s_{x,i} \|_2^2 
+ \frac{\rho_2}{2} \| z_{y,i} - s_{y,i} \|_2^2 \right),
\]

where \( \beta_1, \beta_2 \) are column vectors, known as Lagrange multipliers. As a result, the minimisation problem (5.5) equals the minimisation of augmented Lagrange function \( L_{\rho_1, \rho_2}(S_x, S_y, Z_x, Z_y, \beta_1, \beta_2) \). The ADMM algorithm introduced in Section 2.4.5 updates \( S_{x,k+1}, S_{y,k+1}, Z_{x,k+1}, Z_{y,k+1}, \beta_1^{k+1}, \beta_2^{k+1} \) iteratively according to (2.40).

Another model of the sparse representation problem regarding contemporaneously recorded EEG and sEMG signals was considered too, in which \( X \) and \( Y \) have sparse representation under different dictionaries \( D_x \) and \( D_y \), respectively, but with a correlated part in these different dictionaries. The sparse signal representation is
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formed as

\[
\hat{X} = [D_{x,1} \ D_{x,2}]
\begin{bmatrix}
S_{x,1} \\
S_{x,2}
\end{bmatrix} = \hat{X}_1 + \hat{X}_2,
\]

\[
\hat{Y} = [D_{y,1} \ D_{y,2}]
\begin{bmatrix}
S_{y,1} \\
S_{y,2}
\end{bmatrix} = \hat{Y}_1 + \hat{Y}_2,
\]

(5.7)

where \(D_{x,1}\) and \(D_{y,1}\) correspond to the uncorrelated part, while \(D_{x,2}\) and \(D_{y,2}\) correspond to the correlated part of the observed processes. Therefore, the coherent components \(\hat{X}_2, \hat{Y}_2\) and the incoherent components \(\hat{X}_1, \hat{Y}_1\) are separated from each other. However, this approach requires some prior information about the dictionaries, which is typically not available in CMC analysis. For the model in (5.1), on the other hand, we learn a same dictionary without considering which atoms in it correspond to EEG or/and sEMG, without relying on any prior information. Therefore, (5.1) rather than (5.7) is used in this work.

Although sparse representation has the capacity to remove background noise, it may not be able to filter some components which are also irrelevant to the monitored activity. It turns out that sparse representation of EEG and sEMG signals alone is not sufficient to achieve a substantial increase in CMC levels (see Section 5.3.2), hence a further selection of coherent components using a greedy algorithm analogous to the selection algorithm of the COWICA methodology is considered. The complete CMC enhancement algorithm can be summarised as follows:

1) **Initial sparse representation.** Perform dictionary learning on input EEG and sEMG signals to obtain the dictionary \(D\) and then perform ADMM to obtain the sparse coefficient matrices \(S_x\) and \(S_y\). Any entries of \(S_x\) and
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$S_y$ below a threshold $T_s$ are set to zero, and the sparse coefficient matrices become $S^0_x$ and $S^0_y$.

2) **Component selection initialisation.** Sparse coefficient matrix $S^0_x$ is then used as the input for coherent component selection algorithm. The initial value of CMC, $C_{xy}^0$, is computed as the value of CMC between EEG and sEMG signals that are reconstructed with the dictionary $D$ and the sparse coefficient matrices $S^0_x$ and $S^0_y$. Coefficient entry counters are set to $p = 1$ and $q = 1$, and the iteration counter is set to $g = 1$.

3) **Coefficient removal.** If the ($p,q$)th entry of sparse coefficient matrix is zero, jump to step 5), otherwise set $S^0_x(p,q) = 0$. The sparse coefficient matrix is thus updated with the ($p,q$)th coefficient cleared, and EEG signal is reconstructed with the updated matrix of sparse coefficients and dictionary $D$.

4) **CMC estimation and sparse coefficient decision.** The CMC between sEMG and reconstructed EEG signals is calculated. If it is higher than $C_{xy}^{g-1}$, the coherence $C_{xy}^g$ to be compared next time will be updated with the value of CMC calculated between sEMG and the reconstructed EEG signals. Otherwise, if the CMC is lower than or equal to $C_{xy}^{g-1}$, the ($p,q$)th coefficient $S^0_x(p,q)$ is restored in the updated matrix of sparse coefficients and the reference coherence level is set to $C_{xy}^g = C_{xy}^{g-1}$.

5) **Iteration.** The indices are set to $p = p + 1$ and $q = q$ if $p < K$ and $q \leq L$. Otherwise, if $p = K$ and $q < L$, the indices are set to $p = 1$ and $q = q + 1$. Step 3) to step 5) are repeated until all coefficients have been considered, i.e. $p = K$ and $q = L$. 
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6) Repeat the process with sEMG. Reset the indices to $p = 1$ and $q = 1$. The whole selection process, steps 3) to 5) are repeated with $S_0^0(p, q)$.

Remark. The coherence between EEG and sEMG is estimated in the short-time Fourier domain in order to keep their statistical properties fairly constant over considered time intervals [72, 75]. Since the length of EEG and sEMG segments used for dictionary learning and sparse representation could be longer than the length of window of short-time Fourier analysis (STFA) used for coherence calculation, the highest coherence among all possible time shifts of the STFA is taken into account in the component selection decision in step 4) and in setting up the reference value in step 2) of the algorithm.

5.3.2 Results and discussion

The performance of the proposed approach based on sparse representation in terms of coherence enhancement using simulated data under different SNRs is investigated first. The method was applied to simulated EEG and sEMG of Channel 1, as described in Section 5.2.2. The size of the dictionary was set to 600 and the parameter $\lambda$, which controls the degree of sparsity was set to $0.05$. The impact of the size of dictionary and the value of $\lambda$ will be discussed later in this section. Results of this experiment are shown in Table 5.5.

The results in Table 5.5 show that the CMC values between simulated EEG and sEMG reconstructed with their sparse matrices before applying further component selection do not increase much compared to the CMC values between original simulated EEG an sEMG, but they increase to very high levels after applying further component selection algorithm, even if the SNR is as low as $-20$ dB. It should be noted that the CMC levels may not increase to such high levels.
5.3 Coherent component enhancement via sparse signal representation

when physiological signals are used, due to their much more complex dynamics. In comparison with COWICA, the results of which are shown in Table 5.1, the proposed method based on sparse representation achieves a much more pronounced CMC enhancement.

Table 5.5 Increase of CMC achieved by the proposed method based on sparse signal representation before and after further component selection for simulated data under different SNRs

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>Original CMC value</th>
<th>before further component selection</th>
<th>after further component selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>-20</td>
<td>0.0354</td>
<td>0.0366 3.39</td>
<td>0.9493 2581.64</td>
</tr>
<tr>
<td>-15</td>
<td>0.1818</td>
<td>0.1871 3.19</td>
<td>0.9742 435.86</td>
</tr>
<tr>
<td>-10</td>
<td>0.4612</td>
<td>0.4743 2.84</td>
<td>0.9872 114.05</td>
</tr>
<tr>
<td>-5</td>
<td>0.7146</td>
<td>0.7224 1.09</td>
<td>0.9877 38.21</td>
</tr>
</tbody>
</table>

The algorithm is then assessed on the physiological data. EEG and FDI segments of 128-sample, 256-sample and 512-sample length around two prominent coherence peaks (Peak 1 and Peak 2 introduced in Section 4.3.2), which were acquired during the experiment presented in Chapter 3, were used for dictionary learning and sparse representation. Learning using segments of 250 ms (256 samples) gave the best performance for the physiological recordings, the length of 256-sample was chosen for EEG and FDI segments in the estimation. However, during the process of component selection, the coherence between reconstructed EEG and sEMG signals was calculated using STFA windows of length 125 ms, as described in Section 3.3, due to the desired trade-off between time and frequency resolutions.

Table 5.6 illustrates the impact of the size of dictionary on the effectiveness of CMC enhancement. CMC values of Peak 2 for subject B obtained by means of the proposed method before and after further component selection using dictionaries
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of different sizes are shown in Table 5.6, where $\lambda$ was set to 0.05. It can be noticed that the benefit of increasing the number of atoms beyond 800 is minor. Since investigating the influence of dictionary size is very computationally demanding, dictionaries of sizes larger than 800 were not considered in experiments with data of other subjects. In fact, for some other subject, highest coherence values were obtained with dictionaries consisting 400 or 600 atoms.

To investigate the influence of $\lambda_1$ and $\lambda_2$ in (5.5) on the performance of the algorithm, the coherence levels are assessed at the two prominent peaks for $\lambda_1 = \lambda_2 = \lambda$. The results corresponding to the two peaks of all considered subjects, before the component selection algorithm, for different values of $\lambda$ are shown in Table 5.7. As per the discussion in the previous paragraph, three dictionary sizes were considered in this experiment: 400, 600 and 800. The results which are shown in the table correspond to dictionary sizes which gave highest coherence. It can be observed from Table 5.7 that the CMC could decrease when $\lambda$ is high, which could be due to the fact that although by increasing the sparsity one could remove more noise, some useful components could be eliminated in the process too. Results in Table 5.7 also show that with adequately selected $\lambda$ the coherence between reconstructed EEG and sEMG corresponding to the sparse expansion matrices obtained via ADMM can be increased compared to the coherence between original EEG and sEMG signals. However, the increase is rather small. This is because although in the process of sparse representation much of background noise could be filtered out, some components not involved in the observed motor control task may not be removed. The selection of components is thus essential for further extraction of coherent components.
5.3 Coherent component enhancement via sparse signal representation

Table 5.6 CMC values between reconstruct EEG and sEMG before and after further component selection under different sizes of dictionary

<table>
<thead>
<tr>
<th>Number of atoms</th>
<th>Before further component selection</th>
<th>After further component selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>0.1310</td>
<td>0.2353</td>
</tr>
<tr>
<td>600</td>
<td>0.1429</td>
<td>0.4037</td>
</tr>
<tr>
<td>800</td>
<td>0.1484</td>
<td>0.5608</td>
</tr>
<tr>
<td>1000</td>
<td>0.1428</td>
<td>0.5682</td>
</tr>
<tr>
<td>1200</td>
<td>0.1474</td>
<td>0.5264</td>
</tr>
<tr>
<td>1500</td>
<td>0.1430</td>
<td>0.5730</td>
</tr>
</tbody>
</table>

Table 5.7 CMC values between EEG and sEMG reconstructed with their sparse expansion matrices obtained by ADMM under different values of $\lambda$ compared to CMC value between original EEG and sEMG corresponding to Peak 1 and Peak 2

<table>
<thead>
<tr>
<th>Peak</th>
<th>Subject</th>
<th>Coherence value</th>
<th>Original</th>
<th>After ADMM under different values of $\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
<td>0.05</td>
</tr>
<tr>
<td>Peak 1</td>
<td>B</td>
<td>0.1575</td>
<td>0.1599</td>
<td>0.1577</td>
</tr>
<tr>
<td></td>
<td>J</td>
<td>0.1107</td>
<td>0.1129</td>
<td>0.1204</td>
</tr>
<tr>
<td></td>
<td>K</td>
<td>0.1856</td>
<td>0.1867</td>
<td>0.1722</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>0.0897</td>
<td>0.0905</td>
<td>0.0940</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>0.0839</td>
<td>0.0855</td>
<td>0.0908</td>
</tr>
<tr>
<td>Peak 2</td>
<td>B</td>
<td>0.1356</td>
<td>0.1400</td>
<td>0.1429</td>
</tr>
<tr>
<td></td>
<td>J</td>
<td>0.0842</td>
<td>0.0846</td>
<td>0.0840</td>
</tr>
<tr>
<td></td>
<td>K</td>
<td>0.1490</td>
<td>0.1515</td>
<td>0.1481</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>0.0771</td>
<td>0.0775</td>
<td>0.0772</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>0.0578</td>
<td>0.0629</td>
<td>0.0634</td>
</tr>
</tbody>
</table>
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Fig. 5.3 Comparison between the CMC corresponding to original signals (top), signals after applying the denoising method based on sparse representation before further component selection (middle) and reconstructed signals after the further component selection (bottom). The plots correspond to segments of 256-sample length around Peak 1. CMC values below the 95% confidence limit are set to zero. Plots on the left are for subject B and plots on the right are for subject N. Note that the x axis represents the relative time in the segment instead of the time instant corresponding to the whole signal.
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Fig. 5.4 Comparison between the CMC corresponding to original signals (top), signals after applying the denoising method based on sparse representation before further component selection (middle) and reconstructed signals after the further component selection (bottom). The plots correspond to segments of 256-sample length around Peak 2. CMC values below the 95% confidence limit are set to zero. Plots on the left are for subject B and plots on the right are for subject N. Note that the $x$ axis represents the relative time in the segment instead of the time instant corresponding to the whole signal.
Fig. 5.3 and Fig. 5.4 compare the coherence between reconstructed EEG and sEMG signals around Peak 1 and Peak 2 after component selection to the corresponding coherence between original EEG and sEMG signals, as well as the corresponding coherence between reconstructed EEG and sEMG before component selection. The sparsity control parameter was set to $\lambda = 0.05$. It can be observed from these figures that owing to the further component selection, the overall method achieves significant increase on the levels of coherence. Moreover, around the coherence peaks, more $\beta$-range coherence is brought above the significance level by employing the component selection algorithm. The increase of coherence can also be observed in frequency regions where it is typically not expected, either before or after applying the component selection method, e.g. around 120 Hz in Fig. 5.4(d) and around 200 Hz in Fig. 5.4(f). Nonetheless, its level is much lower than the level of peak coherence which is observed in $\beta$ range. A possible explanation is that although CMC is observed primarily within the $\beta$ range in this study, it does not mean that there are no coherent components corresponding to other frequency ranges, since it can be observed that significant coherence spreads over the whole frequency domain in the plots of CMC between original EEG and sEMG signals. The components selected to maximise the CMC at peak frequency could also contribute to the CMC in other frequency ranges. In addition, the significant coherence, as defined by the 95% CL, may need to be reconsidered in the framework of sparse approximations.

The increase of coherence corresponding to the two prominent peaks of each subject is shown in Table 5.8. It can be observed that the increase of coherence corresponding to Peak 2 is substantial. However, coherence increase around Peak 1 is not as high; in fact, it is even slightly lower than the increase achieved by COWICA, as shown in Table 5.2, except in the case of subject L. As it was men-
tioned in Section 4.3.2, there could be more pronounced bidirectional signalling around Peak 1, than around Peak 2, and the algorithm based on dictionary learning may not have as good performance in bidirectional signalling scenarios as it has when signals are transmitted in just one direction. Peak 1 of subject L, on the other hand, occurs at 2.123 s, i.e. around one second after the mechanical stimulus, and the movement control perhaps stabilises by that time, which could explain this behaviour of the algorithm.

Note that in the process of dictionary learning, the initialised $D$ is random. The obtained dictionary could thus be different for every initialisation, which could yield different results in terms of the increase of CMC. In experiments reported in this section, 100 initialisations were considered and the best results among all initialisations were reported.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Peak 1</th>
<th>Peak 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coherence value</td>
<td>Coherence increase (%)</td>
</tr>
<tr>
<td>B</td>
<td>0.2046</td>
<td>29.90</td>
</tr>
<tr>
<td>J</td>
<td>0.1335</td>
<td>20.60</td>
</tr>
<tr>
<td>K</td>
<td>0.1966</td>
<td>5.93</td>
</tr>
<tr>
<td>L</td>
<td>0.3374</td>
<td>276.14</td>
</tr>
<tr>
<td>N</td>
<td>0.0998</td>
<td>18.95</td>
</tr>
</tbody>
</table>

**5.4 Conclusions**

There are many previous approaches to denoising EEG and sEMG signals that rely on the abilities of wavelet analysis and/or ICA to facilitate the removal of
noise components. The limitation of applying such approaches to our research on denoising for coherence enhancement is that WTD may not be capable of removing some components unrelated to monitored activity which are not generally considered as noise. In the case of ICA, the number of channels has a considerable effect on its ability to separate independent sources. Since the number of estimated source signals cannot be larger than the number of observed mixtures, when the EEG and sEMG signals were acquired using a small number of channels ICA may fail to separate the source signals.

This chapter presented a denoising method, COWICA, based on the joint use of wavelet decomposition, ICA and a component selection algorithm. Firstly, wavelet decomposition generated wavelet components so that the effective number of mixtures increased. ICA was then applied to those wavelet components for source separation. Lastly, sEMG signal was reconstructed with the independent components in the wavelet transform domain. The components were selected by the algorithm with the purpose of contributing the coherence between monitored cortex and muscle activities.

By using simulated data, the effectiveness of COWICA under different SNRs was investigated. The potential of the proposed method to increase CMC levels by using physiological data was also illustrated in a comparative assessment along with WTD, which was commonly used for noise removal of biological signals. The COWICA approach showed a better performance in terms of increasing CMC levels at prominent coherence peaks. A particularly appealing feature of the method is that it is effective even when there are only two channels of sEMG.

In addition to COWICA, the coherent component enhancement via dictionary learning and sparse representation was proposed. Two models of the sparse representation problem were proposed, among which the model that did not require
5.4 Conclusions

prior information about the dictionary was chosen, where no such information was provided. By assuming a same dictionary for EEG and sEMG signals, the coherence between EEG and sEMG can be enhanced by investigating the relevance of the coefficients of their sparse expansions with respect to that dictionary. After generating the dictionary, ADMM was applied to find appropriate sparse representations. A component selection algorithm was then used to extract coherent components from the sparse expansions. The proposed method showed a very good performance in terms of the CMC enhancement for both simulated data and physiological EEG and sEMG signals, and in most cases it considerably outperformed COWICA. Situations in which COWICA achieved better results are scenarios in which one could expect more pronounced bidirectional signalling.
Chapter 6

CONCLUSIONS

This chapter concludes the thesis. The content of the thesis is summarised in Section 6.1. In Section 6.2 the main results are reviewed and the further work is discussed.

6.1 Summary

This thesis was concerned with discovering cortex-muscle interactions by developing a set of signal processing tools and measurement protocols which can be applied to EEG and EMG signals collected during a controlled motor task. One of the most commonly used signal processing methods that can be used to study the mechanisms of cortex-muscle interactions is CMC analysis. This thesis has focussed on two main factors that weaken the CMC thereby making communications between the motor cortex and muscles difficult to detect: 1) time delay and 2) component unrelated to observed activity.

In Chapter 1, the motivation of the research concerning the unmet clinical need for movement disorders was pointed out. The important role of CMC analysis...
for understanding the underlying physiology so as to explore more individualised therapies was indicated. The importance of enhancing CMC for the detection of the synchrony between EEG and sEMG signals was introduced. The influence of time delay between coherent EEG and EMG events, and incoherent components involved in synchronously recorded EEG and EMG signals on the level of CMC was discussed.

In Chapter 2, background for understanding motor control system and CMC analysis, and existing relevant methodologies were discussed. First, a model of motor control system involving different delays and attenuations of the pathways was introduced, and the case of bidirectional propagation was discussed. Next, techniques for coherence analysis, including STFT and WT, were described. The effects of different time-frequency resolutions were discussed using EEG and EMG data recorded simultaneously during a motor task presented in Chapter 3. The main factors that decrease the level of CMC were discussed. Then, the existing methods for time delay estimation between EEG and EMG events were reviewed, with their limitations discussed. Finally, the noise reduction problem was introduced. Some denoising techniques in this context of biological signal processing were reviewed. WICA was touched upon, which could overcome the limitations imposed on ICA and encompass the advantages of both the wavelet decomposition and ICA. Dictionary learning and sparse signal representation were introduced.

Chapter 3 described the experiment for the collection of physiological signals used in this thesis. The experiment was designed and the recorded datasets were pre-processed. STFT was applied to the pre-processed EEG and EMG signals for CMC analysis. The frequency range of interest was $\beta$ range, where the CMC was observed primarily in this study. The time instant corresponding to the time
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when stimulus was delivered separated the whole period into two periods: pre- and post-stimulus periods. In order to avoid the possible influence of artefacts caused by the rapid movement, the immediate post-stimulus period was excluded in the estimation in Chapter 4 and Chapter 5.

In Chapter 4, the goal was to investigate the temporal relationship and estimate the time lag between coupled EEG and EMG signals. The concept of CMCTL was introduced, which was motivated by the need to compensate for the unknown delay between coupled cortex and muscle processes. The potential of CMCTL function to enhance CMC and provide information about temporal structures of cortex-muscle interactions was illustrated and compared to the conventional CMC. Due to the multiple paths involved in the information transmission between cortex and the periphery, each of which potentially introduces a different delay, the notion of the global delay was introduced to define the delay in the context of multi-path propagation. Simulated data were used to demonstrate that the time lag between EEG and EMG segments at points of local maxima of CMCTL corresponds to the average delay along the involved cortico-muscular conduction pathways when assuming Gaussian distributions to the delays. By applying the methods to physiological data, the results showed that delay estimates obtained by the proposed algorithm are in closer agreement with underlying physiology than those obtained by state-of-the-art methods. Further considerations with regard to healthy subjects where significant CMC cannot be observed were discussed. Examples showing the importance of adequate time-frequency resolution of spectral analysis and the capability of CMCTL to increase the coherence above the significant level were given. The CMCTL estimated the time delay, but exhibited limited ability for CMC enhancement. Denoising techniques were thus required.
6.2 Discussion and Future Work

Finally, Chapter 5 focused on CMC enhancement by the means of noise rejection. The noise includes not only the artefacts but also signals irrelevant to the considered cortical and motor activities in this thesis. Two approaches towards increasing the level of the synchronous EEG-EMG components were proposed and applied to the simulated data and the physiological data. ICA, combined with wavelet decomposition and a novel component selection algorithm was applied to sEMG signals from only two channels. Compared to WTD, the results by applying the proposed method to physiological data is more effective in terms of CMC enhancement. The problems occurring when combining this approach with the CMCTL approach were discussed. The other denoising approach was developed on the basis of sparse signal representation, which achieved an extraordinarily remarkable increase of CMC in some cases.

6.2 Discussion and Future Work

The potential of using neurophysiological techniques in motor neuroscience has not been fully realised, due to that the computational methods currently used in motor neurophysiology are severely limited in their ability to interpret relevant information. Particularly, the technique of CMC analysis has limitations that hinder its clinical use. In the first place, it is not easy to detect CMC in every healthy individual. In addition, CMC is even harder to detect during movement. These limitations, as suggested by previous work, are not only physiological [13], but as a result of the fact that dynamic cortico-muscular interactions are difficult to detect because of the limited capability of coherence analysis in its basic form [21, 23, 121]. The need for exploring advanced signal processing methods for the analysis of CMC has been pronounced.
Previous attempts to overcome these limitations include the use of directed coherence, rooted in multivariate autoregressive (MVAR) modelling [16, 35–37]. However, this approach sometimes requires a very large number of parameters, raising concerns about its applicability in the context of cortex-muscle interactions [37]. The aim of this thesis is to investigate some related methods further, propose advanced approaches to enhance CMC and explore important information for the study on cortico-muscular interactions.

As one of the main factors which decrease the level of CMC, the time delay between the coherent cortical and muscle activities is worth to investigate. Not only can CMC be enhanced by compensating the time delay, but also important information concerning the communications between the brain and muscles can be revealed by the delay estimation. Several methodologies regarding the delay estimation in biological systems have been proposed, many of which are based on the phase estimate. However, the phase-based estimation suffers from many problems. Hilbert transform has been used to deal with the problem caused by non-linear phase component. Unfortunately, its technical complexity and underlying assumptions restrain it from being applied to physiological studies. The time delay estimation in this thesis is obtained by using the method derived from the coherence function between two signals with their versions shifted in time. Although the concept of estimating the delay as the time offset that maximises coherence between EEG and EMG has already been proposed, the previous approach has some limitations and may not be applicable to EEG and EMG signals. The method proposed in this thesis uses STFT to estimate the coherence between nonstationary processes. Compared to the observation period of previous estimation which is commonly long enough to involve several events, the length of window regarding STFT in this study is much shorter. As discussed in this
6.2 Discussion and Future Work

thesis, adequate time-frequency resolution of spectral analysis can enhance the coherence by increasing the ratio between relevant components and noise. Finding optimal solutions of nonuniform time-frequency resolution is suggested for further research. In addition, the transmission in the cortico-muscular conduction system is not unidirectional and it is not via a single path. On one hand, directed coherence based on the Granger causality has been considered to solve the problem brought about by bidirectional connectivity, but the results with different individuals are highly inconsistent. On the other hand, since it involves different delays introduced by multiple paths, the delay in such a system has not been well defined. This thesis introduces the notion of global delay regarding bidirectional and multi-path propagation, presenting its physical interpretation mathematically and demonstrating that under certain assumptions, it corresponds to the average delay along the involved pathways. Additionally, EMG rectification that has been performed prior to CMC calculation in most studies has aroused controversy recently, on account of its non-linear nature. Thus, EMG rectification is avoided in this thesis. The above points result in a proposed method for estimating the time delay involved in cortex-muscle interactions, which can be identified as the main contribution of this thesis. Despite its potential to increase coherence levels by compensating the time delay between simultaneously recorded EEG and EMG signals, the method provides better information about the temporal structure of cortico-muscular interactions compared to the conventional CMC analysis.

When the relevant EEG and EMG components are considerably weak compared to the rest of components, alignment may not be able to enhance the coherence above the significant threshold. In order to increase the signal to noise ratio, where in this case signal refers to relevant EEG and EMG components involved in considered activity and noise encompasses components unrelated to
the process of interest, denoising techniques should be applied to the contaminated signals for the removal of noise. In terms of biological signals, WTD is a standard denoising technique. Although it can remove some noise such as background noise, some other irrelevant components may still remain. Some methodologies based on the joint use of wavelet decomposition and ICA have been proposed in the past, usually for artefact rejection from EEG signals [50–53, 55]. The wavelet decomposition has been used prior to ICA for diverse aims in previous research. One of the aims is to emphasise the non-Gaussian nature of the observed signals [122]. Besides, the wavelet decomposition itself can be used to remove artefacts [52, 53, 123]. Moreover, the effective number of mixtures can be increased by the wavelet decomposition, thus enhancing the performance of ICA regarding separating signals from a small number of channels [51, 55]. To minimise costs as well as simplify the operation for diagnostic data collection, low-channel count data acquisition is of great importance. Inspired by using wavelet decomposition to expand the numbers of mixtures, we propose to apply wavelet decomposition to generate wavelet components and then apply ICA to separate independent sources. The component selection algorithm is introduced to select the components with which the signals are reconstructed. The criterion of the component selection algorithm is to find the components that maximise the coherence at peak frequency. An interesting future work would be to explore this idea further using a larger number of channels obtained via High-Density sEMG.

Another proposed method regarding denoising of EEG and sEMG signals focused on the use of dictionary learning and sparse representation techniques, which have been widely used for denoising audio, video and image signals. Using the sparse signal representation makes it possible to filter components related to noise by spreading them with their intensity reduced. A common dictionary is
assumed for EEG and sEMG, and thus the investigation turned to their sparse coefficients. Even if the sparse representation alone cannot remove some of the components which are irrelevant to the considered activity, the further component selection algorithm helps to extract the coherent components.
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