Chirp-control of resonant high-order harmonic generation in indium ablation plumes driven by intense few-cycle laser pulses
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Abstract: We have studied high-order harmonic generation (HHG) in an indium ablation plume driven by intense few-cycle laser pulses centered at 775 nm as a function of the frequency chirp of the laser pulse. We found experimentally that resonant emission lines between 19.7 eV and 22.3 eV (close to the 13th and 15th harmonic of the laser) exhibit a strong, asymmetric chirp dependence, with pronounced intensity modulations. The chirp dependence is reproduced by our numerical time-dependent Schrödinger equation simulations of a resonant HHG by the model indium ion. As demonstrated with our separate simulations of HHG within the strong field approximation, the resonance can be understood in terms of the chirp-dependent HHG photon energy coinciding with the energy of an autoionizing state to ground state transition with high oscillator strength. This supports the validity of the general theory of resonant four-step HHG in the few-cycle limit.
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1. Introduction

High-order harmonic generation (HHG) in ablation plumes has been studied extensively in recent years [1–3]. In this process, coherent [4] short-wavelength radiation is generated through the interaction of an intense femtosecond laser pulse with matter ablated from a surface by a separate laser pulse. Compared to the gaseous atomic nonlinear media (typically the rare gases) usually employed for HHG, ablation plumes allow a very wide range of elements to be studied [3]. Further, by controlling the ablation conditions, neutral atoms and ions can be produced in the plume in their ground-states as well as in electronically excited states. A particularly interesting feature of this process is the observation of resonantly-enhanced coherent radiation which we shall refer to as “resonant harmonics”. These resonant harmonics can be enhanced significantly (by up to 2 order of magnitude [1, 2]) compared to neighbouring non-resonant ones. This increased harmonic flux is of potential importance for applications of the radiation, such as coherent diffractive imaging [5] and attosecond pulse generation [6–10].

The resonant enhancement observed when the harmonic frequency is close to that of the transition between the ground state and an autoionizing state (AIS) of the generating species can be understood in terms of a four-step model [11], which is based on the well-known three-step model for HHG in gas atoms [12, 13]. In both models, the first two steps (tunnel ionization, followed by laser-acceleration of the electron in the continuum) are essentially the same. However, in the four-step model, the third step of the three-step process (radiative recombination from the continuum to the ground-state) is replaced by a trapping of the electron in an AIS, followed by a fourth and final step which is a relaxation to the ground state and the emission of a short-wavelength photon. This can occur with higher probability than the three step process due to the large inelastic scattering cross-section governing the trapping in the AIS, and the high oscillator strength of certain ground-AIS transitions.

A generalized theory of HHG [14] based on the four-step model shows that resonant harmonic spectrum, \( \mu(\omega) \), can be expressed as

\[
\mu(\omega) = \mu_{\text{NR}}(\omega) F(\omega)
\]

where \( F(\omega) \) is the resonant enhancement factor (which is unity far from resonance), and \( \mu_{\text{NR}}(\omega) \) is the spectrum in the absence of resonances. In this work, we studied relatively low order harmonics (around 13th and 15th order) in the vacuum ultraviolet (VUV), which is of particular interest for pump-probe experiments [15, 16]. In the case of few-cycle drive pulses, \( \mu_{\text{NR}}(\omega) \) takes the form of broad harmonic peaks in this spectral range [16–18] which can overlap with a number of narrower resonances in the generating medium described by \( F(\omega) \).
This leads to the emission of a spectrum, \( \mu (\omega) \), in which resonant lines of highest oscillator strength are picked out where they overlap with \( \mu_{\text{NR}} (\omega) \). Consequently, the emission lines can be detuned from the center frequencies of the non-resonant harmonic. The influence on the resonant spectrum of the chirp of the drive pulse has been investigated for multi-cycle drive pulses [19–21], but there has been very limited experimental data in the few-cycle regime [22]. In this work, we experimentally studied the chirp dependence of resonant HHG in an indium ablation plume using few-cycle drive pulses (3.5 fs) which are close to the typical lifetime of the AIS involved. Our data are consistent with Eq. (1) showing that this formalism is valid in the few-cycle limit as well. Moreover, our results reveal opportunities for the chirp control of resonant harmonics.

2. Experimental setup

The experimental setup is shown in Fig. 1. A chirped-pulse-amplification (CPA) Ti: sapphire laser (Femtolasers GmbH, Femtopower HE CEP) provided carrier-envelope phase (CEP) stabilized pulses (CEP fluctuations of < 250 mrad rms, from single-shot measurements) of 28 fs duration and energies of up to 2.5 mJ at a repetition rate of 1 kHz. For these experiments, 1 mJ pulses were focused into a 1-m-long differentially pumped hollow core fiber (250 \( \mu \)m inner core diameter) filled with neon, to spectrally broaden the pulses [23–25]. These pulses were then compressed by 10 chirped mirrors (PC70 Ultrafast Innovations GmbH) and a pair of fused-silica wedges (OA124, Femtolaser GmbH) to finely tune the group delay dispersion (GDD). The resulting compressed pulses used for these experiments had a center wavelength of 775 nm, a pulse energy of 0.5 mJ and a near Fourier transform-limited pulse duration of \( \sim 3.5 \) fs (equivalent to 1.4 optical cycles). The pulse duration was measured by a spatially encoded arrangement for spectral shearing interferometry for direct electric field reconstruction (SEA-F-SPIDER) [26].

Fig. 1. Experimental setup. (a) Intense few-cycle (~3.5 fs) pulses from a hollow-fiber pulse compressor were used to generate resonant harmonics in an indium ablation plume. The high harmonics were analyzed with an XUV spectrometer as a function of the pulse GDD which was controlled using a pair of wedges. A beamsplitter before the laser compressor was used to obtain synchronised ablation pulses (23 ps duration). (b) The indium plume was produced by
irradiating a rotating indium rod with the ablation pulses. High harmonics could also be generated in the same beamline by translating into the beam a gas tube target.

To generate high-order harmonics, the few-cycle pulses were directed into a HHG beamline [24] that permits the use of both gas-phase and ablation plume nonlinear media for HHG. The few-cycle pulses were focused with a \( f = 70 \) cm concave mirror (confocal parameter \( b \approx 10 \) mm). The focusing position for the ablation plume target was found by optimising the resonant harmonic signal. It corresponded to focusing the few-cycle pulses just a few mm before the target. Under these conditions, both short and long trajectory contributions to the resonant emission are expected. The indium ablation plume was created by ablating the surface of a rotating indium target with a laser pulse arriving 36 ns [2] before the HHG drive pulse. The ablation laser pulse was obtained by splitting off part of the CPA laser beam before the compression gratings with an 80:20 beamsplitter. The ablation pulse had a center wavelength of 800 nm and a pulse duration of 23 ps. An attenuator comprising a half-waveplate and polarizer permitted the ablation pulse energy on target to be controlled in the range 0-110 \( \mu \)J. The ablation pulses were focused to a peak intensity of \( 1.3 \times 10^{11} \) W/cm\(^2\) onto the indium target with a 40 cm focal length lens. The indium targets (Ktech, 99.9% purity) were 15 mm in diameter and rotated at 30 RPM by a DC motor. Rotating the target considerably improves the stability of the generated harmonics compared with fixed targets in the case of higher pulse repetition rate (1kHz) [27].

The harmonics were analyzed using a spatially-resolving XUV spectrometer with a grazing incidence flat-field grating (1200 lines/mm, Hitachi). The harmonic radiation was detected with an imaging microchannel plate (MCP) detector (Photonis USA, Inc.) read out by a CCD camera (CoolView FDI, Photonic Science). The maximum error in the absolute wavelength calibration in the 15-25 eV range was \( =0.3 \) eV. Spatially-resolved HHG spectra were recorded for different drive pulse CEP and chirp. To alter the chirp of the drive pulses, one of the fused-silica wedges (2.8° wedge angle) after the hollow fiber was translated through the beam by a computer-controlled motorized stage. In this way the GDD (linear chirp) could be varied. Each 100 \( \mu \)m of fused silica inserted/removed from the beam corresponds to an increase/decrease of the GDD by \( \sim 3.5 \) fs\(^2\). Inserting more/less wedge into the beam compared to the optimal compression position gave positively/negatively chirped pulses respectively. For a linearly chirped Gaussian pulse, the chirped pulse duration is given by

\[
\Delta t_{\text{chirped}} = \frac{\sqrt{\Delta t_{\text{TL}}^2 + 16 \ln(2)^2 \phi_2^2}}{\Delta t_{\text{TL}}}
\]

where \( \Delta t_{\text{TL}} \) is the transform-limited (unchirped) pulse duration and \( \phi_2 \) is the GDD. The simulations in Fig. 2 show how the pulse duration and GDD vary as a function of the relative wedge insertion for \( \Delta t_{\text{TL}} = 3.5 \) fs. The chirped pulse duration can be seen to increase symmetrically around the zero wedge insertion position. We define the zero position as the wedge position that results in the shortest pulse duration at the ablation plume, with positive/negative insertion resulting in positively/negatively chirped pulses. This position is determined by maximising the high harmonic cut off in neon, which is delivered into the interaction region using the gas target on the combined ablation plume/gas needle apparatus. Numerical examples of unchirped and chirped pulses are shown above the main plot in Fig. 2.
Fig. 2. Simulated examples of pulse chirping. The main plot shows the pulse duration (blue curve, left axis) and GDD (green line, right axis) as a function of wedge insertion into the drive laser beam. The curves were calculated using the known dispersion of fused silica at 775 nm. The wedges are used to fine-tune the GDD after a hollow fiber pulse compressor. The zero wedge insertion position corresponds to the wedge insertion that yields an unchirped 3.5 fs pulse. The electric field waveforms for a negatively chirped (left, blue), unchirped (center, green) and positively chirped (right, red) pulses are shown above the main plot.

Translating the wedges also introduces a change to the CEP of \(-4\pi/100\) μm for fused silica wedges at 775 nm. Due to the very short duration of our laser pulses, a \(2\pi\) change in the CEP achieved by inserting an extra 50 μm of fused silica already broadens our 3.5 fs pulse to almost 4 fs. In this paper we present chirp scans over a relatively large wedge insertion range of \(-400\) μm, where both the CEP and pulse chirp are varying. This is fully accounted for in our simulations.

3. Experimental results

Figure 3(a) shows the measured HHG spectrum (integrated over a divergence of \(+/−0.5\) mrad) from the indium ablation plume as a function of GDD (bottom axis). The estimated laser pulse duration (assuming that the 0 wedge position corresponds to a 3.5 fs transform limited Gaussian pulse) is shown on the top axis, with positively/negatively chirped pulses to the right/left of the minimum pulse. The peak intensity at the minimum pulse duration position was \(~10^{14}\) W/cm² decreasing on either side of this position as the inverse of the pulse duration. The spectrum at each wedge position was integrated over about \(10^9\) laser pulses. Note that atomic indium, with its low ionization potential (5.8 eV), is ionized on the rising edge of the driving pulse at intensities which are at least an order of magnitude lower than the peak intensity. Low order harmonics which might be generated during atomic indium photoionization are not studied here. On the other hand, doubly-charged indium ions have a much high ionization potential (28 eV) and are not significantly ionized by the laser pulse. So we can conclude that the emission spectrum in the range of 17-25 eV studied in this paper is generated predominantly by singly-charged indium ions.
Fig. 3. Experimental data. (a) Measured emission spectrum from the indium ablation plume irradiated by 775 nm pulses as a function of the wedge insertion (GDD) in the drive pulse. The minimum pulse duration was ~3.5 fs at the 0 GDD position. The pulse durations on the top axis are calculated assuming that this corresponds to a Fourier transform limited pulse. Three resonant harmonics are observed at approximately 19.7, 20.5 and 22.3 eV which are maximized at different wedge positions. (b) Spatially-resolved spectrum obtained with the 3 fs$^2$ of GDD on the drive pulse.

Figure 3(b) shows the spatially-resolved HHG spectrum at the wedge insertion position corresponding to 3 fs$^2$ GDD, for which all the observed spectral features are prominent. The low beam divergence (FWHM divergence =1 mrad) is similar the divergence of high harmonics from a Ne gas target obtained in the same beamline.

Three spectral features are evident at 19.7, 20.5 and 22.3 eV which respond differently as the chirp is changed. As detailed in Table 1, the energies of these features correspond closely
to transitions between AISs and either the ground state of \( \text{InII} \) (19.7 eV feature) or an excited state \( \text{InII}\(^*\) (20.5 and 22.3 eV features) with relatively large oscillator strength [28]. No other spectral features were observed in this energy range under our experimental conditions, even when the MCP voltage was increased to saturate the signal of the three aforementioned lines. These three features are in the vicinity of the 13\(^{\text{th}}\) (20.8 eV) and 15\(^{\text{th}}\) harmonic (24.0 eV) of the 775 nm (1.6 eV) pulse.

### Table 1. Assignment of the experimentally observed spectral features.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Transition</th>
<th>Energy theory (eV)</th>
<th>Energy experiment (eV)</th>
<th>( \text{gf-value}) theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{InII})</td>
<td>4d(^{10})5s(^2) (\rightarrow) 4d(^{9})5s5p(^:)</td>
<td>19.92</td>
<td>19.7</td>
<td>1.11</td>
</tr>
<tr>
<td>( \text{InII}(^*)</td>
<td>4d(^{10})5s5p (\rightarrow) 4d(^{9})5s5p(^2):</td>
<td>20.53</td>
<td>20.5</td>
<td>0.40</td>
</tr>
<tr>
<td>( \text{InII}(^*)</td>
<td>4d(^{10})5s5p (\rightarrow) 4d(^{9})5s5p(^2):</td>
<td>21.98</td>
<td>22.3</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Spectroscopic notation is used, e.g. \( \text{InII} \) refers to the singly charged ion \( \text{In}^+ \). The theoretical values [28] are derived from multi-configuration Hartree-Fock calculations. The experimental values were obtained using the dual laser plasma technique. A number of closely spaced lines are identified in [28] in the vicinity of 20.5 eV. We have selected the transition with the highest oscillator strength.

The measured chirp dependence of each emission line is asymmetric and shows some complex modulated structure. Within our wedge scan range, each line is enhanced for positively chirped drive pulses, though the 20.5 eV line also shows enhancement for negative chirp.

**4. Numerical simulations and discussion**

To simulate our experimental results, we numerically solved the three-dimensional time-dependent Schrödinger Eq. (3D TDSE) for a model ion in the laser field based on the four-step model for HHG [11] using the single-active electron approximation. The potential reproducing the interaction of the active electron with the nucleus and with the rest of electrons was chosen in the form suggested [11]. It can be written as a combination of a soft-core Coulomb potential and the barrier, thus allowing for the quasi-stable state with the positive energy modelling the AIS:

\[
V(r) = -\frac{Q+1}{\sqrt{a_0^2 + r^2}} + a_1 \exp\left[-\left(\frac{r-a_2}{a_3}\right)^2\right]
\]

where \(Q\) is the charge state of the generating system (in the case of \( \text{InII} \) (or \( \text{InII}\(^*\) it is 1), and \(a_0, a_1, a_2, a_3\) are constants chosen to replicate the properties of the generating system such as the ground state energy (the ionization potential of \( \text{InII} \) is 18.87 eV), AIS energy and AIS width. The latter is found from the experimental data presented in [24]. Note that for the transition with energy 19.92 eV this width corresponds to the AIS lifetime of 3.3 fs thus close to the duration of our laser pulse (3.5 fs).

Due to the large bandwidth of the few-cycle pulses used in our experiment, the emission spectrum consists of several lines emitted from populated AIS embedded in the continuum. Thus, the generation of the experimentally observed lines can be described within the framework of resonant HHG theory [11, 13]. According to this theory [13], the generation of each line can be considered separately, since the lines are well localized and the energy differences between the adjacent lines are much greater than the linewidths. Hence, we numerically solved the 3D TDSE for each line separately with the parameters for our model potential (Eq. (3)) chosen to match each transition in Table 1.

The modification of an initially transform-limited laser pulse in passing through the wedges can be expressed as
\[ E(\omega) = E_{\text{TL}}(\omega, \phi_{CE}) \exp[-i\phi(\omega)] \]  

(4)

where \( E_{\text{TL}}(\omega, \phi_{CE}) \) is a transform-limited 1.5 cycle sine-squared pulse (the duration of which is the closest to the one used in the experiment) of central wavelength 775 nm and peak intensity of \( 10^{14} \text{ W/cm}^2 \) with CEP = \( \phi_{CE} \), and spectral phase \( \phi(\omega) = n(\omega)\omega L/c \), where \( n(\omega) \) is the refractive index of the wedges (fused silica), \( L \) the additional material path introduced by the wedges (\( L = 0 \) corresponds to wedge position for TL pulses), and \( c \) is the speed of light. In the TDSE simulations we used the standard Taylor expansion of the spectral phase up to second order around the central frequency, \( \omega_0 \), to allow us, for these computationally-expensive calculations, to efficiently cover the relatively broad GDD range used in our experiment:

\[ \phi(\omega) = \phi_0 + (\omega - \omega_0)\phi_1 + \frac{1}{2}(\omega - \omega_0)^2\phi_2 \]  

(5)

where \( \phi_0 \) is a common phase shift, \( \phi_1 \) is the group delay (GD), and \( \phi_2 \) is the GDD. To simulate our wedge scans, we set \( \phi_{CE} = 0 \) (initial cosine waveform with respect to the envelope) and scanned \( L \). As \( |L| \) (and hence \( |\text{GDD}| \)) is increased, the CEP is changed, the pulse becomes linearly chirped and its duration is increased.

The TDSE simulation results are shown in Fig. 4 for each of the three emission lines. We note that these are single-atom calculations and hence no phase-matching effects are included. In agreement with the experimental results, the calculated chirp dependence is asymmetric with the general trend of stronger emission for positively chirped pulses. A complex modulated structure is also evident. The effect of higher order dispersion terms (not included in our TDSE simulations, though accounted for in our SFA calculations) may account for some of the differences between theory and experiment. To isolate intensity from chirp effects, we carried out separate simulations in which the peak laser intensity was varied for a transform-limited pulse with a constant CEP of duration 3.7 fs. The results are shown in Fig.
5. The peak laser intensity at each horizontal position in the plot is the same as the chirp scan in Fig. 4 at the same axis position.

![Simulated emission spectrum as a function of the peak laser intensity for unchirped pulses of 3.7 fs duration. The peak intensity is the same as in Fig. 6. The dashed vertical line marks the position of the maximum intensity (1.3×10^{14} W/cm^{2}) in this simulated scan. The intensities of the lines are corrected taking into account \(gf\)-factors of the transitions (see Table1).](image)

It is obvious that, neglecting CEP/chirp effects, the intensity variation arising from the wedge scan would lead to symmetric emission structures around the maximum intensity (white dashed line at 1.3×10^{14} W/cm^{2}). As shown in Fig. 5, for all three lines, there is a local minimum in the emission intensity at the peak drive laser intensity. The asymmetries with respect to the zero GDD position seen in the experimental and full simulated wedge scans are clearly CEP/chirp effects.

A conceptual model for the chirp dependence of resonant harmonics can be developed as follows. It is well-known that the HHG spectrum generated by few-cycle pulses can be quasi-continuous near the spectral cutoff, a result of there being only a single recollision event during the pulse with sufficient energy to produce this radiation [29–31]. However, for lower frequency emission in the HHG plateau (typically in the VUV range, as in this experiment), spectral modulation is pronounced since even for a few cycle drive pulse, several recollisions at consecutive laser half cycles can contribute to the emission. Due to the change of the generating field from one half-cycle to another in the few-cycle pulse, the periodicity of the emission can be different from the half-cycle periodicity typical for a multi-cycle laser pulse. The VUV radiation in a certain spectral range is emitted in a small number of consecutive bursts [32, 33]. The time delay between the bursts is not exactly equal to the laser half-cycle and depends on the VUV frequency, laser pulse CEP [33, 34], chirp [32] and intensity. In the frequency domain the interference of the bursts leads to the modulation of the HHG spectrum, and the periodicity of the modulation is the inverse time delay between the bursts. This results in a complex picture of harmonic interference maxima ("fringes") as a function of the drive laser chirp.

To simulate these fringes, we have conducted numerical modelling of non-resonant HHG with chirped laser pulses under the strong field approximation (SFA) [35, 36] using the saddle-point method. An integration gate was employed that allowed contribution from both
short and long trajectories on the first recollision. The ionization potential was set to that of InII (18.87 eV), the laser wavelength was 775 nm, and the transform-limited pulse duration and peak intensity were 4 fs and $1.3 \times 10^{14}$ W/cm$^2$, respectively. The material dispersion of the wedges was treated to all orders by using a Sellmeier expression for the refractive index of fused silica. The chirped pulses were modelled as in the TDSE simulations described above. Intensity averaging [37] was used to simulate macroscopic propagation. This involves coherently summing the time-dependent dipole over an appropriate range of intensities to model the laser intensity variation within the interaction volume. The results are shown in Fig. 6. A complex interference pattern is observed, which even in the absence of ionization [38] shows a chirp asymmetry. Overlaid are the three indium resonant frequencies that were used in our TDSE simulations.

![Fig. 6. SFA simulation of non-resonant HHG with chirped laser pulses following propagation through a fused silica wedge pair. A logarithmic intensity scale has been used to highlight the complex modulations in signal intensity. The three horizontal lines correspond to the experimental frequencies of the indium resonance lines at 19.7 eV, 20.5 eV and 22.3 eV.](image)

The theory of resonant HHG [14] predicts (see Eq. (1)) that the conditions for which the emission is resonantly enhanced in a wedge-scan can be understood as the intersection of the non-resonant fringe pattern and the resonant frequencies in Fig. 6. In Fig. 7(c) we use Eq. (1) to plot the resonant behavior. To aid comparison with the experimental data, the resonant factors $F(\omega)$ were set to arbitrary values to ensure equal maximum signal levels for each resonant line, and with widths approximately matching the experimental widths.
Fig. 7. Comparison of experimental data and simulations. (a) Experimental data, (b) TDSE calculations, (c) product of non-resonant SFA simulations and resonant factors. Note that in (b) and (c) the theoretical resonant frequencies were used from Table 1.

The radiation measured in our experiments arises from both microscopic (single emitter) and macroscopic (propagation) effects. To estimate the relative importance of propagation effects, we first consider phase-matching with coherence length, $L_{\text{coh}} = \frac{\pi}{\Delta k}$, where $\Delta k$ is the wave vector-mismatch. In our experiments we used relatively loose focusing ($b \approx 10 \text{ mm}$) and a thin target ($L_{\text{med}} \approx 0.1 \text{ mm}$) and hence we can neglect the geometric contribution to $\Delta k$. We can also ignore the ionic contribution to the refractive index (RI) change for the fundamental, and the electron contribution to the change in RI for the VUV emission. Hence,
the wave vector-mismatch can be written as:

\[ \Delta k = \frac{\varepsilon}{e} \left( \Delta n_{\text{ions}}^{(\text{ions})} - \Delta n_{\text{ions}}^{(\text{elecs})} \right), \]

where \( \Delta n_{\text{ions}}^{(\text{ions})} \) is the RI change for the emitted radiation due to ions [22] and \( \Delta n_{\text{ions}}^{(\text{elecs})} \) is the RI change for the fundamental due to free electrons. Based on similar experiments, e.g [39], we estimate our target density to be \( 1 \times 10^{17} \text{ cm}^{-3} \) (or likely less) which we take to be both the InII and free electron densities. The maximum value of \( \Delta n_{\text{ions}}^{(\text{ions})} \) is achieved near the resonance. Calculating this maximum value using parameters of the 19.92 eV transition (the one with the highest oscillator strength) from [28] we find that for our conditions \( \left| \frac{\Delta n_{\text{elecs}}}{\Delta n_{\text{ions}}} \right| > 4 \). Thus, the dominant contribution to the phase-matching is due to the free electrons. The coherence length for the frequencies near the resonance for these conditions is found to be approximately 1 mm. Therefore \( L_{\text{coh}} / L_{\text{med}} > 10 \), and we can conclude that the resonant emission spectrum is not significantly modified by phase-matching. The absorption of the generated radiation, with absorption length \( L_{\text{abs}} \) near the resonance could also be important. However, we estimate that for our conditions that \( L_{\text{abs}}^{(\text{min})} / L_{\text{med}} > 5 \) and hence the observed spectrum is not changed significantly by absorption. Overall, we can thus conclude that propagation effects are not important in shaping the measured spectrum and that single-emitter simulations should be sufficient to capture the main features of the experimental data.

Qualitative agreement of the theoretically obtained results with the experiment data is obtained. It becomes apparent that the experimentally observed structures that are asymmetric with laser chirp, as well as the minima for zero chirp, arise from the intersection of the resonant frequencies and the asymmetric chevron-like non-resonant HHG intensity pattern.

5. Conclusions

In conclusion, we have experimentally studied the effect of laser chirp on VUV (around 20 eV) resonant high harmonics generated in an indium ablation plume by few-cycle pulses with a center wavelength of 775 nm. We find that the resonant emission shows a strong chirp dependence, with pronounced modulations and an asymmetry with regard to the sign of chirp. We have numerically simulated the single-particle response by solving the 3D TDSE for the model ion having quasi-stable state. The simulations reproduce qualitatively the main features of the data, in particular the positive/negative chirp asymmetry and modulated resonant emission structure as a function of GDD. We also carried out TDSE calculation where only the intensity of the pulse was changed. These show that the observed chirp dependence cannot be attributed to changes in the peak laser intensity alone. Separately, we performed SFA simulations of HHG as a function of laser chirp using intensity averaging. The SFA results show a complex harmonic intensity distribution. The overlap of the resonant lines’ photon-energies with this distribution, as described in the theory of resonant HHG, picks out a resonant emission spectrum which is in good agreement with the experimental data. This work thus provides, to the best of our knowledge, the first experimental verification of the resonant HHG theory in the few-cycle limit. Furthermore, the ability to control the resonant emission by making relatively small changes to the chirp of the drive pulse provides a straightforward way to control the relative intensities of different coherent emission lines. In some cases, it should be possible to effectively switch lines on or off using the laser chirp. Through careful choice of the ablation target, the photon energies of these ultrafast pulses could be tailored for a particular application, for example in pump-probe studies.
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