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We obtain the exact generalised hydrodynamics for the integrable Toda system. The Toda system can be seen in a dual way, both as a gas and as a chain. In the gas point of view, using the elastic and factorised scattering of Toda particles, we obtain the generalised free energy and exact average currents, and write down the Euler hydrodynamic equations. This is written both as a continuity equation for the density of asymptotic momenta, and in terms of normal modes. This is based on the classical thermodynamic Bethe ansatz (TBA), with a single quasiparticle type of Boltzmann statistics. By explicitly connecting chain and gas conserved densities and currents, we then derive the thermodynamics and hydrodynamics of the chain. As the gas and chain have different notions of length, they have different hydrodynamics, and in particular the velocities of normal modes differ. We also give a derivation of the classical TBA equations for the gas thermodynamics from the factorised scattering of Toda particles.
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1 Introduction

Recently there has been a lot of activity in the study of many-body systems out of equilibrium. In one dimension, integrability has a striking effect on non-equilibrium physics, because the presence of infinitely many conserved quantities and ballistic currents prevent the usual thermalisation processes to occur. In the quantum context, works on quantum quenches have led to the notion of generalised Gibbs ensembles (GGEs) [1] (see the reviews [2, 3]). It is found that large, isolated, homogeneous integrable systems locally relax to states that maximise entropy with respect to the infinity of available local and quasi-local [4, 5] conserved quantities. For inhomogeneous and non-stationary states, one uses local entropy maximisation as the core principle of hydrodynamics [6]. Combined with GGEs, this gives generalised hydrodynamics (GHD) [7, 8, 9, 10].

GGEs and GHD are most conveniently formulated in the language of the thermodynamic Bethe ansatz (TBA) [11, 12]. Despite originally for quantum models, TBA is a flexible language based on scattering theory, adaptable to classical models, see [13, 14, 15, 16, 17, 18, 19, 20, 19] for equilibrium thermodynamics, [21, 22, 23, 24, 25] for
hydrodynamics of soliton gases, and [26, 27, 28, 29] for the modern notions of classical GGEs and GHD. A powerful and general framework for the thermodynamics and hydrodynamics of integrable models is therefore proposed (see the discussions in [29, 30, 31]).

In this paper, we construct the GGEs and Euler GHD for the Toda system [32]. The goal is to illustrate GHD in a classical interacting particle model that is simple enough yet non-trivial, and that is in principle amenable to accurate numerical simulations [33]. The main new results are the exact GGE averages of conserved currents, the Euler hydrodynamic equations, and the fluid normal modes. By considering appropriate scattering states, this paper also serves to emphasise that the structure of the TBA depends on the choice of vacuum, and that a good choice may reduce the complexity of the calculations. We finally show how the classical TBA can be derived from first principles.

The Toda system can be seen either as a chain of “displacements” with nearest-neighbour interaction as originally conceived by Toda [34], or as a gas (or fluid – no low-density assumption is made) of labelled Galilean particles moving in \( \mathbb{R} \) with exponential repulsion [35]. The two viewpoints lead to slightly different hydrodynamics: the notion of length in the chain – the number of sites – is different from that in the gas – the distance between the particles’ positions. There is a duality whereby total “charge” and “volume” are exchanged: the number of gas particles is the chain volume, while the sum of displacements, a chain topological charge, is the gas volume. Accordingly, we consider two thermodynamic ensembles dual to each other: in the gas language, these are fixed chemical potential and volume (ensemble \( \mathcal{E}_{\text{Landau}} \)), and fixed pressure and number of particles (ensemble \( \mathcal{E}_{\text{Gibbs}} \)). We construct GGEs in both languages of \( \mathcal{E}_{\text{Landau}} \) and \( \mathcal{E}_{\text{Gibbs}} \), and we develop the GHD for both the gas and the chain.

The techniques we use are based on a classical scattering analysis. The scattering states above the chain’s vacuum are formed by soliton waves and radiative corrections [36, 37]. We consider instead the simpler scattering states above the gas’s vacuum, which are the asymptotic, freely propagating Toda particles themselves [35]. The scattering of Toda particles is elastic and factorises, and the exact scattering shift can be evaluated by elementary calculations. The asymptotic momenta are the eigenvalues of the Toda Lax matrix [38]. Inserting this in the Boltzmann-statistics, Galilean TBA gives the GGE specific Landau free energy. Following [7, 8, 29], the exact gas currents are also written, giving the GHD for the gas. The picture is similar to that of the hard rod [39, 6] or classical soliton gases or “flea gases” [21, 25, 28]: an effective velocity emerges due to the scattering shift of the Toda particles.

Using the equivalence of ensembles, we then establish the relation between the averages of currents in the gas and the chain. From this, we develop the chain GGEs and GHD. There too, there is a natural interpretation of the effective velocity using particle collisions.

Finally, we provide a first-principle derivation of the TBA free energy formula from the definition of the ensemble \( \mathcal{E}_{\text{Landau}} \) and the classical scattering of the Toda particles. We recast the partition function into multiple integrals over momenta of asymptotic particles. We evaluate the entropy (“state density”) associated to a given set of momenta in
terms of the scattering shift, and deduce the classical TBA equations from a mean-field approximation. The derivation is not specific to the Toda gas, and, with slight extensions, should apply to classical integrable systems more generally.

The classical TBA of various models has been derived from a semi-classical analysis of the quantum TBA, see the review [26], and from the inverse scattering method, see e.g. [15, 18, 19]. The derivation we present is related to, but different from, the latter. The thermodynamics of the classical Toda system has been studied, see the review [40]. Theodorakopoulos [13] and Opper [14] took a semi-classical limit of the quantum Toda TBA, obtaining the equilibrium thermodynamics of the classical model. It is a simple matter to extend their result to GGEs. The gas GGE we have obtained agrees with this semi-classical result. A more in-depth semi-classical analysis has been provided in [41], which appeared shortly after the first version of the present paper.

Interestingly, H. Spohn has observed [42] that the ensemble $E_{\text{Gibbs}}$ for the Toda chain is related to the Dumitriu-Edelman random matrix theory model [43]. By taking an appropriate limit of the Dumitriu-Edelman model, the specific Gibbs free energy can be obtained. This gives a direct relation between the thermodynamics of integrable systems and random matrix theory, and an almost rigorous derivation of the Toda thermodynamics itself. The chain GGE we have obtained agrees with this random matrix theory approach, and the Dumitriu-Edelman eigenvalues are related to the asymptotic Toda momenta.

The paper is organised as follows. In section 2, we discuss the model and establish the relation between the gas and the chain. In section 3, we discuss the scattering of Toda particles and develop the thermodynamics and hydrodynamics. In section 4, we provide our derivation of the classical TBA from Toda scattering. We conclude in section 5.

2 Relation between the Toda gas and chain

2.1 Hamiltonian and thermodynamic limit

Let $N \in \mathbb{N} = \{1, 2, 3, \ldots\}$. For every $m \in \mathbb{Z}$ let $p(m)$ and $x(m)$ be independent canonical variables, with Poisson bracket \( \{p(m), x(m')\} = \delta_{m,m'} \). For $m > N$ and $m < 1$, set $p(m) = 0$ and $x(m) = (m - 1)\Lambda$ with $\Lambda \to \infty$ – these are non-dynamical and used here for notational convenience (see [35]). Let the hamiltonian be

$$H = \sum_{m \in \mathbb{Z} \cap [1,N]} \left( \frac{1}{2} p(m)^2 + e^{-r(m)} \right) = \sum_{m \in \mathbb{Z}} \left( \frac{1}{2} p(m)^2 + e^{-r(m)} \right), \quad r(m) = x(m + 1) - x(m).$$

This model can be seen in two different ways. It is first the open classical Toda chain, with $N$ sites $m \in \mathbb{Z} \cap [1,N]$ and on each site the conjugate dynamical variables $p(m) \in \mathbb{R}$ and $x(m) \in \mathbb{R}$. The choice of open boundary conditions is for convenience of the discussion; as we will be considering the thermodynamic limit, the results are expected to hold as well, in this limit, for the periodic chain. It is also the classical Toda gas, with
$N$ particles parametrised by $m$ lying at positions $x(m)$ and having conjugate momenta $p(m)$. In the gas viewpoint, only particles with neighbouring labels interact, and they repel each other in the direction that tends to keep the particle ordering on the line the same as the label ordering. In the chain viewpoint, only neighbouring sites interact, and the chain tends to “slant”, separating the dynamical variables $x(m)$ as much as possible with a positive slope. In particular, there is no solution that reaches the infimum energy (which is 0) of the hamiltonian $H$.

In the viewpoint of a gas, the number of particles is

$$N = \sum_{m \in \mathbb{Z} \cap [1,N]} 1$$

and we may define the “oriented volume” as

$$R = x(N) - x(1) = \sum_{m \in \mathbb{Z} \cap [1,N-1]} r(m).$$

This variable can take positive and negative values, see below.

In the chain viewpoint, by contrast, $N$ is the volume, and $R$ is a topological charge, depending on the end-point dynamical variables only. In this viewpoint, one usually includes a pressure term in the hamiltonian itself, by the addition of $Pr(m)$ for some $P > 0$ within the sum in (1). With this term, there is a lowest-energy solution. The topological charge $R$ is related to a “counting” of Toda chain’s solitons, much like $N$ counts particles in the gas viewpoint. For instance, at $P = 1$, in the lowest energy solution, all particles stand at the same position, and in this case, $R$ is the total strength of solitons in multi-soliton solutions of the Toda chain. However, to be precise, in a generic solution one must also account for radiative corrections, which contribute to $R$. Besides making some comments, we will not discuss further solitons and radiative corrections.

We will be interested in taking the thermodynamics limit, constructing states with, almost surely,

$$N, |R| \to \infty, \quad R/N = \nu \text{ finite and fixed.}$$

The states are thermodynamic ensembles, where the pressure $P > 0$ is seen as the thermodynamic dual to the oriented volume $R$, and is sufficient to confine the gas. With strong enough pressure, the variable $\nu$ may take negative values. The quantity $|R|$ from (3) is in any case a good approximation of the actual volume occupied by the gas in all states of interest; it gives the exact scaling of the actual volume with $N$ in the thermodynamic limit. In the gas picture, $|\nu|^{-1}$ is the particle density per unit length and $\text{sgn}(\nu)$ is the approximate ordering of the particles’ positions with respect to their labels in the state of interest; we will refer to $\text{sgn}(\nu)$ as the ordering signature. In the chain picture, $\nu$ is the topological charge per site. In order to have a more uniform description, in discussing average densities in the gas picture, it will be convenient to consider “oriented lengths”, with for instance the quantity $\nu^{-1}$ being the average particle density per unit oriented
length. Note that at \( \nu = 0 \), there is a seeming singularity in the gas thermodynamics, as all particles lie within a “small” volume; however this can be removed by appropriate choice of coordinates. There is no singularity of the chain thermodynamics at \( \nu = 0 \).

The model has a natural symmetry under simultaneous shift of all \( x(m) \), translation symmetry in the gas picture. This is a gauge degree of freedom, as it forms a non-compact group, and we fix it in order to define the state and to make sure that, in the thermodynamic limit, finite labels correspond to finite particles’ positions. Explicitly, for convenience, we may fix this gauge by, on each configuration, first setting \( x(1) = -\nu N/2 \) and then re-labelling the dynamical variables \( m \mapsto m + \Delta \), \( \Delta \in \mathbb{Z} \) (translation in the chain), in such a way that \( x(0) \geq 0 \), \( \exists \, m \in \mathbb{Z} : 0 < x(m) < x(0) \); that is, \( 0 \) labels the first particle just to the right of the position \( 0 \). The particles’ positions are almost surely non-coincident, hence this defines uniquely the shift \( \Delta \). Then, in the states of interest, we expect that almost surely, after the thermodynamic limit, for every \( m \in \mathbb{Z} \) we have \( x(m) \in \mathbb{R} \) and \( p(m) \in \mathbb{R} \): positions and momenta are finite for finite labels.

Further, in the arguments below, it is convenient to refer to certain aspects of the distribution of positions which we expect to hold in the states of interest. First, we expect the random variables \( x(m+1) - x(m) \) to have a distribution which is peaked strongly enough around \( \nu \) – for instance with exponential decay. In particular, it is very unlikely that the \( x(m) \)’s not be ordered on large scales. Second, we expect that there exist \( \alpha \in [0,1) \) such that the scaled variables \( (x(m) - \nu m)/m^{\alpha} \) have a limit in distribution at large \( |m| \), which is also peaked strongly enough around \( 0 \). That is, at large label, \( x(m) \) stays around the position \( \nu m \) with fluctuations that are subleading. If the random variables \( x(m+1) - x(m) \) were i.i.d., with \( \nu \) the average, then \( (x(m) - \nu m)/\sqrt{m} \) would tend to a Gaussian in distribution at large \( m \) and so \( \alpha = 1/2 \) is the natural guess (by the law of large numbers) – but this precise value is not necessary for the discussion.

The equations of motion from the classical hamiltonian (1) are

\[
\frac{dx(m,t)}{dt} = p(m,t), \quad \frac{dp(m,t)}{dt} = e^{-(x(m,t)-x(m-1,t))} - e^{-(x(m+1,t)-x(m,t))}.
\]

The thermodynamic states we will consider are stationary, and it is clear, from these equations of motion, that the properties discussed above are preserved in time.

### 2.2 Conserved quantities

Before giving a thermodynamic definition of the states, we need to construct the conserved quantities of the model. The Toda system is integrable, and possesses an infinite number of conserved quantities. A clear way of expressing these conserved quantities is using the Toda system’s Lax pair found in [38]. The Lax matrix can be thought of as the
infinite-dimensional matrix

\[
L = \begin{pmatrix}
0 & \cdots & 0 & a(0) & b(1) & a(1) & 0 & \cdots \\
0 & 0 & a(0) & b(1) & a(1) & 0 & \cdots \\
& \ddots & & & & & & \ddots \\
\cdots & 0 & 0 & a(1) & b(2) & \cdots \\
\end{pmatrix}
\]

(6)

where \( a(m) = e^{-r(m)/2} \) and \( b(m) = p(m) \) (we use a different normalisation than [38]). Because of the prescription on \( p(m) \) and \( x(m) \) for \( m > N \) and \( m < 1 \), the matrix is asymptotically zero on both directions along the diagonal. It satisfies

\[
\frac{dL}{dt} = [M, L]
\]

for appropriate \( M \). As a consequence the trace of its powers

\[
Q_i = 2^{1-i} \text{Tr}(L^i), \quad i = 1, 2, 3, \ldots
\]

(8)

are conserved,

\[
\frac{dQ_i}{dt} = 0.
\]

(9)

As is clear by inspection, these are local conserved charges: that is, for each \( i \), the quantity \( Q_i \) is expressed as a sum over chain sites of local chain observables. More precisely, we say that a chain observable \( o^c(m, t) \) is local if there exists \( \ell > 0 \) such that, for all \( m \), \( o^c(m, t) \) is a function only of dynamical variables \( x(m', t), p(m', t) \) with labels \( m' : |m - m'| < \ell \). Then we can write

\[
Q_i = \sum_{m \in \mathbb{Z}} q^c_i(m, t)
\]

(10)

where \( q^c_i(m, t) \) is a local chain observable at \( m \). For instance,

\[
q^c_1(m, t) = p(m, t), \quad q^c_2(m, t) = \frac{p(m, t)^2}{2} + e^{-r(m, t)}
\]

(11)

are the momentum and energy per site, respectively: \( Q_1 \) is the total momentum, and \( Q_2 = H \) is the total energy. These expressions are valid for finite \( N \) under the prescription above Eq. (1). Taking the thermodynamic limit, generically, the \( Q_i \)'s are almost surely infinite. However, they have finite densities.

By locality and conservation, there exist local currents \( j^c_i(m) \) which satisfy

\[
\frac{d}{dt} q^c_i(m, t) + j^c_i(m + 1, t) - j^c_i(m, t) = 0 \quad \forall \ m, i.
\]

(12)
These can be written explicitly, see [42].

It is also possible to write the conserved quantities $Q_i$ in terms of the local gas observables instead of local chain observables. Let $o(x, t)$ be an observable of the Toda gas. Suppose there exists a local chain observable $o^c(m, t)$ and a random almost surely finite set $M(x, t) \subset \mathbb{Z}$, such that the variable $\varepsilon(x, t) = \max(|x - x(m, t)| : m \in M(x, t))$ has probability distribution that decays fast enough at large values, and $o(x, t)$ can be written as

$$o(x, t) = \sum_{m \in M(x, t)} o^c(m, t).$$  

Then $o(x, t)$ is a local gas observable. In general, a local gas observable is a finite sum of such expressions. We then define the local gas densities as

$$q_i(x, t) = \sum_{m \in \mathbb{Z}} q_i^c(m, t)\delta(x - x(m, t)).$$  

This is a density per unit length. We may replace Dirac’s delta function by any finitely-supported function that integrates to one, for instance

$$\delta(x - x(m, t)) \mapsto \frac{\Theta(\varepsilon - |x - x(m, t)|)}{2\varepsilon}$$

for any fixed $\varepsilon > 0$, and we have the form (13) with $M = \{m : |x - x(m, t)| < \varepsilon\}$. These local gas densities satisfy

$$Q_i = \int_\mathbb{R} dx \ q_i(x, t).$$  

Again, by conservation and locality there are local currents,

$$\frac{\partial}{\partial t} q_i(x, t) + \frac{\partial}{\partial x} j_i(x, t) = 0.$$  

A straightforward calculation shows that the currents take the form

$$j_i(x, t) = \sum_m [q_i^c(m, t)p(m, t)\delta(x - x(m, t)) + j_i^c(m, t)(\Theta(x - x(m - 1, t)) - \Theta(x - x(m, t)))].$$

Integrated over smooth functions of $x$ with compact support, these are well-defined observables which only take finite values [45]. The first term in the summand on the right-hand side is clearly a local gas observable. The second term is also local. An argument is as follows. This term can be written as $j_i^c(m, t)(\delta_{m \in S_+(x, t)} - \delta_{m \in S_-(x, t)})$ with $S_+(x, t) = \{m : x(m - 1, t) < x, x(m, t) > x\}$ and $S_-(x, t) = \{m : x(m - 1, t) > x, x(m, t) < x\}$. Define $\varepsilon(x, t) = \max(|x(m, t) - x| : m \in S_+(x, t) \cup S_-(x, t))$. Because each $x(m + 1, t) - x(m, t)$ is peaked strongly enough around $\nu$, the variable $\varepsilon$ has a probability distribution that decays fast enough at large values. Therefore we have the form (13).
We also introduce a convenient notation for the number of particles and the oriented volume, along with their associated conserved densities:

\[ Q_0 = N, \quad q_0^c(m, t) = 1 \quad \text{and} \quad Q_\bar{0} = R, \quad q_{\bar{0}}^c(m, t) = r(m, t) \quad (19) \]

where the chain-local densities are expressed in the bulk, boundary effects being ignored. It is a simple matter to verify that the associated currents are related to the momentum densities as

\[ j_0(x, t) = q_1(x, t), \quad j_{\bar{0}}(m, t) = -q_{\bar{0}}^c(m, t), \quad (20) \]

while \( j_0^\bar{0} = 0 \) and \( j_{\bar{0}} \) has a more complicated expression. The index set for the conserved quantities is therefore extended to \( \{0, \bar{0}, 1, 2, 3, \ldots \} \).

We note that the first equation in (20) is just the expression of Galilean invariance in the gas picture, which states that the mass current equals the momentum density (here the mass is unity). The second equation can be interpreted as a similar statement, but for “particles” being the total topological charge of the Toda chain. The sign is intuitively natural in the soliton picture: a negative amount is added to \( Q_{\bar{0}} \) for a soliton joining large values of \( x(m) - \nu m \) to small values of \( x(m') - \nu m' \), \( m \ll m' \), and since positive momenta \( p(m'') \), \( m < m'' < m' \) correspond to a displacement of this soliton towards the right, the “soliton momentum” at chain site \( m \) is the negative of the \( m \)th particle’s momentum.

### 2.3 Generalised Gibbs ensembles and thermodynamic potentials

We are interested in the generalised Gibbs ensembles (GGEs), where the thermodynamic ensemble involves not only the hamiltonian \( H \), but potentially all conserved quantities \( Q_i \). We may consider the power series expansion \( W = \sum_{i=1}^{\infty} \beta_i Q_i = \sum_{i=1}^{\infty} 2^{1-i} \beta_i \text{Tr}(L^i) \), or more generally, following the ideas appearing in the thermodynamic Bethe ansatz description of GGEs [3], the trace of an arbitrary function of \( L \), say \( w(L) \), which may or may not have a Taylor series expansion \( w(L) = \sum_i 2^{1-i} \beta_i L^i \). With

\[ W = \text{Tr}(w(L)), \quad (21) \]

one generically looses the locality of \( W \); the correct principle replacing it is that of pseudolocality, see [5, 44]. Here we simply assume \( w(L) \) to have appropriate properties, see [42] for a discussion.

The Gibbs state of the \( N \)-particle gas defined with respect to \( H \), or more generally to \( W \), does not exist, because the dynamical variables \( x(m) \) tend to separate infinitely. As mentioned, one common way of defining finite-density states in the Toda model is to add a term proportional to the oriented volume \( R \), which may be interpreted as a pressure \( P \):

\[ W + PR. \quad (22) \]
For any $P > 0$ this confines the particles, and we may enquire about the (generalised) Gibbs free energy $G$ (with constant $N$, varying $R$) and associated state. We may instead consider states with varying number of particles while fixing the oriented volume, and add a chemical potential $\mu$,

$$W - \mu N.$$  

(23)

There, we enquire about the (generalised) Landau potential $\Omega$ (with constant $R$, varying $N$) and associated state. In the chain viewpoint, $-\mu$ is instead interpreted as a pressure, as $N$ is the volume of the chain, and $-P$ is the chemical potential for the total topological charge $R$ (and the interpretations as Gibbs free energy and Landau potential is inverted).

We may then consider two (generalised) ensembles $E_{\text{Gibbs}}$ and $E_{\text{Landau}}$. In the first, we fix $N$ and let $R$ fluctuate, and set

$$\mathcal{E}_{\text{Gibbs}}: Z_{\text{Gibbs}} = \int \prod_{m=1}^{N} dx(m) dp(m) \exp \left[ -W - PR \right] \approx \exp \left[ -Ng \right]$$  

(24)

for large $N$. In the second, we fix $R$ and let $N$ fluctuate, and set

$$\mathcal{E}_{\text{Landau}}: Z_{\text{Landau}} = \sum_{N=1}^{\infty} \int_{x(N) - x(1) = R} \prod_{m=1}^{N} dx(m) dp(m) \exp \left[ -W + \mu N \right] \approx \exp \left[ -Rf \right]$$  

(25)

for large $R$. The gauge ambiguity under global shifts is fixed as per the discussion at the end of subsection 2.1. Note that with respect to the standard definition of the thermodynamic pressure and chemical potential, we have absorbed the temperature (the Lagrange parameter $\beta_2$ associated to $H = Q_2$), as it does not play a special role in GGEs. We have also defined the specific Gibbs free energy $g = G/N$, and the specific (oriented) Landau potential $f = \Omega/R$.

Note from (24) that $\partial^2 g / \partial P^2 < 0$. Therefore, $\partial g / \partial P = \lim_{N \to \infty} \frac{\langle R \rangle}{N} = \nu$ is strictly decreasing with the pressure $P$. It is expected that for $P$ near to $0$, $\nu \to \infty$ (as the system is unbounded), while as $P \to \infty$, $\nu \to -\infty$ (in particular the pressure is strong enough to change the ordering signature). As a consequence there is a single value of $P$ such that $\nu = 0$, at which $g$ has a maximum.

By thermodynamic arguments, see below, we have

$$g = \mu, \quad f = -P.$$  

(26)

That is, at fixed $\beta_i$'s, the function $g$ of $-P$ given by (24) is the inverse of the function $f$ of $\mu$ given by (25). Since $g$ has a maximum as a function of $P$, its inverse has two branches, determined by $\text{sgn}(\nu)$. We may thus write

$$g = g(f, \beta_1, \beta_2, \ldots), \quad f = f(\text{sgn}(\nu), g, \beta_1, \beta_2, \ldots).$$  

(27)

We in fact expect the two ensembles $E_{\text{Gibbs}}$ and $E_{\text{Landau}}$ to be equivalent: to reproduce the same averages and correlation functions of local observables. A point $\beta$ in the manifold
of state is therefore parametrised either by \( f, \beta_1, \beta_2, \ldots \) or by \( \text{sgn}(\nu), g, \beta_1, \beta_2, \ldots \). That is, at fixed \( \beta_i \)’s and \( \text{sgn}(\nu) \), the ensemble is fixed by considering either \( Q_0 = N \), or \( |Q_0| = |R| \); the two charges are not set independently.

Relation (26) is argued as follows. Consider the microcanonical partition function
\[
Z_{\text{micro}} = \int_{x(N) = x(1) = R} \prod_{m=1}^{N} dx(m) dp(m) \exp(-W).
\]
Then by the large-deviation principle applied to (25), \( Z_{\text{micro}} \sim e^{-RI_{\text{Landau}}(\nu^{-1})} \) as \( |R| \to \infty \) with fixed \( \nu \), where \( I_{\text{Landau}}(\nu^{-1}) \) is the Legendre transform of \( f(\mu) \),

\[
I_{\text{Landau}}(\nu^{-1}) - f(\mu) = \mu \nu^{-1}, \quad I'_{\text{Landau}}(\nu^{-1}) = \mu.
\]  

Comparing the asymptotic expressions for \( Z_{\text{micro}} \), we deduce
\[
\nu I_{\text{Landau}}(\nu^{-1}) = I_{\text{Gibbs}}(\nu). \tag{28}
\]
By inverse Legendre transform, this implies that \( f(\mu) \) and \( g(-P) \) are inverse of each other.

We may denote GGE averages by \( \langle \cdots \rangle_{\beta} \). Below, it will be convenient to introduce a simplified notation for average densities and currents:
\[
q_i = \text{sgn}(\nu) \langle q_i \rangle_{\beta}, \quad j_i = \text{sgn}(\nu) \langle j_i \rangle_{\beta}, \quad q^c_i = \langle q^c_i \rangle_{\beta}, \quad j^c_i = \langle j^c_i \rangle_{\beta}
\]  

where the dependence on Lagrange parameters is implicit. In particular, we have introduced a factor \( \text{sgn}(\nu) \) for the gas densities and currents. This means that the density \( q_i \) is a density \textit{per unit oriented length}. This will simplify the expressions of thermodynamic and hydrodynamic quantities substantially; averages densities per unit oriented lengths have nicer properties as functions of \( \nu \).

With (26), derivatives give rise to GGE averages: using (4), (10) and (16), we have
\[
-\frac{\partial g}{\partial f} = \lim_{N \to \infty} \frac{\langle R \rangle_{\beta}}{N} = \nu = q^c_0, \quad \frac{\partial g}{\partial \beta_i} = \lim_{N \to \infty} \frac{\langle Q_i \rangle_{\beta}}{N} = q^c_i
\]  

and
\[
-\frac{\partial f}{\partial g} = \lim_{|R| \to \infty} \frac{\langle N \rangle_{\beta}}{R} = \nu^{-1} = q_0, \quad \frac{\partial f}{\partial \beta_i} = \lim_{|R| \to \infty} \frac{\langle Q_i \rangle_{\beta}}{R} = q_i. \tag{32}
\]

We note that \( q^c_0 = q_0 = 1 \). Clearly, the average conserved densities in the gas and the chain are related as
\[
q^c_i = \nu q_i, \quad i \in \{0, \bar{0}, 1, 2, 3, \ldots \}.
\]  

From this, when considering the gas viewpoint, it is more natural to think of the full set of conserved charges as those labelled by \( \{0, 1, 2, 3, \ldots \} \), while in the chain viewpoint, the more natural set is that labelled by \( \{0, 1, 2, 3 \ldots \} \).
2.4 Hydrodynamics

In the Euler-scale hydrodynamic description, an inhomogeneous, non-stationary state is assumed to be described as a collection of space-time dependent local fluid cells, each well approximated by GGEs (local entropy maximisation). Because the notion of space is different in the chain and in the gas, the emergent hydrodynamics is different. Importantly, fluid cells are naturally taken at fixed volume, with fluctuating number of particles or topological charge. The ensemble \( E_{\text{Landau}} \) is therefore used for the gas hydrodynamics, while \( E_{\text{Gibbs}} \), for the chain hydrodynamics. In section 3 we derive the Euler hydrodynamic equations in both description. Here, we give the basic formulation of Euler-scale hydrodynamics in both cases.

For the chain, let a state be determined as in (24) but with \( W \) replaced by
\[
\sum_{m \in \mathbb{Z}} \sum_{i \in \mathbb{N}} \beta_i(m/\ell) q_i^c(m)
\] (34)
and \( PR \) replaced by
\[
\sum_{m \in \mathbb{Z}} P(m/\ell) r(m)
\] (35)
for some \( \ell > 0 \). Let us denote the averages by \( \langle \ldots \rangle_{\text{ch}}^\ell \). Then we set the Euler-scale fluid cell state \( \beta(y, t) \) by requiring that, for every local chain observable \( o^c(m, t) \), we have
\[
\langle o^c \rangle_{\beta(y, t)} = \lim_{\ell \to \infty} \langle o^c(y/\ell, t) \rangle_{\text{ch}}^\ell.
\] (36)
Clearly \( \beta(y, 0) = \beta(y) \). We denote by \( q_i^c(y, t) = \langle q_i^c \rangle_{\beta(y, t)} \) and \( j_i^c(y, t) = \langle j_i^c \rangle_{\beta(y, t)} \). From the conservation law (12),
\[
\partial_t q_i^c(y, t) = - \lim_{\ell \to \infty} \ell^{-1} (j_i^c(y + \ell^{-1} t) - j_i^c(y, t)) = - \partial_y j_i^c(y, t)
\] (37)
which are the Euler equations for the chain. In particular, with \( \nu(y, t) \) defined by (31) and using (33),
\[
\partial_t \nu(y, t) = \partial_y q_1^c(y, t).
\] (38)

For the gas, let a state be determined as in (25), but with \( W \) replaced by (compare with (34))
\[
\int_{\mathbb{R}} dx \sum_{i \in \mathbb{N}} \beta_i(x/\ell) q_i(x)
\] (39)
and \( \mu N \) replaced by
\[
\int_{\mathbb{R}} dx \mu(x/\ell) q_0(x)
\] (40)
for some \( \ell > 0 \). Let us denote averages by \( \langle \ldots \rangle_{\text{ga}}^\ell \). Then we set the Euler-scale fluid cell state \( \beta(x, t) \) by requiring that, for every local gas observable \( o(x, t) \), we have
\[
\langle o \rangle_{\beta(x, t)} = \lim_{\ell \to \infty} \langle o(x, t) \rangle_{\text{ga}}^\ell.
\] (41)
Clearly $\beta(x,0) = \beta(x)$, and using the notation $q_i(x,t)$ and $j_i(x,t)$, we have
\[ \partial_t q_i(x,t) + \partial_x j_i(x,t) = 0, \quad i \in \{0,1,2,3,\ldots\}. \tag{42} \]

Note that, by convention, we use the variable $y$ for the scaled distances in the chain, and $x$ for the scaled distances in the gas.

### 2.5 Relations for current averages

First, note that as follows from the above discussion,
\[ j_0^c = -\nu j_0 = -\nu q_1 = -q_1^c. \tag{43} \]

Further, we have $j_0 = j_0^c = 0$; the latter is immediate from the microscopic definition (19), while the former can be argued for by considering an inhomogeneous state at the Euler scale (see below), as in every local cell $q_0 = 1$.

We now argue that
\[ j_i^c = j_i - q_1^c q_i, \quad i \in \mathbb{N}. \tag{44} \]

This has the same structure as (18), but it is at the level of GGE averages. This says that the chain current is obtained from the gas current by subtracting, from the gas current, the contribution coming from the motion of the particles themselves – with average momentum density $q_1^c$. Equivalently, it says that we must add the quantity of charge transported by the topological current $j_0^c$. These are, physically, the same effects. It is clear from the derivation below that this relation holds as well at the Euler scale of hydrodynamics, but it is not expected to hold at the diffusive scale.

Consider an Euler-scale hydrodynamic state as in subsection 2.4. Let us assume that the state is such that
\[ q_1^c(0,t) = 0 \quad \text{for all $t$ in some finite interval}. \tag{45} \]

for all $t$ in some finite interval. Then $x(0,t)$ stays around 0 for all $t$ of order $\ell$, up to fluctuations that are subleading in $\ell$, which we may assume to be of order $O(\ell^\alpha)$. Thus we can write
\[ x(\ell y, \ell t) = \sum_{m=0}^{\ell y} \nu(m/\ell, t) + O(\ell^\alpha) = \ell \int_0^y dy' \nu(y', t) + O(\ell^\alpha). \tag{46} \]

From the definition of local gas observables, we also have
\[ \lim_{\ell \to \infty} \langle o(\ell x, \ell t) \rangle^c_{\ell} = \langle o \rangle_{\beta(y,t)}, \quad x = \int_0^y dy' \nu(y', t). \tag{47} \]

Indeed, $o(\ell x, \ell t)$ involves chain observables supported around the values of $m$ such that $\ell x = x(m,\ell t)$. These values of $m$ are given by $\ell \int_0^y dy' \nu(y', t)$ up to fluctuations which are
of order $m^\alpha \sim \ell^\alpha$. In the Euler scaling limit, such fluctuations of the position give errors of the order $\ell^{\alpha-1} \to 0$. Since the support is exponentially accurate, no additional power occurs from accumulation of these errors on the support. The conservation laws give

$$\partial_t q_i(y, t)|_x + \partial_x j_i(y, t)|_t = 0. \quad (48)$$

Changing variable,

$$\partial_y q_i(y, t) + \partial_x j_i(y, t) = 0. \quad (49)$$

We have

$$\partial_x y = \nu(y, t)^{-1}, \quad \partial_t y = -\nu(y, t)^{-1} \int_0^y dy' \partial_t \nu(y', t) = -\nu(y, t)^{-1} q_i^c(y, t) \quad (50)$$

where we used (45). So, omitting the explicit $y, t$ dependence for lightness of notation, we have

$$\partial_y j_i^c = -\partial_t q_i^c$$
$$= -\partial_t (\nu q_i)$$
$$= -\partial_y q_i^c q_i - \nu \partial_t q_i$$
$$= -\partial_y q_i^c q_i + \partial_y j_i - q_i^c \partial_y q_i$$
$$= \partial_y (j_i - q_i^c q_i). \quad (51)$$

Therefore, up to a $y$-independent term (an ambiguity in the definition of the current),

$$j_i^c = j_i - q_i^c q_i. \quad (52)$$

2.6 Relations for hydrodynamic matrices

In the context of Euler hydrodynamics, one defines a number of matrices which are useful in describing Euler-scale correlations [6, 46, 47, 48]. Here we discuss two fundamental matrices, the static covariance matrix $C_{ij}$ and $C_{ij}^c$, and the current susceptibility matrix $B_{ij}$ and $B_{ij}^c$, for the gas and the chain, respectively. Out of the static covariance and current susceptibility matrices, all other Euler-scale hydrodynamic correlations can be evaluated, including the Euler-scale dynamical correlation functions [46, 47, 48, 30], the Drude weight [48] and the transport large-deviation function [49, 50].

Both matrices can be defined as space-integrated connected two-point correlation functions of local observables involving a conserved density, in homogeneous, stationary GGEs. The static covariance matrix in the gas is defined by

$$C_{ij} = \text{sgn} \nu \int_R \text{d}x (\langle q_i(x, 0) q_j(0, 0) \rangle_{\beta} - \langle q_i(x, 0) \rangle_{\beta} \langle q_j(0, 0) \rangle_{\beta}) \quad (53)$$
for $i, j \in \{0, 1, 2, 3, \ldots\}$. Note the presence of $\text{sgn}(\nu)$ in our definition: this matrix can be seen as the integration over the oriented measure of a two-point function of oriented densities. Again, this non-standard definition confers to $C_{ij}$ nicer properties. In the chain, it is defined similarly,

$$C_{ij}^c = \sum_{m \in \mathbb{Z}} \left( \langle q_i^c(m, 0) q_j^c(0, 0) \rangle_\beta - \langle q_i^c(m, 0) \rangle_\beta \langle q_j^c(0, 0) \rangle_\beta \right)$$

(54)

for $i, j \in \{\bar{0}, 1, 2, 3, \ldots\}$. This time, the derivative is taken at $f$ fixed. The current susceptibility matrices are defined by

$$B_{ij}^c = \text{sgn} \nu \int_\mathbb{R} dx \left( \langle q_i^c(x, 0) j_j^c(0, 0) \rangle_\beta - \langle q_i^c(x, 0) \rangle_\beta \langle j_j^c(0, 0) \rangle_\beta \right)$$

(55)

for $i, j \in \{0, 1, 2, 3, \ldots\}$, and

$$B_{ij}^c = \int_\mathbb{R} dx \left( \langle q_i^c(x, 0) j_j^c(0, 0) \rangle_\beta - \langle q_i^c(x, 0) \rangle_\beta \langle j_j^c(0, 0) \rangle_\beta \right)$$

(56)

for $i, j \in \{\bar{0}, 1, 2, 3, \ldots\}$.

It is clear that the static covariance matrices are symmetric. By general properties of homogeneous, stationary GGEs, the current susceptibility matrices also are [46, 7]:

$$C_{ij} = C_{ji}, \quad C_{ij}^c = C_{ji}^c, \quad B_{ij} = B_{ji}, \quad B_{ij}^c = B_{ji}^c. \quad (57)$$

As is clear from the definition of the ensembles $\mathcal{E}_{\text{Gibbs}}$ and $\mathcal{E}_{\text{Landau}}$ in (24) and (25), the static covariance and current susceptibility matrices for indices $i, j \in \mathbb{N}$ can be obtained by differentiation of averages of conserved densities and currents with respect to the Lagrange parameters $\beta_i$'s. Since the ensembles $\mathcal{E}_{\text{Gibbs}}$ and $\mathcal{E}_{\text{Landau}}$ are expected to be equivalent, they reproduce, after taking the thermodynamic limit, the same connected correlation functions at fixed point, which decay exponentially and thus are integrable. However, susceptibilities, variations of averages with respect to Lagrange parameters, are ensemble-dependent. Indeed, the order of limit is important: the thermodynamic limit of space-integrated connected correlation functions depends on the ensemble chosen. One must choose the ensemble where the volume is fixed, avoiding large volume fluctuations which may contribute to the limit. For the gas, with volume $|\mathcal{R}|$, this is $\mathcal{E}_{\text{Landau}}$, while for the chain, with volume $N$, this is $\mathcal{E}_{\text{Gibbs}}$. Within $\mathcal{E}_{\text{Gibbs}}$, one takes derivatives at fixed $f$, while within $\mathcal{E}_{\text{Landau}}$, it is at fixed $g$. Thus, we have

$$C_{ij}^{i \neq 0} = -\frac{\partial q_j}{\partial \beta_i} \bigg|_g, \quad C_{00} = \frac{\partial q_0}{\partial g}, \quad C_{ij}^{i \neq 0} = -\frac{\partial q_j^c}{\partial \beta_i} \bigg|_f, \quad C_{00}^c = \frac{\partial q_0^c}{\partial f}$$

(58)

and

$$B_{ij}^{i \neq 0} = -\frac{\partial j_j}{\partial \beta_i} \bigg|_g, \quad B_{00} = \frac{\partial j_0}{\partial g}, \quad B_{ij}^{i \neq 0} = -\frac{\partial j_j^c}{\partial \beta_i} \bigg|_f, \quad B_{00}^c = \frac{\partial j_0^c}{\partial f}.$$  

(59)
We now establish the relations between gas and chain hydrodynamic matrices. First, using (31), (32) and the chain rule, we have
\[ C_{00}^c = \frac{\partial \nu}{\partial f} \frac{1}{q_0} = \frac{\partial g}{\partial f} \frac{1}{\partial g} q_0 = \nu^2 C_{00}. \] (60)

Second, for \( i \in \mathbb{N} \),
\[ C_{i0}^c = -\left. \frac{\partial \nu}{\partial \beta_i} \right|_f = -\frac{\partial}{\partial \beta_i} \frac{1}{q_0} \right|_f = \nu^2 \left( -C_{i0} + \frac{\partial g}{\partial \beta_i} \frac{1}{\partial g} \right) = -\nu^2 (C_{i0} - q_i^c C_{00}). \] (61)

Then, using (33) and the symmetric of \( C_{ij} \), for \( i, j \in \mathbb{N} \),
\[ C_{ij}^c = -\frac{\partial}{\partial \beta_i} (\nu q_j) \right|_f = C_{i0} q_j + \nu (C_{ij} - q_i^c C_{j0}) = \nu (C_{ij} - q_i^c C_{j0} + q_i^c q_j^c C_{00}). \] (62)

Note that these expressions respect the symmetry relations (57).

Similar calculations can be done for the current susceptibility matrices, using (43) and (44). The results are, again for \( i, j \in \mathbb{N} \):
\[ B_{00}^c = -C_{01}^c, \] (63)
\[ B_{i0}^c = -C_{i1}^c, \] (64)
\[ B_{ij}^c = B_{ij} - q_i^c C_{j1} - q_j^c C_{i1} + q_i^c q_j^c C_{01} + q_i^c q_j^c C_{j0} + q_i^c q_j^c C_{i0} - q_i^c q_j^c C_{00}. \] (65)

### 3 Generalised hydrodynamics of the Toda system

We now develop the generalised hydrodynamics (GHD) of the Toda model. For this purpose, we need to express the equations of state of the model: the relation between the currents and the conserved densities. We use the quasiparticle description of the thermodynamics, based on the TBA, and in particular the prescriptions that extend its application to classical models [29]. Because of relation (44), it is sufficient to do this either for the Toda gas, or the Toda chain; once one is done, the results for the other follow. Here we choose the Toda gas, as it has much simpler asymptotic states, hence simpler TBA. We obtain the TBA and GHD by evaluating the exact classical scattering shift of the quasiparticles of the asymptotic states. The quasiparticles are simply the velocity tracers of the particles of the gas itself, in parallel to the situation for the hard rod gas [28].

In thermal states, we find agreement with the “semi-classical” derivation of Theodorakopoulos [13] and Opper [14]. This derivation was based on taking a semi-classical limit of a quantum Bethe ansatz description. We also find agreement, for the thermodynamics in the full GGE, with the more rigorous derivation based on the relation between the Toda chain and random matrix theory [42].
Our main results are the exact equations of state, both in the gas and in the chain, and the hydrodynamic equations. Since these are expressed within the GHD formalism, this in principle leads to many exact predictions, including the exact profile for domain-wall initial conditions both for gas and chain observables, and Euler-scale correlations, transport fluctuations and diffusive corrections in the gas.

3.1 Asymptotic states and scattering

Consider a configuration of the Toda gas with finite $N$. This can be seen as the result of an infinite-time evolution from a configuration of particles infinitely separated, and at appropriate momenta so that the extrapolated trajectories converge towards a finite interval in $\mathbb{R}$. The description of this asymptotic configuration is the representation of the original gas configuration as an asymptotic in-state. Likewise, the original gas configuration tends, at large times, to one with infinitely separated particles, an out-state. We can therefore characterise configurations by scattering states. Trajectories have the form

$$x(m, t) = p_m^{\text{in}} t + x_m^{\text{in}} + O(t^{-\infty}), \quad p(m, t) = p_m^{\text{in}} + O(t^{-\infty}) \quad (t \to -\infty) \quad (66)$$

and

$$x(m, t) = p_m^{\text{out}} t + x_m^{\text{out}} + O(t^{-\infty}), \quad p(m, t) = p_m^{\text{in}} + O(t^{-\infty}) \quad (t \to +\infty). \quad (67)$$

The $p_m^{\text{in, out}}$'s are the asymptotic momenta, and the $x_m^{\text{in, out}}$'s are the “impact parameters”.

The asymptotic momenta and impact parameters characterise completely the gas's configuration at time 0, and in fact form a canonical system of coordinates whose time evolution is that of free particles. Indeed, defining the scattering map

$$S = \lim_{t \to -\infty} e^{t\{\cdot, H\}} e^{-t\{\cdot, H_0\}} = \lim_{t \to -\infty} e^{-t\{\cdot, \tilde{H}_0\}} e^{t\{\cdot, H\}}$$

where $H_0 = \sum m p(m)^2/2$ is the free Hamiltonian on time-zero coordinates and $\tilde{H}_0 = \sum m p_m^2/2$ is the free Hamiltonian on asymptotic coordinates, we have $p_m^{\text{in}} = S(p(m))$ and $x_m^{\text{in}} = S(x(m))$, as well as $S^{-1}(H) = H_0$.

In the Toda gas, the scattering of particles is elastic and factorizable into two-particle scattering processes. That is, $\{p_m^{\text{in}}\} = \{p_m^{\text{out}}\}$, and $x_m^{\text{in}} = x_{N-m+1}^{\text{out}} + \Delta_m$, where the shifts $\Delta_m$ can be evaluated by assuming that the many-body scattering has occurred as a sequence of well separated two-body scattering events (no matter the order in which these occur). The asymptotic momenta may be seen as the “action” variables, and the impact parameters as the “angle” variables, in the action-angle description of integrable systems.

The statements in the above paragraph can be shown rigorously, see [35]. Here for completeness we give a sketch of a perhaps simpler proof that follows arguments used in quantum field theory [51]. This also helps defining the concept of quasiparticle in finite-density gases, which we will make use of. See also Section 4 for a description of how the
impact parameters relate to the particles’ positions at time 0 when scattering is elastic
and factorizable, and how they are compactified for gases in finite volume.

The scattering form is immediate from the repulsive nature of the interaction. Consider
the conserved charge $Q_3$. In order to evaluate the out momenta and impact parameters,
we act with the Poisson flow generated by $Q_3$ for a flow time $t_3$ at a large negative time $-T$,
and for a flow time $-t_3$ at the large positive time $T > 0$. This does not affect the resulting
gas configuration at times $t > T$, as the $Q_3$ flow commutes with that generated by the
hamiltonian. On the well separated particles at large $|t|$, $Q_3$ acts as $\sum_m p(m, t)^3/4$ up to
exponentially small corrections due to the terms $e^{-r(m,t)}$. This action can be evaluated:

$$\{x(m, t), Q_3\} = \frac{1}{4} \sum_{m'=1}^{n} \{x(m, t), p(m', t)^3\} + O(t^{-\infty})$$

$$= \frac{3}{4} p(m, t)^2 + O(t^{-\infty}) = \frac{3}{4} (p_{in}^{m, out})^2 + O(t^{-\infty}).$$

That is, the flow shifts the impact parameters by quantities that are nonlinear in momenta,
and does not affect the momenta themselves. As particles move, in time, by distances
which grow linearly with the momenta, it is simple to see that sufficiently far along the
flow (for $t_3$ large enough), the scattering of particles will occur as a series of two-body
scattering processes that are well separated in space-time. Thanks to the exponentially
decaying strength of the force between particles, these scattering events can be considered
separately, and thus scattering is factorised. Since in one dimension a two-body scattering
event preserves both momenta, scattering is also elastic.

Note that the above argument holds except for a measure-zero subset in the space of
asymptotic momenta: for certain momenta, three or more particles may still meet within
a small space-time region for all $t_3$. The argument may be completed by assuming, or
showing, continuity of the scattering shifts $\Delta_m$ as functions of the momenta. One may
alternatively consider higher conserved charges $Q_4, Q_5, \ldots$. As more conserved charges
are considered, the dimension of the subset of asymptotic momenta, where collisions happen
in finite space-time regions for all $t_3, t_4, t_5, \ldots$, diminishes.

It is a simple matter to work out the exact scattering position shift $\varphi(p_1 - p_2)$ that
affects particles in a two-body process with in-momenta $p_1$ and $p_2$. In such a process,
particles exchange their momenta, as they cannot cross. By convention, if the extrapolated
trajectory of the left-most particle from the far past lies to the right of the trajectory of
the right-most particle going far in the future – that is, there has been a retreat of the
carrier of the greater momentum, or a time delay – then the shift of trajectory is the
positive quantity $\varphi(p_1 - p_2) > 0$; otherwise, it is $\varphi(p_1 - p_2) < 0$

In order to evaluate $\varphi(p_1 - p_2)$, we consider a Toda gas composed of only two particles,
$N = 2$. By Galilean invariance, we may assume that the two asymptotic in-momenta are
$p_1 = p$ and $p_2 = -p$, with $p > 0$. By parity symmetry of the evolution equation, we
then have $x(1, t) = -x(2, t) = x(t)$ as well as $p(1, t) = -p(2, t) = p(t)$, and we set
$x(t) = pt + o(t)$ and $p(t) = p + o(1)$ as $t \to -\infty$ for the asymptotic in-state condition.
That is, the left and right in-asymptotes are the lines of slopes $p$ and $-p$, respectively, which cross at time 0. By time-reversal symmetry, the trajectories are symmetric with respect to some time $t_0$. Clearly, $x(t)$ increases with time until it reaches its maximum, at some time $t_0$ at which $p(t_0) = 0$, and then reverses its direction and decreases towards negative infinity at infinite time, with $x(t) = -pt + O(1)$ as $t \to \infty$. Therefore, the trajectory of $x(t)$ at large times asymptotes to the line of slope $-p$ which crosses the left in-asymptote exactly at $t_0$. That is, the out-asymptotes are the lines of slope $-p$ and $p$ which cross, respectively, the left and right in-asymptotes at time $t_0$. The scattering shift is therefore

$$\varphi(2p) = 2pt_0. \quad (69)$$

The conserved energy is

$$H = p(t)^2 + e^{2x(t)} = p^2 \quad (70)$$

where the last equation is from evaluating it as $t \to -\infty$. Therefore

$$p(t) = p - \frac{e^{-2pt}}{2p} + O(e^{-4pt}), \quad t \to -\infty. \quad (71)$$

The equations of motion give

$$\frac{dp(t)}{dt} = e^{2x(t)} = p^2 - p(t)^2. \quad (72)$$

The time $t_0$ is evaluated by taking, in the limit $T$ large,

$$T + t_0 = \int_{-T}^{t_0} dt = \int_{-T}^{t_0} \frac{dp(t)}{dt} = \int_{p_0}^{p_0 + 2p} \frac{dq}{p^2 - q^2} + o(1) = T + \frac{\log 2p}{p} + o(1). \quad (73)$$

Therefore, $\varphi(2p) = 2\log 2p$. We extend the function to all $p \in \mathbb{R}$ by symmetry,

$$\varphi(p) = 2\log |p|. \quad (74)$$

Finally, consider a many-particle scattering process, leading to a finite-density gas. Here, let us assume that the overall ordering agrees with the label ordering (positive ordering signature). Since momenta are conserved, it is convenient to define a quasiparticle as the tracer of a momentum. The quasiparticle jumps amongst actual particles upon collisions. An argument using $Q_3$ as above allows one to disentangle all collisions, thus to follow a quasiparticle. The $Q_3$ action on a particle is affected by nearby particles in a way that decays exponentially with the distance. Hence, quasiparticles have well defined positions up to corrections due to nearby particles; the strength of such corrections decays exponentially with the distance. In finite-density gases, quasiparticle positions are therefore precise up to order-1 corrections. These positions are affected by scattering shifts at each collision. This quasiparticle concept will be useful below.
Remark 3.1. As mentioned, in the chain viewpoint, the asymptotic states take a different form. In this case, the volume of the chain $N$ is taken large, and we consider the asymptotic forms of states with finite $R$, at large positive or negative times. The asymptotic form is known to be decomposable into radiative corrections on top of a set of solitons [36, 37]. The scattering properties of these objects is more complicated and has been worked out, with proposals for the associated thermodynamics along the lines of TBA [16]. Here we do not discuss these aspects.

3.2 Classical thermodynamic Bethe ansatz for the gas

In an $N$-particle scattering state with asymptotic momenta $p_m$, asymptotically in time, the Lax matrix $L(t)$ is diagonal with eigenvalues $p_m$, as the off-diagonal elements tend exponentially fast to zero, $e^{-r(m,t)/2} \to 0$. Effectively, the Toda time evolution diagonalises the Lax matrix, and the asymptotic state's momenta are (proportional to) the eigenvalues. Since $W$ (see (21)) is conserved in time, in such a state we have

$$W = \sum_{m=1}^{N} w(p_m). \tag{75}$$

In particular, the conserved charges $Q_i$ take the form

$$Q_i = \sum_{m=1}^{N} h_i(p) \tag{76}$$

where

$$h_i(p) = \frac{p^i}{2i-1} \quad (i \in \mathbb{N}), \quad w(p) = \sum_{i=1}^{\infty} \beta_i h_i(p). \tag{77}$$

We also define $h_0(p) = 1$.

From the knowledge of the scattering shift and of the conserved charges in scattering states, the TBA technology immediately gives a conjecture for the exact specific Landau potential $f$ in (25) for any GGE, in terms of $\beta_i$'s and $g$. The proposed expression, for classical particle systems, is

$$f = -\int dp \, e^{-\epsilon(p)} \tag{78}$$

where the pseudoenergy solves

$$\epsilon(p) = w(p) - g - \int dp' \, \varphi(p - p') \, e^{-\epsilon(p')} \tag{79}.$$ 

As per the discussion in subsection 2.3, the free energies is determined by $g$ and $\text{sgn}(\nu)$. Accordingly, given $w(p)$ and $g$ (smaller than its maximal value), there are two solutions to (79), which, in the equations below, are distinguished by $\text{sgn}(\nu)$.
We provide a derivation of (78) with (79), for positive ordering signature \( \text{sgn}(\nu) = + \), in section 4, purely form the definition of the specific Landau potential and the classical factorised scattering.

From (78) and (79), it is possible to obtain expressions for the conserved densities. One defines the occupation function \([29]\)

\[
    n(p) = e^{-\epsilon(p)},
\]

and the dressing operation of a function \( h(p) \), as the solution to

\[
    h^{\text{dr}}(p) = h(p) + \int dp' \varphi(p - p') n(p') h^{\text{dr}}(p').
\]

From this, using \( \partial \epsilon(p) / \partial \beta_i = h^{\text{dr}}_i(p) \), by differentiation one obtains

\[
    q_i = \int dp n(p) h^{\text{dr}}_i(p).
\]

This is valid for all \( i \in \{0, 1, 2, \ldots\} \), and in particular

\[
    \nu^{-1} = \int dp n(p) 1^{\text{dr}}(p)
\]

where \( 1^{\text{dr}}(p) \) is the dressing of the function \( 1(p) = 1 \). With the useful identity

\[
    \int dp h^{\text{dr}}(p)n(p)\tilde{h}(p) = \int dp h(p)n(p)\tilde{h}^{\text{dr}}(p),
\]

we may also write

\[
    q_i = \int dp \rho_i(p)h_i(p), \quad i \in \{0, 1, 2, 3, \ldots\}
\]

with

\[
    \rho_i(p) = 1^{\text{dr}}(p) n(p) = \rho_s(p)n(p),
\]

where \( \rho_s(p) = 1^{\text{dr}}(p) \) is a “state density”, given, using (81), by

\[
    \rho_s(p) = 1 + 2 \int dp' \log |p - p'| \rho_p(p').
\]

In particular,

\[
    \int dp \rho_p(p) = \nu^{-1}.
\]

Equations (85) and (88) have a natural interpretation. With (76), we may see \( \rho_p(p) \) as a density of quasiparticles with momenta \( p \in \mathbb{R} \) per unit oriented gas phase space element. That is, \( \text{sgn}(\nu)dpdx\rho_p(p) \) is the number of quasiparticles with momenta \( p \) in
the phase-space element \( dp\,dx \) (in the case of negative ordering signature or with \( \nu = 0 \), this interpretation, as well as a the behaviour of the various TBA quantities above, would need more investigation). This leads to the quasiparticle interpretation of GGEs. In this interpretation, a distribution of configurations, as controlled by the Lagrange parameters \( \beta \), can be formulated as a distribution of asymptotic states, either in or out. According to the usual microcanonical-macrocanonical correspondence of thermodynamics, it is sufficient, for the description of a thermodynamic state, to consider a fixed set of asymptotic particles’ momenta. We then parametrise the GGEs \( \beta \) by densities \( \rho_p(p) \),

\[
\beta \leftrightarrow \rho_p(p). \tag{89}
\]

Since momenta are conserved quantities, the set of all GGEs corresponds to an infinite-dimensional space of functions \( \rho_p(\theta) \).

### 3.3 Generalised hydrodynamics for the gas

With the above TBA formulation, we can immediately borrow the results and arguments developed recently in the context of GHD.

The exact currents can be evaluated in terms of \( \rho_p(p) \). A simple argument, based on the quasiparticle interpretation of GGEs, is to modify the velocity \( p \) of a test quasiparticle by adding the jumps \( \varphi(p-p') \) made as it travels within a gas of other quasiparticles of momenta \( p' \) distributed according to \( \rho_p(p') \). This argument has been used for instance for soliton gases [21, 22, 23, 24], and made generally in [28] in the context of GHD; it only necessitates the knowledge of the jump function \( \varphi(p) \). The result is that the “bare” velocity \( v(p) = p \) of the particles is modified in a way that depends on the state and on the jump function \( \varphi(p) \). This leads to an “effective” velocity, defined as the solution to a linear integral equation which here takes the form

\[
v^{\text{eff}}(p) = p + 2 \int dp' \log |p - p'| \rho_p(p')(v^{\text{eff}}(p') - v^{\text{eff}}(p)). \tag{90}\]

The result for the currents, involving the effective velocity, is then

\[
\mathbf{j}_i = \int dp \, v^{\text{eff}}(p) \rho_p(p) h_i(p). \tag{91}\]

With this, the Euler hydrodynamic equations (92) give, as usual with the assumption of completeness of the set of conserved quantities [7, 8],

\[
\partial_t \rho_p(p; x, t) + \partial_x \left( v^{\text{eff}}(p; x, t) \rho_p(p; x, t) \right) = 0 \tag{92}\]

where the state and the corresponding effective velocity depend on the space-time position of the fluid cell.
Note that the argument leading to (90) and (91) usually assumes \( \rho_p(p) > 0 \). However, having chosen to consider oriented densities, we expect these expressions to hold for any ordering signature. We will argue \textit{a posteriori} that these lead to expressions for chain currents that are well behaved – supposedly analytic – in \( \nu \) around \( \nu = 0 \), as it should.

From (90) and (81) one can also show that \([7, 8]\)

\[
v_{\text{eff}}(p) = \frac{v_{\text{dir}}(p)}{1_{\text{dir}}(p)}. \tag{93}\]

Therefore, using the velocity \( v(p) = p \) and (84), we have

\[
j_i = \int dp \, p \, n(p) h_{i}^{\text{dr}}(p). \tag{94}\]

In terms of the occupation function, the Euler equations (92) take the form \([7, 8]\)

\[
\partial_t n(p; x, t) + v_{\text{eff}}(p; x, t) \partial_x n(p; x, t) = 0. \tag{95}\]

That is, the occupation function form the normal coordinates of the fluid.

The various hydrodynamic operators, Euler-scale correlation functions, solution to the partitioning protocol, and diffusion operator can then immediately be read off from results in the literature \([48, 7, 8, 10, 31]\). In particular, we quote \([48]\)

\[
C_{ij} = \int dp \rho_p(p) h_{i}^{\text{dr}}(p) h_{j}^{\text{dr}}(p),
\]

\[
B_{ij} = \int dp \rho_p(p) v_{\text{eff}}(p) h_{i}^{\text{dr}}(p) h_{j}^{\text{dr}}(p). \tag{96}\]

### 3.4 Generalised thermodynamics and hydrodynamics for the chain

For the chain thermodynamics, we may directly use (33), and we find

\[
q_i^c = \nu \int dp \rho_p(p) h_i(p) = \nu \int dp n(p) h_i^{\text{dr}}(p) \quad (i \in \mathbb{N}),
\]

\[
q_0^c = \nu = \frac{1}{\int dp \rho_p(p)} \tag{97}\]

(in fact, the relations for \( q_i^c \) also hold at \( i = 0 \), giving \( q_0^c = 1 \)). This can also be deduced from the specific Gibbs free energy \( g \) defined by (79) and constraint (78), by taking derivatives as in (31). Differentiating (79) we indeed obtain the same results; for instance, for \( i \in \mathbb{N} \),

\[
\frac{\partial \epsilon(p)}{\partial \beta_i} = (h_i - q_i^c)^{\text{dr}}(p) = h_i^{\text{dr}}(p) - q_i^c \rho_s(p) \tag{98}\]

and the constraint (78) gives, differentiating at \( f \) fixed,

\[
0 = \int dp \frac{\partial \epsilon(p)}{\partial \beta_i} n(p) = \int dp h_i^{\text{dr}}(p) n(p) - q_i^c \int dp \rho_p(p). \tag{99}\]
Interestingly, it is possible to express these results in a simpler-looking fashion, where
the dressing operation and the denominator are both accounted for by a derivative with
respect to $f = -P$. Indeed, from (31) and (79) we have
\[
\frac{\partial \epsilon(p)}{\partial f} = - \left( \frac{\partial g}{\partial f} \right) \frac{d\rho_s(p)}{dr} = - \frac{\partial g}{\partial f} \rho_s(p) = \nu \rho_p(p)
\] (100)
and therefore
\[
\frac{\partial n(p)}{\partial f} = - \nu \rho_p(p).
\] (101)
That is, the pressure derivative of the gas occupation function is the quasiparticle density
per unit phase-space with respect to lengths on the chain; it is a density, instead of an
oriented density, and we would expect $\nu \rho_p(p) > 0$. This allows us to write
\[
q^c_i = - \frac{\partial}{\partial f} \int dp \ n(p) h_i(p) \quad (i \in \mathbb{N}).
\] (102)
These expressions of chain density averages in terms of pressure derivatives are obtained
from random matrix theory in [42], therefore showing the validity of the general TBA
formalism in the present case.

From (43) and (44) we also obtain expressions for all chain currents. Explicitly, in
various equivalent forms, the current of the charge $Q_{\bar{0}}$ is
\[
j_{\bar{0}}^c = - \nu \int dp \ p \rho_p(p) = - \nu \int dp \ v^{dr}(p)n(p) = \frac{\partial}{\partial f} \int dp \ p \ n(p)
\] (103)
and, for $i \in \mathbb{N}$, we find
\[
j_i^c = \int dp \ (v^{\text{eff}}(p) - q_1^c) \rho_p(p)h_i(p) = \int dp \ (p - q_1^c)n(p)h_i^{\text{dr}}(p)
\] (104)
(these expressions hold also for $i = 0$, giving $j_0^c = 0$).

From this we can pass to the Euler scale and obtain the Euler hydrodynamic equations.
The Euler scale is reached by going to the $y$ variable as explained in subsection 2.5. The
Euler equations are written separately for the quasiparticle density $\rho_p(p; y, t)$ and the
density of topological charge $\nu(y, t)$. We assume a complete set of functions $h_i(p)$ is used,
and obtain
\[
\partial_t \left[ \nu(y, t) \rho_p(p; y, t) \right] + \partial_y \left[ (v^{\text{eff}}(p; y, t) - q_1^c(y, t)) \rho_p(p; y, t) \right] = 0
\] (105)
and
\[
\partial_t \nu(y, t) = \partial_y q_1^c(y, t).
\] (106)
Note that the first equation preserves the normalisation
\[
\nu \int dp \ \rho_p(p; y, t) = 1,
\] (107)
and thus from a naive counting, the number of equations is the same as in the case of the gas.

We show below that the occupation function \( n(p; y, t) \) still normalises the equation (105),

\[
\nu \partial_t n(p; y, t) + \left[ v^{\text{eff}}(p; y, t) - q^1_c(y, t) \right] \partial_y n(p; y, t) = 0.
\]

One can check that this equation, along with the second set of equations in (97) for the expression of \( \nu \), implies (106); hence it forms a complete set or Euler equations.

The above formulae suggest the definition of the chain quasiparticle density

\[
\rho_{p}^c(p) = \nu \rho_p(p)
\]

and of the chain effective velocity

\[
v^{\text{eff}, c}(p) = \nu^{-1}(v^{\text{eff}}(p) - q^1_c)\]

As mentioned, the former is clearly a quasiparticle density per unit phase-space with respect to lengths on the chain. The latter is the effective velocity of gas quasiparticles with respect to the frame where the chain momentum is zero, and rescaled by the oriented gas particle density. Going to the zero-momentum frame subtract the contribution to the gas effective velocities that comes from the motion of the particles themselves, keeping only that corresponding to the transport of conserved quantities from site to site. The factor \( |\nu|^{-1} \) rescales the distance appropriately in order to have velocities on the chain, and the ordering signature \( \text{sgn}(\nu) \) changes, if need be, the direction of transport so that it be with respect to the chain orientation.

The chain effective velocity also has a “microscopic” underpinning in terms of quasi-particles, much like for the gas effective velocity. Indeed, in the chain, the effective velocity for the transfer of the conserved charge corresponding to the quasiparticle of momentum \( p \), can be thought of as the oriented number of crossing this quasiparticle makes with other quasiparticles in a period of time, divided by the time. This is because every crossing corresponds to the passage of the conserved charge from one particle to another, hence from one site to another; thus a displacement of one unit in chain lengths. By the standard arguments, the oriented number of crossing is the integral over all other quasiparticles \( q \) of the density \( \rho_p(q) \) of quasiparticles, times the probability \( |v^{\text{eff}}(p) - v^{\text{eff}}(q)| \) and the direction \( \text{sgn}(v^{\text{eff}}(p) - v^{\text{eff}}(q)) \). Thus we may write

\[
v^{\text{eff}, c} = \int dq \rho_p(q)(v^{\text{eff}}(p) - v^{\text{eff}}(q)) = \nu^{-1}v^{\text{eff}}(p) - j_0 = \nu^{-1}(v^{\text{eff}}(p) - q^1_c)
\]

in agreement with (110).

These quantities are expected to be well behaved in \( \nu \) around \( \nu = 0 \). Indeed, the gas oriented density \( \rho_p(p) \) may diverge, but multiplying by \( \nu \), the result is expected to be finite. Similarly, since at \( \nu = 0 \) a macroscopic number of gas particles accumulate around
a small volume, all effective velocities must take values very near to the overall momentum $q_i^c$ of this macroscopic number of particles. This is expected to lead to analyticity at $\nu = 0$ of the average charges and currents.

The average charges and currents now take the form

$$q_i^c = \int dp \, \rho_p^c(p) h_i(p), \quad j_i^c = \int dp \, v^{\text{eff},c}(p) \rho_p^c(p) h_i(p).$$

(112)

The Euler equations take the simple form

$$\partial_t \rho_p^c(p; y, t) + \partial_y \left( v^{\text{eff},c}(p; y, t) \rho_p^c(p; y, t) \right) = 0$$

(113)

with (106), the constraint

$$\int dp \, \rho_p^c(p; y, t) = 1$$

(114)

being automatically preserved. Equivalently, in normal form it is the single equation

$$\partial_t n(p; y, t) + v^{\text{eff},c}(p; y, t) \partial_y n(p; y, t) = 0.$$  

(115)

The effective chain velocity $v^{\text{eff},c}(p; y, t)$ can be expressed solely as a functional of $n(\cdot; y, t)$ using (97) and (93) along with (86) and (81). See Appendix A for a discussion of the relation with the usual GHD structure.

Finally, relations (60)-(65) along with the results (96) for hydrodynamic matrices in the gas give expressions for those in the chain (here written in a compact notation):

$$C_{\delta 0}^c = \nu^3 \int dp \, \rho_p 1^{dr} 1^{dr}$$

$$C_{i 0}^c = -\nu^2 \int dp \, d\tilde{p} \, h_i^{dr} 1^{dr} (\rho_p \delta(p - \tilde{p}) - \nu n \tilde{\rho}_s)$$

$$C_{ij}^c = \nu \int dp \, d\tilde{p} \, h_i^{dr} h_j^{dr} (\rho_p \delta(p - \tilde{p}) - \nu n \tilde{\rho}_s - \nu n \tilde{\rho}_s + \nu^2 n \tilde{n} C_{00})$$

and

$$B_{ij}^c = \int dp \, d\tilde{p} \, h_i^{dr} h_j^{dr} \times$$

$$\left( v^{\text{eff}} \rho_p \delta(p - \tilde{p}) - \nu \tilde{n} v^{\text{eff}} \rho_s - \nu n \tilde{\rho}_s \right) + \nu n \tilde{\rho}_s q_1^c + \nu n \tilde{\rho}_s q_1^c + \nu^2 n \tilde{n} C_{01} - \nu^2 n \tilde{n} q_1^c C_{00}. \right)$$

(116)

**Proof of (108).** We start with the expression of the conserved density given in the second equation in (97). A standard result [7, 8] is that, differentiating with respect to any parameter $t$ on which the occupation function $n(p)$ depends, we have

$$\partial_t \int dp \, h_i(p) n(p) h^{dr}(p) = \int dp \, \tilde{h}^{dr}(p) \partial_t n(p) h^{dr}(p).$$

(117)
Therefore we find
\[
\partial_t q_i^c = \partial_\nu \int dp \ n(p) h_i^{\text{dr}}(p) + \nu \int dp \ 1^{\text{dr}}(p) \partial_t n(p) h_i^{\text{dr}}(p).
\] (118)

On the other hand, differentiating the second equation in (104),
\[
\partial_y j_i^c = -\partial_y q_i^c \int dp \ n(p) h_i^{\text{dr}}(p) + \int dp \ (v^{\text{dr}}(p) - 1^{\text{dr}}(p) q_i^c) \partial_y n(p) h_i^{\text{dr}}(p).
\] (119)

Since \( \partial_t \nu = \partial_y q_i^c \), relation (93) gives (108).

4 Derivation of classical TBA from classical scattering

We provide the derivation in the case \( \nu > 0 \); the case \( \nu < 0 \) would require different arguments.

Note that \( \varphi(p) \) is not bounded: it diverges logarithmically at \( p = 0 \) and \( p \to \pm \infty \). The singularity at \( p = 0 \) is however integrable, and one may assume that the states are such that large momenta are rare.

We evaluate explicitly the specific Landau potential \( f \), by first evaluating the (microcanonical) large-deviation rate function \( I_{\text{Landau}}(\nu^{-1}) \), for fixed \( R \) and \( N \), and performing the Legendre transform (28). The evaluation is obtained by recasting the configuration integral over an integral on asymptotic-state data. The result is an integral over a mean-field distribution of asymptotic momenta, with two entropy contributions: one from impact parameter integrals (giving rise to a “state density”), and the other from the combinatorics of distributing momenta given a mean-field density.

Consider the integral
\[
Z_{\text{micro}} = \int \prod_{m=1}^{N} dx(m)dp(m) \delta(x(N) - x(1) - R)e^{-W}
\] (120)

for fixed \( N \). Time evolution, from initial condition determined by the \( x(m) \)’s and \( p(m) \)’s, is a change of variable. By Liouville’s theorem, the measure \( dx(m, t)dp(m, t) \) is independent of \( t \). The conserved quantity \( W \) also is independent of \( t \). Because of the condition of finite (oriented) volume \( R \) at \( t = 0 \), the particles tend, almost surely, to a scattering in-state as \( t \to -\infty \). That is, almost surely, there are \( p_m, x_m \in \mathbb{R} \) such that
\[
x(m, t) = p_m t + x_m + o(t), \quad m \in \{1, 2, \ldots, N\} \quad (t \to -\infty)
\] (121)

with \( p_m > p_{m+1} \).

The \( p_m \)’s are the asymptotic in-momenta, while the \( x_m \)’s are the impact parameters. Therefore, the expression (75) holds. The set of variables \( \{x_m, p_m : m \in \{1, \ldots, N\}\} \) is a
good set parametrising the initial configuration. Indeed, the Jacobian of the transformation from the $x(m), p(m)$’s (at time $t = 0$) to the $x_m, p_m$’s is in fact unity,

\[
\left| \frac{\partial \{x_m, p_m\}}{\partial \{x(m), p(m)\}} \right| = \left| \frac{\partial \{x_m, p_m\}}{\partial \{x(m, t), p(m, t)\}} \right| = \prod_m \det \left( \frac{\partial (x_m, p_m)}{\partial (x(m, t), p(m, t))} \right) = 1 + o(t)
\]

where in the second line we used Liouville’s theorem. The asymptotic in-momenta and the impact parameters completely determine the gas’s state at time 0, and form a canonical set of coordinates for it. As the Hamiltonian takes the form $H = \sum_m p_m^2/2$, the asymptotic momenta are constant, and the impact parameters evolve linearly. In integrable systems, these are “action-angle” variables.

It is convenient to symmetrise over all orderings of momenta, with the understanding that in the asymptotic in-state, they are positioned from left to right in decreasing order (the index $m$ in $x_m$ and $p_m$, therefore, is no longer equal to the particle’s original label). Therefore, we have

\[
Z_{\text{micro}} = \frac{1}{N!} \int \prod_{m=1}^{N} dp_m \ e^{-\sum_{m=1}^{N} w(p_m)} \int \prod_{m=1}^{N} dx_m \ \delta (x(N) - x(1) - R).
\]

Here, $x(N)$ and $x(1)$ are complicated functions of the $x_m$’s and $p_m$’s. We are looking for

\[
Z_{\text{micro}} \approx e^{-R L_{\text{Landau}} (\nu - 1)}
\]

in the limit $N, R \to \infty$ with $R/N = \nu$ fixed.

First, we must evaluate

\[
S_{1,N} = S_{1,N}(p_1, p_2, \ldots) = \int \prod_{m=1}^{N} dx_m \ \delta (x(N) - x(1) - R),
\]

which is an entropy for the given set of asymptotic momenta configuration.

Let $R$ and $N$ be large in finite ratio. Let us consider the quasiparticles, labelled by $m$, associated to momenta $p_m$, and their trajectories, and fix all $p_m$’s. Concentrate on quasiparticle 1, and set $x_1(0)$ the point at which its trajectory crosses the zero-time slice; this is well defined up to order-1 corrections. The integrals over $x_m$ for $m \geq 2$ can be seen as providing a measure on $x_1(0)$ as a function of $x_1$. The contribution factor $S_1$ to $S_{1,N}$, due to the $x_1$ integral, is dominated by the length of the interval that $x_1$ can cover, under the condition that, in the “bath” of all other quasiparticles, $x_1(0)$ stays within an
interval of length $R$, say $J = [0, R]$. With similar arguments for other quasiparticles, we expect

$$S_{1,N} \sim \prod_{m=1}^{N} S_m.$$  

(126)

By factorised scattering, in order to determine $x_1(0)$ from $x_1$ we simply have to add all scattering shifts that occur as quasiparticle 1 crosses other quasiparticles in the bath to reach $x_1(0)$. At large $R$ we may assume homogeneity of the bath and that $x_1(0)$ be affected by fluctuations that are sublinear in $R$. Thus we may write $S_1 = \int dx_1 \chi(x_1(0) \in [0, R])$. As $x_1$ is displaced, $x_1(0)$ is affected by a linear shift due to the linear displacement of $x_1$, plus the sum of the scattering shifts incurred as other quasiparticles are met at time 0. By homogeneity and sublinear fluctuations, this latter sum is predominantly non-fluctuating linear in $x_1$. Thus there is a slope $a > 0$ such that $ax_1(0) = x_1 + b$ and

$$S_1 = Ra.$$  

(127)

At $x_1 = x_1^{\text{left}} = -b$ such that $x_1^{\text{left}}(0) = 0$, quasiparticle 1’s trajectory crosses a (random) set $T_{\text{left}}$ of trajectories of quasiparticles in the bath. Since all quasiparticles in the bath lie within $J$, then $T_{\text{left}}$ corresponds, almost surely, to collisions on quasiparticles on the left of quasiparticle 1. A collision on the left shifts quasiparticle 1’s trajectory by $\varphi(p_1 - p_m)$, bringing it farther from (closer to) the left end-point if $\varphi(p_1 - p_m) > 0$ ($\varphi(p_1 - p_m) < 0$). Thus

$$x_1^{\text{left}}(0) = x_1^{\text{left}} + \sum_{m \in T_{\text{left}}} \varphi(p_1 - p_m).$$  

(128)

Further, $T_{\text{left}} \cup T_{\text{right}} = \{2, \ldots, N\}$ is the set of all of the bath’s quasiparticles. Hence,

$$R = x_1^{\text{right}}(0) - x_1^{\text{left}}(0) = x_1^{\text{right}} - x_1^{\text{left}} + \sum_{m=2}^{N} \varphi(p_1 - p_m) = Ra + \sum_{m=2}^{N} \varphi(p_1 - p_m).$$  

(130)

Therefore we find

$$S_1 \sim R \left(1 - \sum_{m=2}^{N} \frac{\varphi(p_1 - p_m)}{R}\right).$$  

(131)
This is the entropy contribution due to the integral over \( x_1 \). Taking into account all quasiparticles,

\[
S_{1,N} \sim R^N \prod_{m'=1}^{N} \left( 1 - \sum_{m=1 \atop m \neq m'}^{N} \frac{\varphi(p_{m'} - p_m)}{R} \right).
\]  

(132)

Relations (127), (128) and (129), representing the essentially linear relation between the impact parameters and particle positions at time 0, are the relations signalling integrability in the asymptotic coordinates, and allow us to identify the asymptotic momenta and impact parameters as the “action-angle” variables; in particular, compactness in the time-zero gas coordinates translate into a simple compactness condition in the impact parameters.

We evaluate (123) with (132),

\[
Z_{\text{micro}} = \frac{R^N}{N!} \int \prod_{m=1}^{N} dp_m \exp - \sum_{m=1}^{N} \left[ w(p_m) - \log \left( 1 + \sum_{m'=1}^{N} \frac{\varphi(p_m - p_{m'})}{R} \right) \right]
\]  

(133)

in the limit \( R, N \to \infty \) with \( R/N = \nu \) fixed using a mean-field approximation. This is similar to, but not exactly of the form of, the mean-field integrals studied rigorously in [52]. We adapt the results, as similar methods can be use, and define the empirical density

\[
\tilde{\rho}(p) dp = \frac{1}{N} \sum_{m} \delta(p - p_m) dp
\]  

(134)

which converges in measure in the large-\( N \) limit. Then, with \( R^N/N! \propto e^{N+\nu \log \nu} \), the result [52, eq. 2.43] gives \( Z_{\text{micro}} \propto e^{-RI[\tilde{\rho}]} \) where \( \tilde{\rho}^* \) minimises the functional

\[
I[\tilde{\rho}] = \int dp \tilde{\rho}(p) \left[ w(p) + \log \tilde{\rho}(p) - \log \left( 1 + \nu^{-1} \int dq \tilde{\rho}(q) \varphi(p - q) \right) - 1 - \log \nu \right]
\]  

(135)

under the constraint \( \int dp \tilde{\rho}(p) = 1 \). The term \( \log \tilde{\rho}(p) \) comes from counting the number of momenta distributions, given a density \( \tilde{\rho}(p) \). Changing to \( \rho(p) = \nu^{-1} \tilde{\rho}(p) \), we have \( Z_{\text{micro}} \propto e^{-R[I[\rho]]} \) where \( \rho_0 \) minimises

\[
I[\rho] = \int dp \rho(p) \left[ w(p) + \log \rho(p) - 1 - \log \left( 1 + \int dq \rho(q) \varphi(p - q) \right) \right]
\]  

(136)

under the constraint

\[
\int dp \rho(p) = \nu^{-1}.
\]  

(137)

Therefore,

\[
I_{\text{Landau}}(\nu^{-1}) = I[\rho_0].
\]  

(138)
Introducing the Lagrange parameter $\lambda$ for the constraint (137), the minimisation gives $\delta I[\rho]/\delta \rho(p)\big|_{\rho_p} = \lambda$, which is

$$
\lambda = w(p) + \log \rho_p(p) - \log \left(1 + \int dq \, \rho(q) \varphi(p-q) \right) - \int dq \frac{\rho_p(q) \varphi(p-q)}{1 + \int dr \, \rho(r) \varphi(q-r)}.
$$

(139)

Denoting

$$
e^{-\epsilon(p)} = \frac{\rho_p(p)}{1 + \int dq \, \rho(q) \varphi(p-q)}
$$

(140)

this simplifies to

$$
\epsilon(p) = w(p) - \lambda - \int dq \, e^{-\epsilon(q)} \varphi(p-q).
$$

(141)

Finally, the Legendre transformation (28) gives

$$
\mu = \frac{dI_{\text{Landau}}(\nu^{-1})}{d\nu^{-1}} = \int dp \frac{\delta I[\rho]}{\delta \rho(p)} \big|_{\rho=\rho_p} \frac{d\rho_p(p)}{d\nu^{-1}} = \lambda \int dp \frac{d\rho_p(p)}{d\nu^{-1}} = \lambda \int dp \rho_p(p) = \lambda
$$

(142)

as well as

$$
\frac{\partial f}{\partial \mu} = -\nu^{-1} = -\int dp \rho_p(p)
$$

(143)

and

$$
\frac{\delta f}{\delta w(p)} = \frac{\delta I[\rho]}{\delta w(p)} \big|_{\rho=\rho_p} = \rho_p(p).
$$

(144)

Equations (143) and (144) are expressions (85), definition (140) is (86), and (141) is (79). Together with (32), this shows (78). Note also that the quantity $\rho_s$ defined in (87) arises from the impact-parameter entropy, Eq. (131).

## 5 Conclusion

In this paper, we have constructed the GGEs and Euler GHD of the Toda system, both in the viewpoint of the gas and of the chain. We have obtained explicit expressions for the average densities and currents, the Euler equation, the explicit normal modes of the hydrodynamics as well as some hydrodynamic matrices both in the gas and the chain. From this, using the results in the literature, more can be evaluated exactly, for instance the exact profiles in the partitioning protocol [7, 8].

The approach was based on a scattering analysis of the Toda gas. The results therefore take the standard GHD form for the gas hydrodynamics, based on the classical TBA framework, and more results in the GHD literature are, conjecturally, immediately applicable, such as the exact Drude weights [48], the Euler-scale correlation functions [30], the large-deviation theory for transport [49], and the exact hydrodynamic force terms [9] and hydrodynamic diffusive corrections [10].
Results in the chain are obtained by using the equivalence of ensembles; they are expected to hold at the Euler scale, and take a slightly different form. As a consequence, some of the results in the literature have to be re-worked out, and perhaps most crucially the diffusion operator needs to be studied. One way forward is to do the scattering analysis for the chain. In this case, the asymptotic states are the solitons and radiative corrections. Soliton and radiation shifts are known. In fact, the classical TBA describing baths of solitons and radiative modes was obtained by taking a particular semi-classical limit of the quantum Toda TBA, separating large- and small-quasimomentum modes [16]. This was done for thermal states, but the extension to GGEs is possible, giving the specific Gibbs free energy for the ensemble \(\varepsilon_{\text{Gibbs}}\). From this, one may in principle use the machinery of GHD and obtain the chain hydrodynamics directly, including diffusive corrections. It would be interesting to do this and to analyse how this approach reproduces the Euler scale results we have obtained.

The approach we have used also emphasises the freedom in choosing scattering states at the basis of TBA. The set of asymptotic excitations and their scattering, whence the TBA, depends on the choice of vacuum – here that of the gas, without particles, instead of that of the chain, with a uniform density of particles. This is a general concept which may be useful to exploit.

The classical gas TBA can also be obtained by a semi-classical analysis, done in [13, 14]. We have given an independent, explicit derivation of the classical TBA from classical scattering and the definition of the thermodynamic ensemble. This therefore explains purely from classical scattering the semiclassical result, in particular identifying the quasiparticles of classical TBA as the velocity tracers of the Toda particles themselves. The analysis of the semi-classical limit provided in [41] (which appeared shortly after the first version of the present paper) discusses further its relation to the quasiparticles.

The thermodynamics of the Toda chain was also obtained in [42] by making a connection with the Dumitriu-Edelman random matrix theory model [43]. The latter model was shown [43] to produce eigenvalue distribution in the \(\beta\)-ensemble, and in [42] the mean-field regime \(\beta = O(1/N)\) is used. This relation opens many research directions. In particular, the derivation of the classical TBA we have provided effectively gives rise to a new derivation of the \(\beta\)-ensemble statistics of the Dumitriu-Edelman model in a certain limit, hinting at a scattering underpinning. The \(\beta\)-ensemble form is valid in the Dumitriu-Edelman model also before the thermodynamic limit is taken; is there a modification of the Toda system that would give a \(\beta\)-ensemble distribution of asymptotic momenta in finite volumes?

Finally, we point out two aspects which may be useful for applications to other models. First, the derivation we have given in subsection 3.1 for factorised scattering, and for the concept of quasiparticle, based on an adaptation to classical particles of an argument by Parke [51], necessitates a single conserved quantity associated to a higher power of momentum (up to appropriate continuity arguments). This emphasises the fact that a single higher conserved charge is often sufficient for the most crucial aspects of inte-
grability. Second, in one dimension, two-body scattering processes preserve the set of momenta. Therefore, by the arguments in subsection 3.1, the factorised scattering structure holds as well in low-density gases of non-integrable models. It is clear also that the full derivation of the classical TBA presented in section 4 holds without modification. Therefore one expects GHD to describe such gases, at least at short times, before higher-body processes start being important. It would be very interesting to study further such “pre-thermalisation” effects in low-density non-integrable gases.
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Appendix

A Standard forms for chain hydrodynamics

Although the expressions (97), (103) and (104) are not immediately in the standard form prescribed by TBA and GHD, it is possible to bring them to this form. The standard form depends on the parametrisation of the quasiparticle chosen. The above expressions in fact amount to redefining the basic quantities so as to see $p$ not as the momentum, but as a parametrisation of the “actual” chain momentum. Both the chain momentum and energy take a form, as functions of $p$, which account for the change of coordinate from the gas to the chain, and for the change of (local) Galilean frame.

First, the chain momentum function, parametrised by $p$, is given by

$$p_c(p) = \nu(p - q^c_1).$$

The $p$-independent shift does not affect any of the equations below, however it is natural to keep it within this definition. This parametrisation is in fact explicitly state dependent, in particular $\nu$ depends on the state itself. This however does not affect the formal structure in the TBA technology. It is also natural to define

$$\rho^c_p(p) = \nu \rho_p(p)$$

The $p$-independent shift does not affect any of the equations below, however it is natural to keep it within this definition. This parametrisation is in fact explicitly state dependent, in particular $\nu$ depends on the state itself. This however does not affect the formal structure in the TBA technology. It is also natural to define

$$\rho^c_p(p) = \nu \rho_p(p)$$
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as the quasiparticle density per unit phase-space with respect to lengths on the chain, instead of oriented lengths in the gas; this is a positive quantity. The occupation function and jump function do not change, \( n^c(p) = n(p) \) and \( \varphi^c(p, p') = \varphi(p - p') = 2 \log |p - p'| \). As a consequence, the dressing operation also is left unchanged, \( h^c_{\text{dr}}(p) = h^\text{dr}(p) \). The standard TBA relations hold, with the “state density”

\[
\rho^c_s(p) = \left( \frac{dp^c}{dp} \right)^{\text{dr}}(p) = \frac{dp^c(p)}{dp} + \int dp' \varphi(p, p') \rho^c_p(p')
\]

and \( \rho^c_p(p) = n(p)\rho^c_s(p) \). One can check that the first relations in (97) are equivalent to

\[
q^c_i = \int dp h^c_i(p) \rho^c_p(p) = \int dp^c(p) h^\text{dr}_i(p)n(p) \quad (i \in \mathbb{N}),
\]

which are the standard TBA equations for average densities, in the chain parametrisation.

Second, we define the chain energy function as

\[
E^c(p) = \frac{1}{2} (p - q^c_i)^2.
\]

That is, the energy of a quasiparticle \( p \), from the chain point of view, is that of a particle in the rest frame, where the average momentum vanishes. Equivalently, it is that of a particle of momentum \( p + j^c_0 \), which takes into account the contribution to the momentum due to the soliton current. For the energy, one does not multiply by the factor \( \nu \), as the energy is not affected by the stretch in space. The chain effective velocity \( v^{\text{eff},c}(p) \) solves, according to the standard GHD equation,

\[
\frac{dp^c(p)}{dp}v^{\text{eff},c}(p) = \frac{dE^c(p)}{dp} + \int dp' \varphi(p, p') \rho^c_p(p') (v^{\text{eff},c}(p') - v^{\text{eff},c}(p))
\]

and can be written equivalently as

\[
v^{\text{eff},c}(p) = \frac{(dE^c/dp)_{\text{dr}}(p)}{(dp^c/dp)_{\text{dr}}(p)}.
\]

It is simple to check that this gives (110). One can then verify that (104) are equivalent to

\[
j^c_i = \int dp h^c_i(p)v^{\text{eff},c}(p)\rho^c_p(p) = \int dE^c(p)n(p)h^\text{dr}_i(p),
\]

which are the standard TBA equations for average currents, in the chain parametrisation.
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