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Abstract

Metals have many desirable properties for industrial applications including strength, ductility and hardness. These and other mechanical properties are determined by the behaviour and interaction of crystal defects at the microscale. In order to make top-down predictions for novel alloy design with optimised mechanical properties, the energetics of crystal defects must be calculated with quantum-mechanical accuracy. Quantum-mechanical simulation takes many forms, as highlighted in Chapters 1 and 2, owing to the fact that a solution to the Schrödinger equation is computationally intractable for most systems. Density functional theory (DFT) is one such method which combines accuracy with efficient scaling. However, for the application of extended defects in metals, it is often unable to simulate the requisite number of atoms. This has led to the development of methods which combine the quantum-mechanical insight of DFT with the linear scaling of interatomic potentials. These methods are known as quantum-based interatomic potentials (QBIPs) and the focus of this thesis is the development of QBIPs for Magnesium and its alloys. In particular, we present work on the extension and application of the generalised pseudopotential theory (GPT). We develop the so-called adaptive GPT (aGPT) which resolves a discrepancy in the simple-metal limit of the GPT when applied to free surfaces and free volumes. The GPT formalism has also been applied to alloys, and this was used to generate interatomic potentials for the Magnesium-Calcium alloy system. These potentials were used to study phase stability in order to move towards a ductile Magnesium alloy.
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Chapter 1

Introduction

"All models are wrong, but some are useful"

George E. P. Box

The processing and manufacturing of metals for components is one of the largest industrial sectors, worth €1.3 trillion to the European Economic Area [1]. The importance of this industry to the global economy arose following the industrial revolution in the 18th and 19th century where metals were utilised for their strength, ductility and hardness. However, an understanding of the fundamental atomic processes that give a metal its mechanical properties did not come until the early 20th century [2–4]. Most of the subsequent advances in metallurgy have occurred from the bottom-up and have been explained theoretically post hoc.

The challenge for theoretical metallurgy is how to make predictions given the lack of universality; each metal has a completely different metallurgy owing to the different chemistry, defect mechanics and crystal structure. An exceptional example, which is the focus of this thesis, is Magnesium (Mg) which forms in the hexagonally-close packed (hcp) phase. Like all hcp metals, Mg suffers from a plastic anisotropy [5]. However, the anisotropy is particularly pronounced in Mg and the defect mechanics
Introduction

Fig. 1.1: The hierarchy of electronic structure methods across the length-scales is plotted from high-accuracy inefficient-scaling strongly-correlated electron methods to low-accuracy computationally-efficient empirical interatomic potentials. The accuracy and scaling depend on the material being modelled; this is the ‘Material-dependent Gap’. This plot is a reproduction of one given by Moriarty [10].

are extremely complex [6–8]. Contrast this to the fact that Mg is an archetypal simple metal [9] whose physics is very well understood. How does such complex metallurgy in Mg emerge from such simple chemical bonding? The answer is related to the roughly four orders of magnitude difference in length scale between the atomic scale and the microscale. To understand and predict the metallurgy at the microscale, we need to develop quantum-mechanical methods that are able to be applied to the microscale. In this thesis, we further develop a method called the generalised pseudopotential theory (GPT); a linear-scaling electronic structure method for metals.

1.1 Overview of Electronic Structure Theory

Uncovering and predicting the fundamental quantum processes which lead to macroscopic physical properties in real materials is the motivation behind electronic struc-
ture theory. Uniquely, the quantum-mechanical governing equations are known [10–14] but an analytic solution is only possible for the simplest quantum mechanical systems [15–17] or systems with a large number of exploitable symmetries [18]. Numerical solution generally requires approximation too, owing to the extremely large dimension of the many-body Hilbert space for molecules [19] and solids [20]. In certain physical situations, the full quantum-mechanical formalism can be approximated to remove unnecessary features. As an example, in techniques based on the numerical renormalisation-group procedure of Wilson [21], only many-electron quantum states belonging to a variational submanifold are considered [22, 23]. These methods provide an extremely accurate solution to the quantum many-body ground state but, as a result, are typically restricted to either low-dimensional lattice models [24, 25] or embedded within molecules [26].

At a similar level of accuracy are the quantum Monte Carlo (QMC) methods (see Fig.(1.1)) which stochastically integrate expectation values given some wavefunction [20, 27]. There are many flavours of QMC, of particular importance are diffusion Monte Carlo [28–30] and variational Monte Carlo [31, 32] as they have been applied to the cohesive energy of real solid-state systems such as the semiconductors Si [33] and Ge [34], and also solid H [35–39]. QMC has also been used to study the homogenous electron gas [32, 40]; these results play a central role in more approximate methods. There are computational advantages to QMC; its computational scaling is $O(N^3)$ in time and certain flavours are embarrassingly parallel [27]. However, just like classical Monte Carlo [41], the stochastic error scales with $M^{-1/2}$ where $M$ is the number of simulation steps. The cubic scaling of QMC (with the number of electrons $N$) combined with a huge prefactor puts accurate QMC out of reach for most real materials at present.

The next set of electronic structure methods down in accuracy are the mean- or
self-consistent field (SCF) methods (see Fig.(1.1)). These methods take the single electron approximation and thus are conceptually different to the NRG and QMC methods. Broadly speaking the coupled $N$-electron Schrödinger equation is replaced by $N$ mean-field single-electron Schrödinger equations. In SCF methods, the effective mean-field potential seen by each electron is a non-linear function of the one-electron wavefunctions. Historical SCF methods such as the Hartree [42, 43] and Hartree-Fock [44] approximations, suffered from qualitative and quantitative disagreement compared with experiment in real metals [45]. Theoretical justification for the SCF approximation came from the two Hohenberg-Kohn (HK) theorems [46] which proved that the total energy of a many-electron system was a functional of the electron density $n(r)$ alone and that this functional is variational with $n(r)$. The HK theorems are the foundational result of modern density functional theory (DFT). A year after the publication of the HK theorems, two important concepts were introduced by Kohn and Sham [47] that made DFT practical. Kohn and Sham (KS) made the ansatz that the fully-interacting, many-electron system could be replaced with an auxiliary non-interacting system. This requires the introduction of a so-called exchange correlation functional which captures the many-body character of the fully-interacting system. An approximate form of the exchange-correlation functional, known as the local density approximation (LDA), was given and has proved surprisingly robust in the calculation of physical properties of real materials and molecules [14, 48–50].

DFT is easily the most popular simulation method in electronic structure theory and materials science; it is considered the industry standard [50] as its accuracy and computational scaling are sufficient for many systems. However, KS-DFT in the LDA is known to give spurious results for the strongly-correlated electron materials, such as certain transition-metal oxides [51, 52] and certain $f$-band actinide metals [53]. This has led to the development of methods that use KS-DFT as a reference for a
more refined treatment of exchange and correlation. Examples include methods based on many-body perturbation theory, like the GW approximation [54–56], and methods which embed a higher accuracy method within KS-DFT, such as LDA+DMFT [57, 58]. This improved treatment of exchange and correlation comes at the price of increased computational scaling [20] and difficulties arising in the computation of total energies [59] and forces [60–62]. These methods present a different approach to exchange and correlation than in the LDA. Specifically, these methods are material-specific tailor-made approaches to exchange and correlation whereas the LDA treats the electron density as belonging to a homogenous electron gas. There is a plethora of exchange-correlation functionals which are more aligned with the LDA and which offer an improved treatment of exchange and correlation. These functionals include the generalised gradient approximation (GGA) [63–65], meta-GGA [66–68], exact exchange (EXX) [69–71] and hybrid functionals [72–74]. These functionals do give better quantitative agreement with experiment than the LDA and, for some properties, similar accuracy to the many-body theoretic approaches to exchange and correlation. However, the empiricism of these functionals results in a loss of explanatory power relative to the many-body theoretic approaches to exchange and correlation.

For the purposes of this thesis, the main problem with KS-DFT is the computational scaling of its implementations. There are a number of different ways to formulate KS-DFT in extended systems. These differences amount to whether the inner-core electrons are included explicitly and the basis-set that is to be used. There are a handful of all-electron methods including the linear muffin-tin orbital (LMTO) and linear augmented plane-wave (LAPW) [75], linearisations of the Korringa-Kohn-Rostoker (KKR) method [76, 77] and Slater’s augmented-plane wave (APW) method [78, 79] respectively, and also the projector augmented wave (PAW) method [80] which is a frozen-core approximation. In addition, there are plane-wave KS-DFT methods
that use a pseudopotential (PP); an ionic potential where the inner-core electrons have been projected out [81, 82].

All of these methods are formulated in terms of an ordinary or generalised eigenvalue problem whose numerical solution scales as $O(N^3)$, where $N$ is the dimension of the Hamiltonian [83]. This limits KS-DFT to roughly 250-500 atoms over 1-10 ps of molecular dynamics simulation time [10]. Tight binding (TB) methods based on KS-DFT simplify the Hamiltonian construction leading to a more computationally efficient representation of the electronic structure [84]. However, TB is difficult to apply to the simple metals and retains the $O(N^3)$ Hamiltonian diagonalisation albeit with a minimal linear combination of atomic orbitals (LCAO) basis set. Other methods have been developed in recent years, including PEXSI which avoids diagonalisation of the KS Hamiltonian through a finite-temperature pole-expansion of the Fermi-Dirac distribution [85, 86]. Whilst the computational scaling is $O(N^2)$, a large number of atoms are required to achieve this. Linear scaling KS-DFT methods [87] have been developed using the principle of ‘near-sightedness’ [88, 89] which allows for the truncation of (far) off-diagonal density matrix elements. The major challenge for $O(N)$ KS-DFT methods are metals at low temperatures; this is due to the presence of a sharp Fermi surface and resulting Friedel oscillations [14, 90]. As a result, some authors have developed an alternative $O(N)$ DFT method which is not based on the KS ansatz [91]. This method known as orbital-free DFT (OF-DFT) works with the electron density alone through the introduction of an approximate kinetic energy functional. OF-DFT suffers from convergence issues and requires the introduction of a local pseudopotential, but has produced reasonable results in the simple metals [92].

An alternative approach, which we take and develop throughout this thesis, is to coarse-grain the DFT electronic structure and derive a set of quantum-based interatomic potentials (QBIPs) (see Fig.(1.1)). The earliest approaches, using pseudopo-
tential perturbation theory, focused primarily on the \(sp\)-valent simple metals since the valence electron pseudowavefunctions in these metals can be reasonably described as a perturbation from a plane-wave [93, 94]. Pseudopotential perturbation theory was later rigorously formulated entirely within first-principles KS-DFT based pseudopotential perturbation theory [95–97]. This led to a derived total-energy functional including a self-consistently screened pair potential.

Metallic elements with empty or filled \(d\)-bands pose problems for ordinary pseudopotential perturbation theory as these \(d\)-band wavefunctions are qualitatively different to those for the \(sp\)-valence electrons. Inclusion of \(d\)-state tight binding matrix elements and their hybridisation with the \(sp\)-valence states leads to an accurate account of the angular bonding in transition metals. QBIPs which achieve this include the generalised pseudopotential theory (GPT) [98, 99], the model GPT (MGPT) [100–103] and the tight-binding based bond-order potential (BOP) [12, 104–109]. The formalism applied to tight-binding \(d\) states can be extended to the \(f\)-bonded early actinide metals, where strong electron correlation is not present. This has been done specifically in the case of MGPT potentials [103]. The computational scaling of these QBIP methods is \(O(N)\). In particular, the GPT is linear-scaling at roughly 1000 atoms, comparable to empirical potentials, due to its long-ranged and oscillatory nature. Thanks to advances in computer processing power and memory, QBIPs have been used to study solidification using supercells containing 30 million atoms [110]. Supercells of this size are at the microscale where a metal’s mechanical properties are determined [111]; this is usually the domain of continuum crystal plasticity models [112]. In the next section, we will review the motivation for QBIPs and their relationship to empirical interatomic potentials.
1.2 Interatomic Potentials in Metals

The dynamics of the ions in a metal are conventionally assumed to be classical [113] whereas a quantum mechanical description is necessary for the electrons [15–17]. In a QBIP representation, we make the assumption that the electrons move rigidly with the ions and, as a result, we only need to perform a single quantum mechanical calculation for the electrons. In this picture, the ions experience an effective screened Coulomb interaction, due to the quantum-mechanical electrons, which is not rescreened during ionic motion. This is the approximation of neutral pseudoatoms [114]. Pseudoatoms behave rather differently to normal atoms with the main distinction being that they cannot be polarised [13]. The central quantity in DFT quantum mechanics is the electron density \( n(r) \) [46] and, without approximation, the DFT total energy can be written as

\[
E_{\text{tot}}(\{R\}) = \frac{1}{2} \sum_{ij} Z_i Z_j e^2 R_{ij}^{-1} + E_{\text{ion–el}}[n(r), \{R\}] \quad (1.1)
\]

where \( \{R\} \) denotes the set of all ionic positions, \( Z_i \) is the atomic number of the atom \( i \), \( R_{ij} \) is the interatomic separation (where the prime over the summation refers to the exclusion of the \( i = j \) term) and \( E_{\text{ion–el}} \) is an unknown energy functional describing the ion-electron and electron-electron interaction, dependent on both the electron density and ionic positions. The ion-electron energy functional is an extremely complex many-body function of which only a small contribution will be pairwise. This contribution will act so as to screen the bare ionic Coulomb interaction. We may consider a general cluster expansion of \( E_{\text{ion–el}} \), in which case we get triplet \( v_3 \), quadruplet \( v_4 \) and higher order interaction terms, in addition to a many-body embedding contribution and pairwise term. These interaction terms can either be derived as in the GPT [10, 99, 115, 116], or they can be assumed in a parameterised form as in empirical
interatomic potentials [117–122].

The simplest representation of Eq. (1.1) is that of a pure pair potential \( v_2 \), which was a viewpoint advocated in metals by early practitioners of empirical interatomic potentials [112, 123–126]. The cohesive energy in such a representation is taken with respect to the individual atomic total energies

\[
E_{\text{coh}}(\{R\}) = \frac{1}{N} E_{\text{tot}}(\{R\}) - E_{\text{atom}}^{\text{tot}} = \frac{1}{2N} \sum_{ij} v_2(R_{ij}).
\]  

(1.2)

This representation assumes that the residual many-body on-site term (in this sense many-ion not many-electron) is negligible and that the multi-ion terms are effectively averaged over. It is only physically applicable to the insulating rare-gas solids, which are effectively weakly interacting free-atoms with tightly-bound \( s \) and \( p \) valence electrons. There are a number of constraints on the functional forms of these parameterised empirical pair-potentials.

Firstly, they are generally required to exhibit ‘hard-core’ repulsion which means that they are large and positive at short distances to prevent one atom penetrating the inner-core of another. Furthermore, it is usually assumed that these empirical pair potentials are short-ranged [112, 123–126]. The short-range, typically over the first couple of neighbour shells, is usually justified for reasons of computational efficiency. However it corresponds to a (very) high electron temperature (\( \sim 10^3 - 10^4 \) K) since the long-ranged Friedel oscillations are damped exponentially with temperature [90]. For most physical properties, this is usually not a major concern, in fact most DFT implementations feature a smearing corresponding to a similarly high electron temperature. However, it is important for properties which depend on the structure of the Fermi surface including Kohn anomalies and phase transitions driven by Fermi surface nesting [127]. Another consequence of the short-range of empirical pure pair potential models is that they need to have a deep negative minima in the vicinity
of the nearest-neighbour distance. The earliest parametric interatomic potential that satisfied these constraints was due to Lennard-Jones [117]

\[ v_{\text{LJ}}^2 (r) = v_0 \left( \left( \frac{r_0}{r} \right)^{12} - 2 \left( \frac{r_0}{r} \right)^6 \right) \]  

(1.3)

where \( v_0 \) and \( r_0 \) are free parameters. Physically the Lennard-Jones potential applies to insulators such as the rare-gas solids with the \( 1/r^6 \) term arising from the van der Waals interaction. Fitting of these free parameters depends on the application, and in general these parametric models are not sufficiently flexible to be transferable to any ion configuration. In general, they are designed to ensure a correct description of cohesion in which case we can find the free parameters by constraining the cohesive energy \( E_{\text{coh}} \), equilibrium pressure \( P_{\text{tot}} \) and bulk modulus \( B_{\text{tot}} \). It is possible to dispense with the parameterisation, as it is unable to give a full account of metallic cohesion which requires full control over the shape and range of the pair potential. A parameter-free approach was given by Carlsson et al. [128] where an interatomic potential was derived directly through the inversion of KS-DFT calculations.

There are a number of fundamental problems associated with the assumption of a pure pair potential. Firstly, the energy differences between crystal structures are known experimentally to be three orders of magnitude less than cohesive energies [10, 12]. As a result, the pure pair potential model is necessarily dependent on structure at least on the energy scale of structural energy differences \( \sim 0.1-10 \text{ mRy} \). Secondly, the cubic elastic constants \( C_{12} \) and \( C_{44} \) in a pure pair potential model are constrained to be equal. This is sometimes phrased as having a Cauchy ratio \( \sigma_C \) [10, 13]

\[ \sigma_C \equiv C_{12}/C_{44} = 1. \]  

(1.4)

This is generally not satisfied in any metal, whether a simple metal like face-centred cubic (fcc) Al (\( \sigma_C = 2.2 \)) or a transition metal like fcc Cu (\( \sigma_C = 1.6 \)) [10, 13]. As a
result, we may conclude that neither elastic constants nor lattice vibrations may be accurately described by a pure pair potential model. Another problem is associated with the vacancy formation energy. In a pure pair potential model, the unrelaxed vacancy formation energy at zero pressure is simply $E_{\text{vac}}^u = -E_{\text{coh}}$. The effect of relaxation is generally small and so can be ignored for our discussion. As measured experimentally, the cohesive energy is roughly 3 times larger than the vacancy formation energy for metals [10, 13].

Rather than including the necessary many-body terms, the solution in the 1960s and 1970s was to fit the pair potential to elastic constants, lattice vibrations or crystal defect data [125, 129]. Such a pair potential is quantitatively different to that which results from fitting to cohesive energy data. The formalism of empirical pair potentials was extended from the simple models of Lennard-Jones or Morse [117, 118] to the more general spline representation of Johnson [125, 129]. These pair potentials remain, like all pure potentials, unable to span both the energy scale of the cohesive energy and structural energy differences. Furthermore, such pair potentials show significant non-uniqueness and variance when fit to essentially the same experimental data [126].

The primary conclusion is that, even in the simple metals, a many-body contribution is necessary for a generalisable and transferable model. This many-body contribution occurs in the form of a directional multi-ion contribution and/or a collective, non-directional many-body contribution which is essential in the simple metals whose forces are essentially central. The collective, non-directional many-body contribution arises from embedding the ions in a compensating uniform electron density $n_{\text{unit}} = Z/\Omega$ where $Z$ is the effective $sp$ valence occupation. In the GPT, the embedding term $E_{\text{vol}}$ is volume-dependent and so is the pair potential term $v_2$

$$E_{\text{coh}}(\{\mathbf{R}\}, \Omega) = E_{\text{vol}}(\Omega) + \frac{1}{2N} \sum'_{ij} v_2(R_{ij}, \Omega).$$  \hspace{1cm}(1.5)
These functions have been calculated from self-consistently screened pseudopotential perturbation theory by a variety of different authors beginning with Harrison [93]. Formulations based on DFT quantum mechanics emerged in the 1970s and 1980s by Rasolt and Taylor [130], Dagens et al [95], Hafner [97] and as the simple-metal limit of the GPT [115, 116] which is discussed in Chapter 2. Both of these terms are fully transferable to any bulk ion configuration and can accurately describe structural, thermodynamic and mechanical properties [10]. Addressing the failings of the pure pair potential models, the GPT is able to describe both cohesion and structural energy differences accurately because the volume term $E_{\text{vol}}$ is of the same order of magnitude as the cohesive energy (see Fig.(3.1)) and the interatomic pair potential is of the same order of magnitude as structural energy differences (see Fig.(2.4)). Since the virial pressure is no longer required to vanish at equilibrium, as it is balanced by an equal and opposite volume term contribution, the Cauchy ratio is no longer unity. It is replaced by the positive Cauchy pressure condition [10, 13]

$$P_C = C_{12} - C_{44} = \frac{1}{2} P^0_{\text{vir}} > 0$$

(1.6)

which is observed in simple metals. The unrelaxed vacancy formation energy gets a correction from the non-zero virial pressure [100]

$$E^u_{\text{vac}} = - (E^0_{\text{coh}} - E^0_{\text{vol}}) + \Omega_0 P^0_{\text{vir}}.$$  

(1.7)

This correction can be thought of as the pressure required to compress the cell uniformly by $\Omega_0$ to retain constant volume after an atom has been removed and replaced on the surface. This improves the unrelaxed vacancy formation energy to roughly the same order of magnitude as experimental values. However, as we shall see in Chapter 3, there remains a large quantitative discrepancy between the GPT vacancy formation energy and the experimental value. In hcp Mg at the observed equilibrium atomic
volume, the GPT vacancy formation energy is approximately half the experimental value.

The extension of Eq.(1.5) to empty $d$-band, filled $d$-band and transition series metals was achieved by Moriarty [98, 99] following on the work of Harrison [131]. The empty and filled $d$-band are still adequately described at the pair potential level whilst the transition metals require additional multi-ion potentials due to the localised $d$-state tight-binding matrix elements [99]. In the full GPT, we have for the cohesive energy

$$E_{\text{coh}} (\{R\}, \Omega) = E_{\text{vol}} (\Omega) + \frac{1}{2N} \sum_{ij} v_2 (ij, \Omega) + \frac{1}{6N} \sum_{ijk} v_3 (ijk, \Omega) + \frac{1}{24N} \sum_{ijkl} v_4 (ijkl, \Omega) + \cdots$$

(1.8)

In the GPT, the multi-ion potentials $v_2$, $v_3$ and $v_4$ do not possess closed-form mathematical expressions. Whilst this is fine for $v_2$, there are challenges in tabulation of the higher order potentials. This led to the development of the MGPT [100, 101] where $v_3$ and $v_4$ are replaced by analytic forms derived using canonical $d$ bands which retain the dominant physics of the theory. Moreover, the GPT/MGPT formalism has been very successful in a wide range of applications including the structural, thermodynamic and mechanical properties of the bulk metal. One weakness of the formalism is in the applications of Eq.(1.8) to simple metal free surfaces such as voids, cracks and cleaved surfaces or, as we shall see in Chapter 3, certain crystal defects such as vacancies. It is not even clear which value of the atomic volume to use in the presence of a free surface since the near-neighbour environment is inhomogeneous. This led some authors in the 1980s to dispense with the volume dependence and suppose that the embedding function was a non-linear function of interatomic separation. This gives us the following
cohesive energy

\[ E_{\text{coh}} (\{R\}, \Omega) = \frac{1}{N} \sum_i F \left( \sum'_{j} g(R_{ij}) \right) + \frac{1}{2N} \sum'_{ij} v_{2}(R_{ij}) \]  \hspace{1cm} (1.9)

where \( F \) is a non-linear embedding function and \( g(r) \) is an unspecified short-ranged function of the interatomic separation. The unknown quantities may vary in their definition, particularly since the pair potential \( v_{2} \) can be redefined to include the linear part of the embedding function.

Important examples of potentials which have the functional form of the cohesive energy in Eq. (1.9) include the embedded atom potential (EAM) potential [119], the effective medium theory (EMT) [132] and the many-body Finnis-Sinclair (FS) potential [133]. In the EAM and EMT approach, the function \( g(R_{ij}) \) represents a background contribution from the site \( j \) to the electron density at site \( i \) and the function \( F \) represents the energy required to embed the atom in the metal. Potentials of this kind are most relevant to the simple metals where the bonding has a non-directional character. As a result, empirical potentials of this form have been most successfully applied to the fcc simple and late-series transition metals such as Al and Cu. These short ranged potentials are unable to capture subtle features in the phonon spectra known as Kohn anomalies [10, 134, 135], which arise due to the logarithmic singularity in the dielectric function. Therefore, both an accurate description of screening and a sharp Fermi surface, absent in EAM/EMT potentials, are required to describe Kohn anomalies.

Further extensions to the EAM and EMT models were given in the 1990s. One particular model, which added an angular component to the background electron density, is the modified EAM (MEAM) developed by Baskes and co-workers [122]. The angular components reflect the angular bonding encountered in the mid-series transition metals. The MEAM has been reasonably successful in capturing the physics of these metals, owing more to the increased number of fitting parameters than being justified.
by quantum mechanics.

The major problem with empirical potentials is the question of their predictive power. Since their functional forms are arbitrary and without a rigorous basis in quantum mechanics, we have already lost the explanatory power of DFT and the GPT. For instance, the GPT has been used to highlight the importance of $sp$-$d$ hybridisation in Ca which stabilises the fcc ground state [136]. The predictive power of a method like the EAM or MEAM is a function of the quality of their many-body co-ordinates and functional forms. Fitting for these potentials is generally done through the matching of forces to DFT data [137]. Ercolessi and Adams used this procedure to fit an EAM potential with 40 parameters to Al. The residual root-mean-square force was roughly 20% of the root-mean-square force in the DFT data. The EAM model was then used to calculate the melt temperature and did so within 1% of experiment. An EAM model for Mg was fitted using the same force-matching scheme and similar data [138]. The residual force was also around 20% yet the melt temperature was only within 20% of experiment. Both of these potentials used a larger cut-off radius than is typically used, roughly half that of the GPT. Contrast this to the agreement to within 4% of experiment for the GPT [139]. There are a number of factors at work in this discrepancy between the EAMs for Al and Mg. Both are simple metals so if the EAM description is sufficient for Al then it should also be sufficient for Mg. This discrepancy speaks to the challenge of fitting empirical interatomic potentials. It is important to stress, however, that the residual fitting error is not the only contribution to the total prediction error [140] and cross-validation might be advised to minimise this quantity.

Recent developments in empirical potentials based on machine learning regression have achieved quantum accuracy and predictive power [141]. Amongst the most famous of these is the Gaussian Approximation Potential (GAP) of Bartók, Csányi and co-workers [142–145]. In the GAP, the cohesive energy functional is given the rather
general form

\[ E_{\text{coh}} = \frac{1}{N} \sum_i \varepsilon_i (\{ \hat{q}_i \}) \]  

(1.10)

where \( \varepsilon_i \) are localised atomic energies whose form depends on the atomic environment within a finite cut-off radius and \( \hat{q} \) is a normalised ‘descriptor’ that represents the local environment in a manner which respects the translational, rotational and permutation symmetries of \( \varepsilon_i \). A typical descriptor is formed by using the expansion coefficients of the local atomic density in a basis of spherical harmonics [146]. The localised atomic energies are fitted to a database of DFT calculations using Gaussian process regression

\[ \varepsilon_i (\hat{q}_i) = \sum_j \alpha_j K (\hat{q}_j, \hat{q}_i) \]  

(1.11)

where \( K \) is the covariance kernel which measures the similarity between two atomic environments, \( \{ \alpha_j \} \) are the expansion co-efficients and the sum runs over the database. The covariance kernel is arbitrary but a default choice is the smooth overlap of atomic positions (SOAP) [146]. A number of high-precision GAPs have been developed for various transition metals including W and ferromagnetic Fe. The GAPs have proved tremendously successful in reproducing DFT calculations of properties such as elastic moduli, phonons, vacancies and surface energies within 1-2%. Transferability in the GAP is achieved through the inclusion of all relevant atomic configurations. The major practical challenge with the GAP is in the construction of the DFT database. In particular, how to balance the competing interests of computational efficiency and transferability. At present, the GAP is too expensive to perform multi-million atom calculations or nanosecond time scale molecular dynamics.

We have introduced the state-of-the-art interatomic potentials: on the empirical side machine-learning potentials such as GAP, and on the first-principles side the GPT/MGPT. Whilst it is natural to see these methods as competitors, the reality is
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that they each offer something different to the researcher. Machine learning potentials are dependent on the quality of the data that makes up the database and their predictive power originates from their ability to describe any atomic configuration that can be interpolated from the database. On the other hand, first-principles interatomic potentials derive their predictive power from their coarse-grained electronic structure, such that the important physics is retained. There are advantages to both methods and perhaps the best approach would be to combine these methods. Machine learning potentials are not limited to DFT quantum mechanics and their computational cost is not a function of a how accurate the underlying total energy calculation was. On the other hand, quantum-based interatomic potentials are, at present, limited to DFT quantum mechanics. The main advantage of QBIPs is their explanatory power in terms of electronic structure; something that is lost in empirical potential models. Progress in QBIPs has occurred at a slower rate than other parts of electronic structure theory and empirical potentials. Given their explanatory power, scaling and accuracy, this will hopefully change in the future.

1.3 Structure of this Thesis

In this thesis, we first introduce the background electronic structure theory in Chapter 2. This chapter is a presentation of known results. Starting with the Born-Oppenheimer approximation and ending with a derivation of the simple-metal limit of the GPT in its modern self-consistent KS-DFT formalism. We derive self-consistently screened interatomic potentials for Mg using the GPT formalism. Using these potentials, we develop the so-called adaptive GPT (aGPT) in Chapter 3. In a bulk elemental metal, the aGPT and GPT are guaranteed to be equivalent representations. However, the aGPT adds a many-body correction when free surfaces or volumes are encountered. We derive expressions for the forces and stress tensor, and apply these
expressions to a range of properties including the relaxed vacancy formation energy. In Chapter 4, we use the GPT alloy theory to derive self-consistent interatomic potentials for the Mg-Ca alloy system. The central problem for industrial applications of wrought Mg is the plastic anisotropy. This is not unique to Mg and is found across hcp metals (although the plastic anisotropy in Mg is particularly severe). We explore the thermodynamic and mechanical stability of the body-centred cubic (bcc) phase in this alloy system, as the bcc phase is inherently more isotropic. We conclude in Chapter 5, outlining future research directions in the GPT and aGPT.

1.4 Innovations & Codes

There are a number of novel developments detailed in this thesis. The work in Chapter 3 is a follow up on the work by Moriarty and Phillips [147] who first introduced the electron density representation that we describe in the next subsection. This representation was used to calculate total energies alone and was not able to calculate forces. The novelty and my contribution in this chapter was the development of derivatives of the aGPT total energy, and the minor adjustments to the formalism that this requires.

Chapter 4 presents a number of new results including new Mg-Ca GPT potentials that were derived in collaboration with John Moriarty. These potentials were used to calculate the thermodynamic and mechanical stability of Mg-Ca at different concentrations. These calculations were done by myself, using several codes that I developed and are currently used by Prof. Paxton’s research group.

The first of these codes ph.gpt is a phonon code written in Fortran for the GPT/aGPT that calculates band structures, density of states and thermodynamic properties (using tetrahedron integration [80]). The second of these codes md.gpt is a molecular statics/dynamics code for the GPT and aGPT. The molecular statics por-
tion of the code is an implementation of the FIRE algorithm [148] using forces derived from the GPT/aGPT potentials. The molecular dynamics portion of the code implements a number of thermostats including the stochastic velocity rescaling thermostat [149] and Langevin thermostat [150]. In addition, there is also a barostat optimised for use with these thermostats [151]. Finally, for the special quasirandom structure calculations, I wrote a C++ code called \texttt{mc.sqs} which was designed for larger systems with looser constraints on the matching of the figures to the perfectly random alloy.
Chapter 2

Electrons in Simple Metals

"Much too complicated to be soluble."

Paul A. M. Dirac FRS

The physics of metals crosses many length and time scales: from the atomic scale where the nature of the metallic bond is determined [12, 13], to the microscale where the interaction of defects governs the mechanical properties [111]. In this chapter, we seek to build a quantum mechanical description of the fundamental electronic and ionic processes. Such a description will need to be both scalable and accurate. Our starting point is the total many-body Schrödinger equation. This equation governs the dynamics of non-relativistic electrons and nuclei. Whilst even the total (electrons plus nuclei) many-body Schrödinger equation is an approximate version of reality, there is no reason to go beyond this in the metals of interest to this thesis. Furthermore, we will see that there is a need to form a hierarchy of approximations to render a model which is computationally tractable for studying the mechanical properties of metals. There is debate as to whether all of the approximations detailed in this section are systematically improvable. However, all of the approximations are justifiable a posteriori for our applications [10, 99, 115, 116].
In this chapter, we shall begin our discussion with the total many-body Schrödinger equation and apply the Born-Oppenheimer approximation [152] to it in Section 2.1. The resulting many-electron Schrödinger equation is not a great deal easier to solve, hence we explore the approximations which lead to density functional theory (DFT) in Section 2.2. We are left with an equation for the total energy of a simple metal for which the only unknowns are the eigenvalues of the DFT Hamiltonian. We find these via perturbation theory which requires the introduction of pseudopotentials in Section 2.3. In Section 2.4, we use all of the approximations introduced to construct the real-space total energy in terms of a volume term $E_{\text{vol}}$ and a volume-dependent pair potential $v_2$. This chapter contains no new innovations and is simply a literature review.

### 2.1 The Born-Oppenheimer Approximation

A foundational approximation upon which electronic structure theory is built is the Born-Oppenheimer (BO) approximation [152]. This approximation makes it possible to separate nuclear and electron motion and is the basis for all the subsequent discussion. The justification given for this approximation relies upon the roughly 4 orders of magnitude difference between electronic and nuclear masses. Thus, the characteristic time scales for electronic and nuclear motion are rather different. In fact, the electrons are moving at speeds roughly 50-100 times that of the nuclei, the nuclei appear approximately stationary. This allows the electrons to relax into their ground state with respect to the configuration of the nuclei. From the perspective of the nuclei, the fast motion of the electrons creates an effective mean-field potential for the nuclei to move in. However, not all electrons behave in the same way but, for now, we will not distinguish between bound inner-core and itinerant valence electrons. More quantitatively, we begin with a total many-body Hamiltonian of an elemental metal. This
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metal consists of $N$ nuclei with $Z_a N$ electrons where $Z_a$ is the atomic number. Hence, the metal is constrained to be charge-neutral. The total many-body Hamiltonian $\mathcal{H}_{\text{tot}}$ can be factorised into an electronic part $\mathcal{H}_e$ and a nuclear part $\mathcal{H}_n$

$$\mathcal{H}_{\text{tot}} = \mathcal{H}_e + \mathcal{H}_n. \quad (2.1)$$

The electronic Hamiltonian $\mathcal{H}_e$ is given by

$$\mathcal{H}_e = T_e + V_{ee} + V_{en}. \quad (2.2)$$

The first term is the electron kinetic energy operator and the final two terms are the electron-electron and electron-nuclei Coulomb interaction. It is generally assumed that any quantum corrections to the electromagnetic interaction are negligible. The nuclear Hamiltonian $\mathcal{H}_n$ is given by

$$\mathcal{H}_n = T_n + V_{nn} \quad (2.3)$$

where the first term is the nuclear kinetic energy and the second term is the Coulomb potential energy operator of the nuclei. Whilst it is possible to separate the Hamiltonian into a nuclear part and an electronic part, these operators continue to act on the entire many-body Hilbert space. In general, this leads to eigenstates which are entangled. Therefore, it is not possible to separate the electrons and nuclei into a product of pure states describing the electrons and the nuclei unless an approximation is made\(^1\). This is the BO approximation

$$|\psi_{\text{tot}}\rangle = |\psi_e\rangle \otimes |\psi_n\rangle = |\psi_e \psi_n\rangle \quad (2.4)$$

\(^1\)One can write down a quantum state describing the electrons or nuclei without approximation. However, this state will be a mixed state. First, we would have to solve for the total density operator and marginalise over the electron co-ordinates for the nuclei density operator and vice-versa.
i.e. that the many-body electronic and nuclear wavevectors form a product state. In other words, there is no entanglement between the electrons and nuclei, and all statistical correlation between electrons and nuclei is purely classical. The BO approximation restricts the wavefunction to lie within a subspace of the total Hilbert space. Furthermore, this subspace has a lower dimension than the total Hilbert space. The electronic wavevector $|\psi_e\rangle$ is an eigenfunction of the electronic Hamiltonian $H_e$

$$H_e|\psi_e\rangle = E_e|\psi_e\rangle \quad (2.5)$$

where $E_e$ is the energy eigenvalue. This leaves us with the following equation to solve

$$H_{tot}|\psi_{tot}\rangle = (H_e + H_n) |\psi_e\psi_n\rangle = E_n|\psi_e\psi_n\rangle. \quad (2.6)$$

In position representation, the electronic Hamiltonian $H_e$ depends on both the electronic and nuclear co-ordinates whereas the nuclear Hamiltonian $H_n$ only depends on the nuclear co-ordinates. In order to satisfy Eq.(2.5), the action of the electronic Hamiltonian on the nuclear wavefunction must be the identity operator

$$(H_e \otimes 1_n) |\psi_e\rangle \otimes |\psi_n\rangle = E_e|\psi_e\rangle \otimes |\psi_n\rangle. \quad (2.7)$$

Unfortunately, the nuclear Hamiltonian does not admit a similar decomposition since the electron wavefunction depends on the nuclear co-ordinates. The second part of the BO approximation is to assume that such a decomposition can be made. By marginalising over the electron wavefunctions, we have (in position representation)

$$\left[-\frac{\hbar^2}{2M} \sum_n \nabla_n^2 + E_{tot}(R_1, \ldots, R_N)\right] \psi_n (\{R\}) = E_n \psi_n (\{R\}) \quad (2.8)$$

where $M$ is the nuclear mass (taken to be constant for simplicity, as in an elemental metal), the first term is the nuclear kinetic energy $T_n$ and $E_{tot} = E_e + V_{nn}$ is the
effective mean-field potential energy operator. The pair of BO approximations have resulted in a single Schrödinger equation for the nuclei. Born and Oppenheimer showed that the leading corrections to these approximations are of order \((m/M)^{1/4}\) [152]. These contributions constitute the electron-phonon interaction in solids and we shall assume that they are insignificant. In addition to the BO approximation, we will typically make the assumption that the nuclei are classical. This approximation holds at ambient temperatures and for nuclei heavier than H and He. The decoherence timescale [153] of heavier nuclei is believed to be extremely rapid. This assumption is the basis for molecular dynamics [41, 154] in which we replace the Schrödinger equation in Eq.(2.8) by the corresponding classical Hamilton’s equations.

2.2 Density Functional Theory

Whilst the BO approximation simplifies the problem considerably, the resulting many-electron Schrödinger equation in Eq.(2.5) is intractable for all but the simplest of atomic and molecular systems. The difficulty arises due to the dimension of the many-electron Hilbert space. This is in direct analogy to the situation in the case of the total many-body Schrödinger equation. Like in the BO approximation, we first make the product-state ansatz

\[
\psi_e (\{r\}) = \bigotimes_{\alpha=1}^{N_e} \psi_\alpha (\sigma_\alpha, r_\alpha) \quad (2.9)
\]

where \(N_e = Z_a N\) is the number of electrons, \(\psi_\alpha\) are one-electron wavefunctions and \(\sigma_\alpha\) is the electron spin. In terms of the one-electron orbitals, we may write the wavefunctions as

\[
\psi_\alpha (\sigma_\alpha, r_\alpha) = \tilde{\psi}_\alpha (r_\alpha) \chi_\alpha (\sigma_\alpha) \quad (2.10)
\]
where $\chi$ are the one-electron spinors and $\tilde{\psi}$ are the one-electron orbitals. We will ignore this distinction between the one-electron orbitals and the one-electron wavefunctions. Furthermore, we shall implicitly include the spin within $\mathbf{r}$. We have essentially restricted the solution to an unentangled subspace within the many-electron Hilbert space. This approximation is referred to as the Hartree approximation [42, 43]. We recognise that $E_e$ can be written as a functional of the one-electron orbitals

$$E_e \left\{ \{ \psi_\alpha \} \right\} = \int \prod_{\alpha=1}^{N_e} \text{d} \mathbf{r}_\alpha \left[ \psi_1^* (\mathbf{r}_1) \cdots \psi_{N_e}^* (\mathbf{r}_{N_e}) \mathcal{H}_e \psi_1 (\mathbf{r}_1) \cdots \psi_{N_e} (\mathbf{r}_{N_e}) \right] (2.11)$$

subject to the orthonormality constraint

$$\int \text{d} \mathbf{r} \ \psi_\alpha^* (\mathbf{r}) \psi_\beta (\mathbf{r}) = \delta_{\alpha\beta} (2.12)$$

where $\delta$ is the Kronecker delta. Taking the functional derivative of the above $\delta E_e / \delta \psi_\alpha^*$, and introducing the orthonormality constraint through the Lagrange multiplier $E_\alpha$, yields the following equation for the one-electron orbitals

$$\left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{eff}} (\mathbf{r}) \right] \psi_\alpha (\mathbf{r}) = E_\alpha \psi_\alpha (\mathbf{r}) (2.13)$$

which is equivalent to the Rayleigh-Ritz principle. Interpreting this equation is rather simple; it is the Schrödinger equation for a non-interacting electron moving in an effective potential $V_{\text{eff}}$. The effective potential $V_{\text{eff}}$ depends on all of the occupied one-electron orbitals being calculated through the electron density $n(\mathbf{r})$. This means that this partial differential equation is non-linear and must be solved self-consistently. In the Hartree approximation, the effective potential is given by

$$V_{\text{eff}} = V_{\text{en}} + V_{\text{H}} (2.14)$$
where $V_{en}$ is the external potential due to the nuclei configuration and $V_H$ is the Hartree potential. The Hartree potential $V_H(r_0)$ is the classical Coulomb potential arising at the point $r_0$ from the mean charge density $-en(r)$ of all the other electrons in the system. The electron density $n(r)$ can be written as

$$n(r) = 2\sum_\alpha \psi_\alpha^*(r) \psi_\alpha(r). \quad (2.15)$$

where the factor of 2 accounts for the spin degeneracy. In real materials, the Hartree approximation fails to be quantitatively accurate. This is due to the neglect of the anti-symmetry of the many-electron wavefunction [155, 156] and many-electron correlation. The total electron wavefunction (including spin) is required to be antisymmetric under exchange i.e.

$$\psi_e(r_1, r_2) = -\psi_e(r_2, r_1) \quad (2.16)$$

for a two-electron system. This condition is clearly not satisfied by the product state ansatz (Eq.(2.9)) in the Hartree approximation. In terms of the one-electron orbitals, the simplest ansatz wavefunction which has the full exchange symmetry is the Slater determinant [157]

$$\psi_e = \frac{1}{\sqrt{N!}} \sum_{\{i\}=1}^N A_{i_1\cdots i_N} \psi_{i_1}(r_{i_1}) \cdots \psi_N(r_{i_N}) \quad (2.17)$$

where $A$ is the Levi-Civita alternating tensor. The resulting self-consistent field method with the Slater determinant ansatz is known as the Hartree-Fock approximation [44]. The ansatz adds a complicated non-local potential to the effective potential in Eq.(2.18). The Hartree-Fock effective potential is given by

$$V_{\text{eff}} = V_{\text{nn}} + V_H + V_x, \quad (2.18)$$
Electrons in Simple Metals

where $V_x$ is the exchange potential. The Hartree-Fock equations are in general much more challenging to solve than the Hartree equations with integrals whose evaluation scales as $O(N^4)$ in time [158][ii]. However, the computational cost is not the reason that the Hartree-Fock approximation is not used in the study of metals. In the homogenous electron gas, which is the limiting case of a simple metal, the density of states vanishes at the Fermi level [159]. This can be shown analytically. The eigenstates of the Hartree-Fock Hamiltonian in the homogenous electron gas can be shown to be plane-waves [127], as they are for the non-interacting case. The energy eigenvalues are given by

$$\varepsilon_k = \frac{\hbar^2 k^2}{2m} - \frac{2e^2 k_F}{\pi} F\left(\frac{k}{k_F}\right),$$

(2.19)

where $m$ is the electron mass, $k_F$ the Fermi wave-vector and $F(x)$ is the Lindhard function

$$F(x) = \frac{1}{2} + \left(1 - x^2\right) \frac{\log |1 + x|}{4x}.$$  

(2.20)

The density of states $g(E)$ is proportional to the inverse of the absolute magnitude of the gradient of Eq.(2.19) with respect to the wavevector $k$. The derivative of the Lindhard function diverges logarithmically at the Fermi level. Hence, the density of states vanishes identically. In other words, Hartree-Fock predicts that the homogenous electron gas is a semi-metal; an absurd result. Furthermore, the logarithmic divergence means that the electrons at the Fermi level should have infinite velocity. Fortunately, we note that this divergence does not occur in general for a non-Coulombic interaction and can be traced back to the ultraviolet divergence as $k \to 0$ in the Fourier transform of the Coulomb interaction i.e. $4\pi e^2/k^2$. In real metals, the Coulomb interaction is screened at long range and the $4\pi e^2/k^2$ divergence disappears, but it is always

[ii] Most of these integrals can be ignored which reduces the computational cost to $O(N^2)$.
present in Hartree-Fock theory and affects the results deleteriously. The inclusion of additional entanglement beyond Hartree-Fock, so-called ‘correlation’, screens the bare Coulomb interaction. This transforms the interacting electron gas into a gas of weakly interacting Landau quasiparticles i.e. a Fermi liquid [160]. The inclusion of correlation is vital to a quantitatively accurate model of a metal.

There are multiple ways to include correlation in our calculations. One way would be to modify the ansatz in Eq.(2.17) to include additional Slater determinants containing excited single electron orbitals [19]. However, wavefunction methods are challenging to apply to the solid state not least because of the computational cost. Another approach would be to use many-body perturbation theory from a non-interacting reference state [54]. Whilst highly successful in predicting the band-gaps of semiconductors [161], total energies and interatomic forces remain an open research question [62]. This is because these perturbative approaches are non-variational. An alternative approach, density functional theory treats the electron density $n(r)$ as the central quantity of interest. This is fully justified by the Hohenberg-Kohn theorems [46]. Practical approaches to DFT trade some empiricism for quantitative accuracy and computational efficiency. As a result, DFT has become the industry standard method for calculating the mechanical properties of metals. However, DFT is not without fault. In the following subsections, we shall review the formalism of DFT.

### 2.2.1 The Hohenberg-Kohn Theorems

Hohenberg and Kohn [46] proved a pair of theorems which built upon the previous work of Thomas, Fermi and Dirac [162–164]. The first theorem shows that there exists a unique mapping from the ground state density $n_0(r)$ to the external potential $V_{en}(r)$ (up to a constant). As a consequence, the Hamiltonian is also determined (up to a constant energy shift) and so too are the eigenfunctions including excited states.
Hence, all physical properties are determined by the ground state density [14].

The second theorem defines a universal functional for the total energy $E_{\text{tot}}[n]$ in terms of the electron density

$$E_{\text{tot}}[n] = T_e[n] + \int \text{d}r \, V_{en}(r) \, n(r) + E_{\text{ee}}[n] + E_{\text{nn}},$$

(2.21)

$$= F_{\text{HK}}[n] + \int \text{d}r \, V_{en}(r) \, n(r) + E_{\text{nn}}$$

(2.22)

where $F_{\text{HK}}$ is the universal electron functional which is the same for all electron systems subject to the minimal assumptions of Hohenberg and Kohn. The theorem states that the global minimum of this functional is the exact ground state electron density $n_0(r)$ i.e.

$$\left. \frac{\delta E_{\text{tot}}[n(r)]}{\delta n(r)} \right|_{n_0(r)} = 0.$$  

(2.23)

This means that the functional $E_{\text{tot}}$ is sufficient to determine the exact ground state electron density [46]. There are two unknown terms in the total energy functional, both of which are contained within the universal electron functional $F_{\text{HK}}$. Firstly, we do not know the precise form for the electron-electron energy functional $E_{\text{ee}}$. However, we know how to write the classical portion as a functional of the density. This is the familiar energy due to the Hartree potential $V_H$. The portion of $E_{\text{ee}}$ that we do not know will have terms arising from exchange and correlation. Unsurprisingly, we call it the exchange-correlation functional $E_{\text{xc}}$. Hence,

$$E_{\text{ee}}[n] = \frac{1}{2} \int \text{d}r \text{d}r' \frac{n(r)n(r')}{|r-r'|} + E_{\text{xc}}[n] = E_{H}[n] + E_{\text{xc}}[n].$$

(2.24)

The other unknown functional is the electron kinetic energy functional $T_e[n]$. In practical DFT calculations, both of these functionals are approximated.
2.2.2 The Kohn-Sham Ansatz

A crucial step towards a practical DFT scheme was given by Kohn and Sham [47] where
the interacting electron system is replaced with a soluble non-interacting auxiliary
system. It is assumed that the auxiliary system’s ground state density is equal to that
of the interacting electron system. There is no general proof that it is always possible
to find an auxiliary non-interacting system with the same ground state density as the
interacting system. However, it is true for the homogenous electron gas and Kohn
and Sham [47] proved that it remains true for small deviations from the homogenous
electron gas. In addition, there seem to be no significant practical difficulties arising
from the lack of a general proof of this statement. The Kohn-Sham ansatz transforms
the kinetic energy functional $T_e$ to

$$T_e[n(r)] \rightarrow T_e^a[n(r)].$$ \hfill (2.25)

where $T_e^a$ is the kinetic energy of the non-interacting auxiliary system and the difference
is absorbed into a redefined exchange-correlation energy functional $E_{xc}$

$$E_{xc}[n(r)] \rightarrow E_{xc}[n(r)] + (T_e[n(r)] - T_e^a[n(r)]).$$ \hfill (2.26)

Gunnarsson [165] showed that the kinetic energy difference is automatically included
in the exchange-correlation function when it is given by the adiabatic variation of the
electron-electron interaction (minus the Hartree energy). Furthermore, one can write
the exchange-correlation function in terms of the radius of the exchange-correlation
hole. That is the small volume of space, carrying an effective positive charge, where
electrons are excluded due to exchange and correlation. The auxiliary system can be
described by one-electron orbitals, of the kind introduced in Eq.(2.9), whose electron
density is given by Eq.(2.15). An effective Schrödinger equation can be found by
variationally minimizing the electron energy functional \( E_e[n] = E_{\text{tot}}[n] - E_{\text{nn}} \) with respect to the auxiliary orbitals

\[
\frac{\delta E_e}{\delta \psi^*_\alpha(r)} = \frac{\delta T_e}{\delta \psi^*_\alpha(r)} + \left( \frac{\delta E_{\text{en}}}{\delta n(r)} + \frac{\delta E_H}{\delta n(r)} + \frac{\delta E_{\text{xc}}}{\delta n(r)} - E_\alpha \right) \frac{\delta n(r)}{\delta \psi^*_\alpha(r)} = 0 \tag{2.27}
\]

where \( E_\alpha \) is a Lagrange multiplier that guarantees orthonormality. This leads to a Schrödinger equation of the same form as Eq.(2.13) albeit with a different effective potential

\[
V_{\text{eff}}^{KS}(r) = V_{\text{en}}(r) + V_H(r) + V_{\text{xc}}(r). \tag{2.28}
\]

### 2.2.3 The Local Density Approximation

Until now, we haven’t given a precise form for the exchange-correlation functional. If \( n(r) \) is sufficiently slowly varying, the exchange-correlation contribution can be written as

\[
E_{\text{xc}}^{\text{LDA}}[n(r)] = \int \text{d}r \, \varepsilon_{\text{xc}}(n(r)) \, n(r), \tag{2.29}
\]

where \( \varepsilon_{\text{xc}}(n) \) is the total exchange-correlation energy per electron of a homogenous electron gas with uniform density \( n \). This is known as the Local Density Approximation (LDA) [47]. As we saw in the in the Hartree-Fock approximation, the true exchange-correlation potential will be non-local. Thus, it is perhaps surprising that the LDA gives a quantitatively accurate picture of a metal.

There are many different parameterisations of the LDA exchange-correlation energy. In general, we split it up into an explicit exchange part and an explicit correlation...
part

\[ \varepsilon_{xc}(n) = \varepsilon_x(n) + \varepsilon_c(n). \] (2.30)

Since Hartree-Fock is exactly solvable for the homogenous electron gas, the exchange energy is known analytically

\[ \varepsilon_x(n) = -\frac{3}{2} \frac{e^2}{\pi} \left( \frac{3n}{8\pi} \right)^{1/3}. \] (2.31)

On the other hand, the correlation energy is not known analytically. Ceperley and Alder [32] calculated the correlation energy numerically for the homogenous electron gas using accurate QMC over a wide range of electron densities (including electron densities that correspond to a metal at ambient pressures and temperatures). A wide variety of functional forms have been fit to the Ceperley-Alder data [166–168]. A couple of these LDA correlation functions are plotted in Fig.(2.1) alongside the earlier LDA correlation function of Hedin and Lundqvist [169] that was fitted to data from many-body perturbation theory. In general, we will use the Vosko-Wilk-Nusair (VWN) [167] form in the development of interatomic potentials. Note that, at metallic densities, the exchange energy is much larger than the correlation energy.

In the LDA, the Kohn-Sham effective potential \( V_{KS}^{\text{ef}} \) is explicitly given by

\[ V_{KS}(r) = -\sum_i \frac{Z_a e^2}{|r - R_i|} + e^2 \int d\mathbf{r'} \frac{n(r')}{|r - r'|} + \mu_{xc}(n(r)) \] (2.32)

where \( \mu_{xc} = d(n\varepsilon_{xc})/dn \) is the exchange-correlation potential. Once the Schrödinger equation is solved, the total energy \( E_{\text{tot}} \) may be constructed as
Fig. 2.1: Different parameterisations of the correlation energy $\varepsilon_c$. The Hedin-Lundqvist (HL) parameterisation is the oldest and was fit to data calculated from many-body perturbation theory [169]. The other parameterisations, Perdew-Zunger (PZ) [166] and Vosko-Wilk-Nusair (VWN) [167], are fitted to the accurate, Quantum Monte Carlo calculations of Ceperley and Alder [32]. These parameterisations largely agree and are considered to be a closer representation of the true correlation energy of the homogenous electron gas. For comparison, these correlation energies are plotted along side the analytic exchange energy of the homogenous electron gas $\varepsilon_x$.

\[
E_{\text{tot}} = \frac{1}{2} \sum_{ij} \frac{(Z_a e)^2}{|\mathbf{R}_i - \mathbf{R}_j|} + \sum_\alpha E_\alpha - \frac{e^2}{2} \int \! d\mathbf{r} d\mathbf{r}' \frac{n(\mathbf{r}) n(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|}
+ \int \! d\mathbf{r} \left[ \varepsilon_{xc} (n(\mathbf{r})) - \mu_{xc} (n(\mathbf{r})) \right] n(\mathbf{r}) .
\]

(2.33)

The first term is the Coulomb interaction between charged nuclei while the second term is a sum over occupied one-electron orbital energies for the auxiliary system. The third
term removes the classical electron-electron interaction which is doubly counted in the second term. Likewise the final term guarantees that the exchange-correlation energy is correct. Furthermore, if we make a small error in the exact ground state electron density $\Delta n$ then, since the functional derivative of $E_{\text{tot}}$ with respect to the electron density is zero, the error in $E_{\text{tot}}$ is proportional to $(\Delta n)^2$.

### 2.2.4 Exchange & Correlation Beyond the LDA

Whilst the LDA is a reasonable approximation, it does systematically underestimate the equilibrium lattice parameters in metals [170]. This is one of the primary reasons for the roughly 10% discrepancy between LDA elastic constants and experiment. One method to go beyond the LDA is to add derivatives of the density into the exchange-correlation function [64, 65]

$$E_{\text{xc}}^{\text{GGA}}[n(r)] = \int d\mathbf{r} \ n(r) f_{\text{xc}}(\mathbf{r})$$

(2.34)

where $f_{\text{xc}}$ is some unknown function of $n(\mathbf{r})$ and $\nabla n(\mathbf{r})$, analogous to $\varepsilon_{\text{xc}}$. There have been a number of different proposals for $f_{\text{xc}}$ [64, 170]. A ubiquitous parameterisations of $f_{\text{xc}}$ was given by Perdew, Burke and Ernzerhof (PBE) [65, 170] whereby

$$f_{\text{xc}}^{\text{PBE}}[n, \nabla n] = \varepsilon_{\text{xc}} F_{\text{xc}}(r_s, s)$$

(2.35)

with $r_s = (3/4\pi n)^{1/3}$ as the electron radius and $s = |\nabla n|/2k_F n$. The use of the GGA within the context of the Generalised Pseudopotential Theory (GPT) [99, 115, 116] is restricted to transition and actinide metals, thanks to the presence of localised $d$- and $f$-states.

For the valence $s$- and $p$-states, the GPT uses many-body perturbation theory of the interacting electron gas to go beyond the LDA. Consider a perturbation in the
electron density $\delta n(q)$, the resulting change in the potential [160] is given by

$$
\delta V(q) = \frac{4\pi e^2}{q^2} [1 - G(q)] \delta n(q),
$$

(2.36)

where $G(q)$ is a static local-field correction which captures the effect of exchange and correlation on the potential. If there is no exchange and correlation $G(q) = 0$ and Eq.(2.36) is just the Fourier transform of the Coulomb interaction. The earliest and simplest representation of the local field correction was given by Hubbard [171], $G(q) = q^2/(q^2 + k_F^2)$ which is zero in the $q \to 0$ limit but leads to negative values of the electron-electron pair correlation function [172]. A representation for the local-field correction can be written in terms of the LDA exchange-correlation potential [173]

$$
G(q) = -\left(\frac{q^2}{4\pi e^2}\right) \frac{d\mu_{xc}(n)}{dn}.
$$

(2.37)

The LDA local field correction does not generally obey the limits composed by the compressibility sum rule, which relates the curvature of $G(q)$ to the bulk modulus of the homogenous electron gas in the $q \to 0$ limit [13]. More troublesome for the LDA, is the divergent behaviour in the short wavelength limit $q \to \infty$ (as seen in Fig.(2.2)). This limit has been shown to be exactly

$$
\lim_{q \to \infty} G(q) = 1 - g(r = 0)
$$

(2.38)

where $g$ is the electron-electron pair correlation function [172, 174, 175]. Several effective representations of the local-field correction $G(q)$ have been proposed which do obey the correct limits [173, 176, 177]. We will use exclusively the local-field correction proposed by Ichimaru and Utsumi referenced to the correlation energy of Vosko, Wilk and Nusair [167] which itself is a fit to highly-accurate QMC data.
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Fig. 2.2: The LDA local-field correction $G(q)$ is plotted for Mg at the equilibrium atomic volume $\Omega = 156.8$ a.u. in the Vosko-Wilk-Nusair representation [167]. It is plotted next to the local-field corrections given by Geldart and Taylor [176], referenced to the correlation energy of Hedin and Lundqvist [169], and Ichimaru and Utsumi, [177] referenced to the correlation energy of Vosko-Wilk-Nusair [167]. The LDA local-field correction diverges as $q \to \infty$.

2.3 Pseudopotentials

The only quantities left to calculate in Eq.(2.33) are the Kohn-Sham eigenvalues $\{E_\alpha\}$ and there are number of ways to do this calculation [75, 80]. There is a considerable amount of freedom in our choice of method. Fortunately, we have the competing interests of transferability and scalability to narrow the search. Following Harrison [178–180], we will use perturbation theory. Naïvely we might take the Kohn-Sham potential $V_{KS}$ to be a perturbation from the free electron gas. The eigenstates of the free-electron gas are known; they are plane waves. However, we immediately run into
pathological problems. Firstly, the perturbative expansion is divergent [94] due to the large discrepancy between the Fermi energy and the energy of the bound states of $V_{KS}$. This problem is resolved through the introduction of a pseudopotential. Secondly, an expansion of the wavefunctions in terms of plane waves is only reasonable for the valence electrons outside of the inner core regions. We partition the valence and core electrons using the small core approximation [93].

2.3.1 Small Core Approximation

The electrons in DFT can be separated into two broad groups. Firstly, there are localized electrons confined to a relatively small inner-core region whose one-electron eigenfunctions $\psi_{\alpha} = \phi_c$ are approximately equal to those of an isolated atom. These electrons move rigidly with the nuclei. Secondly, there are valence electrons whose eigenfunctions $\psi_{\alpha} = \psi_k$ are concentrated in the interstitial regions. Under the small core approximation [93], we treat these two classes of electrons separately. This separation is not always easy or possible. For the simple metals of primary interest in this thesis, this distinction is sharp and the small-core approximation gives rise to negligible errors. The simple metal core is defined to be the last complete noble gas configuration. The valence electrons are the remaining $Z$ electrons which can be read off from their periodic table group. On the other hand, the small-core approximation yields non-negligible errors for the noble or transition metals. The filled or partially-filled $d$ bands overlap significantly with neighbouring cores and cannot be simply incorporated into the valence. The core eigenfunctions obey the following Schrödinger equation

$$\left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{KS}(r) \right] \phi_c(r) = E_c \phi_c(r)$$

(2.39)

where $E_c$ is the eigenvalue of the core state $c$. Whilst the core eigenfunctions $\phi_c$ resemble those of the free atom very closely, the eigenvalues $E_c$ are shifted. The
valence eigenstates $\psi_k$ obey the following Schrödinger equation

$$\left[-\frac{\hbar^2}{2m} \nabla^2 + V_{KS}(\mathbf{r})\right] \psi_k(\mathbf{r}) = E_k \psi_k(\mathbf{r}) \quad (2.40)$$

where $\mathbf{k}$ is a wavevector and \{\psi_k\} are orthogonal to the core electrons \{\phi_c\}. The valence orbitals $\psi_k$ are Bloch wavefunctions and thus can be written as

$$\psi_k(\mathbf{r}) = e^{i\mathbf{k} \cdot \mathbf{r}} u_k(\mathbf{r}) \quad (2.41)$$

where $u$ is a function with the same periodicity as the crystal. Whilst we have written down two separate Schrödinger equations in Eq.(2.39) and Eq.(2.40), they are just different solutions to the same equation. The Kohn-Sham potential $V_{KS}$ depends on the total electron density $n(\mathbf{r})$. We split the total electron density into an inner core density and a valence density

$$n(\mathbf{r}) = n_{\text{val}}(\mathbf{r}) + \sum_i n_{\text{core}}(\mathbf{r} - \mathbf{R}_i) \quad (2.42)$$

where $n_{\text{val}}$ is the valence electron density and $n_{\text{core}}$ is the core electron density centred on a site $i$. In terms of the one-electron valence orbitals, $n_{\text{val}}$ is given by

$$n_{\text{val}}(\mathbf{r}) = 2 \sum_k f_k \psi_k^*(\mathbf{r}) \psi_k(\mathbf{r}) \quad (2.43)$$

where $f_k$ is the Fermi-Dirac distribution, ensuring that the sum is over the occupied orbitals only. The core density can be written as

$$n_{\text{core}}(\mathbf{r} - \mathbf{R}_i) \equiv n_i = 2 \sum_c \phi_c^*(\mathbf{r} - \mathbf{R}_i) \phi_c(\mathbf{r} - \mathbf{R}_i). \quad (2.44)$$
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We then factorise the Kohn-Sham potential $V_{KS}$ along the following lines

$$V_{KS}(r) = V_{\text{ion}}(r) + V_{\text{val}}(r) + \mu_{\text{xc}}(n_{\text{val}}). \quad (2.45)$$

The valence potential $V_{\text{val}}$ is simply the Hartree potential for the valence electron density

$$V_{\text{val}}(r) = e^2 \int dr' \frac{n_{\text{val}}(r')}{|r - r'|} \quad (2.46)$$

and $V_{\text{ion}}$ is the ionic contribution to the Kohn-Sham potential

$$V_{\text{ion}}(r) = \sum_i \left[ -\frac{Z_a e^2}{|r - R_i|} + \mu_{\text{xc}}^*(n_i) + v_{\text{core}}(r - R_i) \right]. \quad (2.47)$$

The first term of the ionic potential $V_{\text{ion}}$ is the external potential due to the ions and the final term is the Hartree potential due to the core electron density about the site $i$. In addition, we have also defined a new potential $\mu_{\text{xc}}^*$ localised about the site $i$ which is the finite difference

$$\mu_{\text{xc}}^*(n_i) = \mu_{\text{xc}}(n_i + n_{\text{val}}) - \mu_{\text{xc}}(n_{\text{val}}). \quad (2.48)$$

This finite difference appears as the contribution of atom $i$ in the first term of a cluster expansion which is given in general by

$$\mu_{\text{xc}}(n) = \mu_{\text{xc}}(n_{\text{val}}) + \sum_i \mu_{\text{xc}}^*(n_i) + \frac{1}{2} \sum_{ij} \left[ \mu_{\text{xc}}^*(n_i + n_j) - \mu_{\text{xc}}^*(n_i) - \mu_{\text{xc}}^*(n_j) \right] + \cdots \quad (2.49)$$

This was introduced so as to avoid the need for derivatives to express the total exchange-correlation potential in terms of contributions from the valence and inner-
core. If the cores do not overlap, which they don’t under the small-core approximation (Sec. 2.3.1), then the right hand side can be truncated at linear order in the core densities $n_i$. In practice, it is usually sufficient to replace $n_{\text{val}}$ with the uniform valence electron density $n_{\text{unif}}$ [115, 181]. The total energy in Eq.(2.33) may be partitioned into an energy $E_{\text{core}}$ from the $(Z_a - Z)$ core electrons and a binding energy from the valence electrons $E_{\text{bind}}$. In addition, there is further valence-core overlap energy $E_{\text{val-core}}$ which arises from the residual dependence on the valence and core electron density due to the nonlinear nature of $\mu_{\text{xc}}$. Thus, we may write the energy per atom as

$$\frac{E_{\text{tot}}}{N} = E_{\text{bind}} + E_{\text{core}} + E_{\text{val-core}}$$

(2.50)

where the total valence binding energy can be written as

$$NE_{\text{bind}} = \frac{1}{2} \sum_{i<j} (Ze)^2 |\mathbf{R}_i - \mathbf{R}_j| + 2 \sum_k E_k - \frac{1}{2} \int \text{d}r \ n_{\text{val}}(\mathbf{r}) V_{\text{val}}(\mathbf{r})$$

$$+ \int \text{d}r \ n_{\text{val}}(\mathbf{r}) [\varepsilon_{\text{xc}}(n_{\text{val}}) - \mu_{\text{xc}}(n_{\text{val}})].$$

(2.51)

Within the small-core approximation, the core energy $E_{\text{core}}$ and valence-core overlap energy $E_{\text{val-core}}$ are the same in the metal and in the free atom. Hence, it is sensible to work with the cohesive energy $E_{\text{coh}}$

$$E_{\text{coh}} = \frac{1}{N} E_{\text{tot}} - E_{\text{atom}} = E_{\text{bind}} - E_{\text{bind}}$$

(2.52)

where $E_{\text{bind}}$ is the valence electron binding energy in the free atom and can be calculated within LDA Kohn-Sham DFT [99]. In any case, for a fixed valence occupation $Z$, as in the simple metal, this quantity will be a constant.


2.3.2 The Pseudopotential Transformation

To evaluate the binding energy in Eq.(2.51), and hence the cohesive energy $E_{\text{coh}}$ up to a constant, two unknowns need to be calculated: the band-energy $E_k$ and the valence electron density $n_{\text{val}}$. The following Schrödinger equation needs to be solved

$$ (T + V) |\psi_k\rangle = E_k |\psi_k\rangle $$  \hspace{1cm} (2.53)

where $T$ is the one-electron kinetic energy operator and $V$ is the Kohn-Sham potential defined in Eq.(2.45). The one-electron kinetic energy operator $T$ has plane wave eigenvectors with energy $\varepsilon_k$. We can replace $V$ by a weaker pseudopotential $W$ with no bound core states. The condition on the pseudopotential transformation $V \rightarrow W$ is that the eigenvalue $E_k$ must be unchanged. This condition does not lead to a unique pseudopotential transformation. Whilst the eigenvalues are invariant, the true valence wavefunctions $\psi_k$ are replaced by pseudowavefunctions $\phi_k$. This gives us a new Schrödinger equation

$$ (T + W) |\phi_k\rangle = E_k |\phi_k\rangle. $$ \hspace{1cm} (2.54)

The weakness of the pseudopotential $W$ results from the valence $s$ and $p$ electrons being excluded from the inner-core region where $V$ is strong (provided the the pseudopotential does not conserve the norm of the wavefunction). The non-uniqueness of the pseudopotential transformation allows us to choose a transformation which yields smooth and nodeless pseudowavefunctions (see Fig.(2.3)).

The first pseudopotential transformation was discovered by Phillips, Kleinman [182] and Antoncik [183, 184] (PKA). A more general transformation was subsequently
Fig. 2.3: The pseudopotential transformation can be chosen such that the pseudowavefunction is smooth and nodeless. The pseudowavefunction $\phi_k$ (left) is plotted for a valence aluminium 3p state relative to the ‘true’ wavefunction $\psi_k$ from Kohn-Sham DFT. The pseudopotential $w_{loc}$ (right) is weaker than the bare-ion Coulomb potential $v_{ext}$. Specifically, $w_{loc}$ is the local part of the total atomic pseudopotential i.e. $w = \sum_{lm} w_{loc} (r) |Y_{lm}\rangle \langle Y_{lm}|.$

given by Austin, Heine and Sham (AHS) [185]. Explicitly this takes the form

$$W = V + \sum_{i,c,} \left| \phi^i_c \right\rangle \left\langle \phi^i_c \right| O_k$$  \hspace{1cm} (2.55)$$

where $|\phi^i_c\rangle$ is the core state $c$ centred on site $i$ and $O_k$ is an arbitrary operator which may or may not depend on the state $k$. The operator $O_k$ can be chosen to produce the smoothest possible pseudowavefunctions. For our purposes, this operator is taken to be close to the PKA choice $O_k = -V_k$. This can be neatly summarised as

$$W = (1 - P_c) V,$$  \hspace{1cm} (2.56)$$

where $P_c$ is the inner-core projection operator

$$P_c = \sum_{i,c} \left| \phi^i_c \right\rangle \left\langle \phi^i_c \right|.$$  \hspace{1cm} (2.57)$$
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In the core regions, where the core orbitals form an almost complete basis set $P_c \approx 1$, there is near total cancellation of the true potential $V$. Outside the inner-core, the projection operator is the null operator and $W = V$. The AHS pseudopotential is generally non-Hermitian

$$\langle \phi_{k'} | W | \phi_k \rangle \neq \langle \phi_k | W | \phi_{k'} \rangle^*$$  \hspace{1cm} (2.58)

for non-trivial $O_k$. The plane wave matrix elements of $W$ are given by

$$\langle k' | W | k \rangle = \langle k' | V | k \rangle + \sum_i (\varepsilon_k - E_i) \langle k' | \phi_i^c \rangle \langle \phi_i^c | k \rangle$$  \hspace{1cm} (2.59)

which we find by inserting $V = H - T$ into the expression for the AHS pseudopotential. The total pseudopotential can then be formed analogously to Eq.(2.45) by adding in the valence and exchange-correlation potentials

$$W \left( r \right) = W_{\text{ion}} \left( r \right) + V_{\text{val}} \left( r \right) + \mu_{\text{xc}} \left( n_{\text{val}} \left( r \right) \right)$$  \hspace{1cm} (2.60)

with $W_{\text{ion}}$ being a sum of weak ionic pseudopotentials from each site

$$W_{\text{ion}} = \sum_i w_{i,\text{ion}}.$$  \hspace{1cm} (2.61)

The arbitrariness of the operator $O_k$ means that the core orbitals do not need to explicitly appear in the pseudopotential formulation provided that the scattering properties are preserved. These are the so-called model pseudopotentials (MP) introduced by Heine and Abarenkov [186]. Explicitly, we expand in an angular momentum basis

$$w_{i,\text{ion}} = \sum_l w_l |Y_{lm}\rangle \langle Y_{lm}|$$  \hspace{1cm} (2.62)
with the position matrix elements of $\langle \mathbf{r}' | w_l | \mathbf{r} \rangle = w_l(r, E) \delta(\mathbf{r} - \mathbf{r}')$. The quantity $w_l(r, E)$ contains a couple of parameters to be determined through optimisation. In general, it is given by

$$w_l(r, E) = \begin{cases} -A_l(r, E) & r < R_l \\ -\frac{Ze^2}{r} & r \geq R_l \end{cases} \quad (2.63)$$

In the limit that $A_l \to 0$ and $R_l \to R_c$, we recover the Ashcroft empty-core pseudopotential [45]. MPs are widely used in modern day electronic structure calculations [187, 188]. The GPT, however, uses a non-local energy-dependent AHS pseudopotential. In the derivation of the GPT potential in the next section, we shall take the pseudopotential to be local for simplicity and add the corrections in retroactively.

### 2.3.3 Charge Density Considerations

The major benefit of AHS pseudopotentials for developing quantum-based interatomic potentials, such as the GPT, is that there exists a unique transformation between the pseudowavefunctions $\{ \phi_k \}$ and the ‘true’ wavefunctions $\{ \psi_k \}$ [93]

$$| \psi_k \rangle = C_k (1 - P_c) | \phi_k \rangle \quad (2.64)$$

This is effectively a Gram-Schmidt orthogonalisation procedure multiplied by a normalisation constant $C_k$. A pseudopotential for which $C_k = 1$ is said to be norm-conserving [187]. A norm-conserving pseudopotential produces pseudowavefunctions with the property that the integrated charge, inside the core radius $R_c$, matches that of the ‘true’ wavefunction

$$Q_k = \int_0^{R_c} \int r^2 dr d\Omega \ | \phi_k(r) |^2 = \int_0^{R_c} \int r^2 dr d\Omega \ | \psi_k(r) |^2 . \quad (2.65)$$
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where $\Omega$ is the solid angle. Whilst norm-conservation is a useful property for DFT practitioners, where norm-conservation means that the diagonalisation of $\mathcal{H}$ is an ordinary eigenvalue problem, it is non-essential for our purposes. Norm-conserving pseudopotentials tend to be MPs which means that there is no longer an exact transformation from the pseudowavefunctions to the ‘true’ wavefunctions. This will mean that the valence electron density $n_{\text{val}}$ will have a missing term called the orthogonalisation hole density $n_{\text{oh}}$. To see this explicitly, we write the valence pseudodensity $n_{\text{ps}}^{\text{val}}$ as

$$n_{\text{val}}^{\text{ps}}(\mathbf{r}) = 2 \sum_{\mathbf{k}} f_{\mathbf{k}} \psi_{\mathbf{k}}^*(\mathbf{r}) \psi_{\mathbf{k}}(\mathbf{r}).$$

If the pseudopotential is norm-conserving, the valence pseudodensity $n_{\text{val}}^{\text{ps}}$ will be precisely the same as the ‘true’ valence electron density $n_{\text{val}}$ outside of the inner core region. However, inside the inner core region, there is no way of determining the ‘true’ valence electron $n_{\text{val}}$ density from the valence pseudodensity $n_{\text{val}}^{\text{ps}}$. For an AHS potential, we can use Eq.(2.64) to find

$$n_{\text{val}}(\mathbf{r}) = n_{\text{val}}^{\text{ps}}(\mathbf{r}) + \delta n_{\text{oh}}(\mathbf{r})$$

where $\delta n_{\text{oh}}$ is the orthogonalisation hole correction. In second-order pseudopotential perturbation theory, the correction has the form [99]

$$\delta n_{\text{oh}}^c(\mathbf{r}) = \left( \frac{Z^*}{Z} - 1 \right) n_{\text{unif}} + \sum_i n_{\text{oh}}(\mathbf{r} - \mathbf{R}_i)$$

where $Z^*$ is an effective valence occupation ($Z^* \geq Z$) and $n_{\text{oh}}$ is a localized hole density centred on a particular atom. For a simple metal, $n_{\text{oh}}$ is confined to the inner core region of the atom at site $i$. Both $Z^*$ and $n_{\text{oh}}$ depend on the properties of the
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pseudopotential. For a non-local, energy-dependent AHS pseudopotential, we have

\[ Z^* = Z + \int \mathrm{d}k \, f_k \langle k | P_c | k \rangle \]  

(2.69)

and

\[ n_{\text{oh}}(r) = \frac{2\omega}{(2\pi)^3} \int \mathrm{d}k \, f_k \left[ \langle r | P_c | k \rangle \langle k | P_c | r \rangle - \langle r | P_c | k \rangle \langle k | r \rangle + \text{c.c.} \right] . \]  

(2.70)

The orthogonalisation hole density represents a depletion of the charge in the inner-core region whilst adds charge to the valence. Integrating over the entirety of space yields

\[ \int \mathrm{d}r \, \delta n_{\text{oh}}(r) = 0. \]  

(2.71)

2.3.4 Perturbation Theory

The pseudo-Schrödinger equation in Eq.(2.54) can be solved by matrix diagonalisation which is the conventional approach to DFT. However, due to the computational cost being \( \mathcal{O}(N^3) \) there is a computational bottleneck. An alternative approach would be to approximate the pseudo-wavefunctions using second-order perturbation theory in the pseudopotential \( W \). As we shall see in the next section, an approach based on second-order pseudopotential perturbation theory leads to a pairwise interaction for a simple metal [189, 190]. Furthermore, we assume that the pseudopotential \( W \) is sufficiently weak to expect good physical convergence at second-order. The nodeless pseudo-wavefunction \( \phi_k \) can be thought of as a small perturbation away from a plane wave with wavevector \( k \). With a non-local AHS pseudopotential, it is clear from Eq.(2.64) that this is equivalent to expanding the ‘true’ valence wavefunction in orthogonalised...
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plane waves (OPW) [191]. For a particular $k$-point, we expand the energy eigenvalue $E_k$ to second order

$$E_k = \varepsilon_k + \langle k|W|k \rangle + \sum_q \langle k|W|k + q \rangle \langle k + q|W|k \rangle \varepsilon_k - \varepsilon_{k+q}$$

(2.72)

where the checked sum refers to the omission of the $q = 0$ plane wave. This expression can be simplified by assuming that the total pseudopotential $W$ can be written as a sum of non-local atomic pseudopotentials. As a result, we may write

$$W(r, r') = \sum_i w(r - \mathbf{R}_i, r - \mathbf{R}_i)$$

(2.73)

in position representation. The plane-wave matrix elements in Eq.(2.72) can be factorised into structural and atomic components. For a general plane wave matrix element of $W$, we have

$$\langle k + q|W|k \rangle = \frac{1}{N} \int drdr' e^{-i(k+q)\cdot r} \sum_i w(r - \mathbf{R}_i, r' - \mathbf{R}_i) e^{ikr'},$$

(2.74)

by inserting the completeness relation twice. Next, we translate the co-ordinates by $r \rightarrow r + \mathbf{R}_i$ and $r \rightarrow r + \mathbf{R}_i$. This yields

$$\langle k + q|W|k \rangle = \left( \frac{1}{N} \sum_i e^{-iq\cdot \mathbf{R}_i} \right) \left( \frac{1}{\Omega} \int drdr' e^{-i(k+q)\cdot r} w(r, r') e^{ikr'} \right),$$

(2.75)

where $S(q)$ is the structure factor that encodes all the structural information. This expression is general and can be applied to both perfect and defective crystals. Inserting
this result into the perturbative expansion in Eq.(2.72) yields

$$E_k = \varepsilon_k + \langle k | w | k \rangle + \sum_q' |S(q)|^2 \frac{\langle k | w | k + q \rangle \langle k + q | w | k \rangle}{\varepsilon_k - \varepsilon_{k+q}}$$

(2.76)

which is the familiar expression first given by Harrison [178, 179]. The pseudowavefunctions can be written as

$$|\phi_k\rangle = |k\rangle + \sum_q a_{k+q} |k + q\rangle.$$  

(2.77)

The set of co-efficients $a_{k+q}$ can be found via first-order perturbation theory [93]. These co-efficients are given by

$$a_{k+q} = \frac{\langle k + q | W | k \rangle}{\varepsilon_k - \varepsilon_{k+q}} = S(q) \frac{\langle k + q | w | k \rangle}{\varepsilon_k - \varepsilon_{k+q}}.$$  

(2.78)

The density operator for the pseudo-wavefunctions can be written as

$$\hat{n}^{ps}_{val} = 2 \sum_k \left[ |k\rangle \langle k| + \sum_q' \left( a_{k+q} |k + q\rangle \langle k| + a_{k+q}^* \langle k | k + q\rangle \right) \right],$$

(2.79)

where we have retained only terms linear in the co-efficients $a_{k+q}$. The valence electron density $n_{val}$ is the diagonal part of the density operator in position representation

$$n_{val}^{ps}(r) = \frac{2}{N\Omega} \sum_k \left[ 1 + \sum_q' \left( a_{k+q} e^{iq \cdot r} + a_{k+q}^* e^{-iq \cdot r} \right) \right].$$

(2.80)

The first term in the sum can be replaced by $n_{unif} = Z/\Omega$ since there are $ZN$ states (including spin). Observing the form of Eq.(2.74), we conclude that $a_{k+q}^* = a_{-k-q}$. This is to be expected from time-reversal symmetry. Since the sum is over the complete set of $q$- and $k$-points i.e. it includes the points $\{k, q\}$ as well as $\{-k, -q\}$, these two
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sums are equal. Putting all of these terms together gives us the result

\[ n_{\text{val}}^\text{ps}(\mathbf{r}) = \frac{Z}{\Omega} + \frac{4}{N\Omega} \sum_k \sum'_\mathbf{q} \left( S(\mathbf{q}) \frac{\langle \mathbf{k} + \mathbf{q} | \mathbf{w} | \mathbf{k} \rangle}{\varepsilon_{\mathbf{k}} - \varepsilon_{\mathbf{k} + \mathbf{q}}} e^{i\mathbf{q} \cdot \mathbf{r}} \right) \]

\[ = n_{\text{unif}} + \delta n_{\text{scr}}(\mathbf{r}). \]  

(2.81)

We have introduced the screening density \( \delta n_{\text{scr}} \) as the first-order correction to the uniform electron density. The screening density is oscillatory and charge-neutral like the orthogonalisation hole density.

There are a couple of things to note about the procedure that we have described above. Firstly, the use of perturbation theory does not restrict us to systems with translational invariance where Bloch’s theorem holds. Both the expressions for the valence electron density and band energy are equally applicable to ordered and disordered systems. This is particularly useful for our purposes, namely the mechanical properties of metals. Unfortunately, we may be required to go beyond the simplifying features of second order perturbation theory. This is discussed in Chapter 3. Secondly, we have derived these expressions using non-degenerate perturbation theory. This leads to divergences at Bragg planes in the calculation of the electronic band structure. These divergences are easily removed through the use of degenerate perturbation theory. For calculations of the valence electron density and valence binding energy, these divergences were shown by Harrison [93] to contribute negligible higher order corrections.

### 2.4 Interatomic Potentials for Simple Metals

In Eq.(2.52), we introduced the cohesive energy \( E_{\text{coh}} \). The goal of this section is to prove that \( E_{\text{coh}} \) for an sp-valent metal can be written as the sum of a term dependent
on the atomic volume $\Omega$ plus a long-ranged pair potential $v_2$ \[189, 190]\]

$$E_{\text{coh}}(\{R\}, \Omega) = E_{\text{vol}}(\Omega) + \frac{1}{2N} \sum_{ij}' v_2(R_{ij}, \Omega). \quad (2.82)$$

The volume term $E_{\text{vol}}$ is the largest contribution to the cohesive energy and $v_2$ is responsible for structural energy differences. In this section, we shall prove that the cohesive energy takes this form and derive analytic expressions for $E_{\text{vol}}$ and $v_2$ using results from the previous sections. All terms in the binding energy are now known in terms of the pseudopotential. There are certain terms that can be seen to be equal and opposite. To proceed, we need to partition all structural and volume components. We will first do this in reciprocal-space and then in real-space. In addition, we will temporarily assume that the pseudopotential is local and then generalise our expressions to the non-local case.

### 2.4.1 Reciprocal Space Representation

For simplicity, we set the orthogonalisation hole density $\delta n_{\text{oh}} \to 0$. This is equivalent to setting the effective valence occupation to $Z^* = Z$ and $n_{\text{oh}} = 0$ in Eqs.(2.69) and (2.70). Using the perturbative results of the previous section, we can fully evaluate $E_{\text{bind}}$ in Eq.(2.51). Recall that the band-structure energy $E_{\text{band}}$ is given by

$$E_{\text{band}} = \frac{2}{N} \sum_{\mathbf{k}} f_{\mathbf{k}} \left[ \varepsilon_{\mathbf{k}} + \langle \mathbf{k} | w | \mathbf{k} \rangle + \sum_{\mathbf{q}}' |S(\mathbf{q})|^2 \frac{\langle \mathbf{k} | w | \mathbf{k} + \mathbf{q} \rangle \langle \mathbf{k} + \mathbf{q} | w | \mathbf{k} \rangle}{\varepsilon_{\mathbf{k}} - \varepsilon_{\mathbf{k} + \mathbf{q}}} \right], \quad (2.83)$$

where $f_{\mathbf{k}}$ is the Fermi-Dirac distribution. Given that we restrict our analysis to zero temperature, the Fermi-Dirac distribution is a step function. The first term in our expansion can be evaluated by replacing the summation over $\mathbf{k}$ with an integral.
where $\varepsilon_F = (\hbar^2 k_F^2/2m)$ is the Fermi energy and the Fermi wavevector can be written in terms of the valence occupation $k_F = (3\pi^2 Z/\Omega)^{1/3}$ [127]. Under the assumption of $\delta n_{\text{oh}} \to 0$, the total crystal pseudopotential may be written as

$$W = V_{\text{val}} + \mu_{\text{xc}} + W_{\text{ion}} = V_{\text{unif}} + \delta V_{\text{scr}} + \mu_{\text{sc}} + W_{\text{ion}}.$$  \hfill (2.85)

The second term in the perturbative expansion can be reshuffled into terms which partly cancel other terms in $E_{\text{bind}}$. We can rewrite the matrix element as

$$\frac{2}{N} \sum_k f_k \varepsilon_k \to \frac{2\Omega}{(2\pi)^3} \int dk \ f_k \varepsilon_k = \frac{3}{5} Z \varepsilon_F$$  \hfill (2.84)

where we have introduced the uniform density operator $\hat{n}_{\text{unif}}$ that has been used implicitly in the derivation of the pseudo-density in Eq.(2.81). Before expanding this term, we note that the integral of the product of the uniform density and screening potential vanishes

$$\int \! dr \ \delta V_{\text{scr}}(r) \ n_{\text{unif}} = \int \! dr \ V_{\text{unif}}(r) \ \delta n_{\text{scr}}(r) = 0$$  \hfill (2.87)

due to the screening density $\delta n_{\text{scr}}$ being charge-neutral. We can now write the second term in the perturbative expansion as

$$\frac{2}{N} \sum_k f_k (k|w|k) = \frac{1}{N} \int \! dr \ n_{\text{unif}} \left[ V_{\text{unif}} - \sum_i' \frac{Ze^2}{|r - R_i|} + \mu_{\text{sc}} (n_{\text{val}}) \right]$$

$$+ \frac{2\Omega}{(2\pi)^3} \int \! dk \ f_k (k|w_{\text{core}}|k)$$  \hfill (2.88)
where we have defined

\[ w_{\text{core}} = w_{\text{ion}} + \frac{Ze^2}{r} \]  

(2.89)
i.e. the core component of the ionic pseudopotential. The electrostatic terms in Eq.(2.88) can be combined with similar terms from the binding energy \( E_{\text{bind}} \). Using Eq.(2.87), we can evaluate the classical electrostatic contribution of valence electron density to the valence binding energy as

\[ -\frac{1}{2N} \int dr \ n_{\text{val}}(r) V_{\text{val}}(r) = -\frac{1}{2N} \int dr \ [n_{\text{unif}} V_{\text{unif}}(r) + \delta n_{\text{scr}}(r) \delta V_{\text{scr}}(r)]. \]  

(2.90)

Adding the first term in Eq.(2.90) to the first two terms in Eq.(2.88) and the first term in Eq.(2.51), leaves us with the electrostatic energy per ion of \( N \) point ions of charge \( +Ze \) in a compensating uniform electron gas

\[ E_{\text{es}}(Z, \Omega) = \left( \frac{Ze}{2} \right)^2 \left[ \frac{1}{N} \sum_{ij} \frac{(Ze)^2}{|R_i - R_j|} - \int dr \ n_{\text{unif}} \left( \sum_i \frac{Ze^2}{|r - R_i|} + \frac{1}{2} V_{\text{unif}} \right) \right]. \]  

(2.91)
The electrostatic energy can be evaluated numerically using Ewald summations [192–194]. The Ewald summation technique combines real- and reciprocal-space expansions of the Coulomb interaction. The result is

\[ E_{\text{es}}(Z, \Omega) = \frac{(Ze)^2}{2} \left[ \frac{1}{N} \sum_{ij} \text{erfc} \left( \frac{\eta R_{ij}}{R_{ij}} \right) + \frac{4\pi}{\Omega} \sum_q |S(q)|^2 e^{-q^2/4\eta^2} - \left( \frac{2\eta}{\sqrt{\pi}} + \frac{\pi}{\eta^2\Omega} \right) \right]. \]  

(2.92)
The convergence parameter \( \eta \) can be chosen such that the expansion converges rapidly. This parameter is usually taken to be \( \eta = 2/R_{WS} \) where \( R_{WS} = (3\Omega/4\pi)^{1/3} \) is the
Wigner-Seitz radius. Recall that the electrostatic energy of a single point charge surrounded by a sphere of compensating charge density is \(-\frac{9}{10}(Ze)^2/R_{WS}\) where the factor of \(-9/10\) arises from the electrostatic energy of the interaction between the ion and the charge density \(-\frac{3}{2}(Ze)^2/R_{WS}\) plus the self-interaction energy of the charge density \(+(3/5)(Ze)^2/R_{WS}\). This term can be separated from the total electrostatic energy

\[
E_{es}(Z, \Omega) = -\frac{9}{10}(Ze)^2/R_{WS} + \delta E_{es}(Z, \Omega)
\]

(2.93)

where \(\delta E_{es}\) is the small structure dependent contribution to the electrostatic energy. This term can be expressed in terms of the structure-dependent Madelung constant \(\alpha_{es}\)

\[
\delta E_{es}(Z, \Omega) = \frac{1}{2}(1.8 - \alpha_{es})\frac{(Ze)^2}{R_{WS}}.
\]

(2.94)

The exchange correlation terms in the cohesive energy \(E_{coh}^{xc}\) can be grouped together by first adding in the contributions from Eq.(2.88). We have

\[
E_{coh}^{xc} = \frac{1}{N} \int d\mathbf{r} \left[ n_{val}(\mathbf{r}) \varepsilon_{xc}(n_{val}) - (n_{val}(\mathbf{r}) - n_{unif}) \mu_{xc}(n_{val}) \right].
\]

(2.95)

Expanding both \((n_{val}\varepsilon_{xc})\) and \(\mu_{xc}\) about \(\delta n_{scr} = 0\) gives us with the following expressions. For \((n_{val}\varepsilon_{xc})\) we have

\[
n_{val}\varepsilon_{xc}(n_{val}) = n_{unif}\varepsilon_{xc}(n_{unif}) + \delta n_{scr}\mu_{xc}(n_{unif}) + \frac{1}{2}(\delta n_{scr})^2 \frac{d\mu_{xc}(n_{unif})}{dn}
\]

(2.96)

where we have used the relation \(\mu_{xc} = d(n\varepsilon_{xc})/dn\). The expansion of \(\mu_{xc}\) need only be
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to linear order since it is multiplied by the screening density

$$\mu_{\text{xc}}(n_{\text{val}}) = \mu_{\text{xc}}(n_{\text{unif}}) + \frac{d\mu_{\text{xc}}(n_{\text{unif}})}{dn} (\delta n_{\text{scr}}).$$  (2.97)

Adding all of these terms in the expansion together leaves us with

$$E_{\text{coh}}^{\text{xc}} = \frac{1}{N} \int dr \left[ n_{\text{unif}} \varepsilon_{\text{xc}}(n_{\text{unif}}) - \frac{1}{2} (\delta n_{\text{scr}})^2 \frac{d\mu_{\text{xc}}(n_{\text{unif}})}{dn} \right].$$  (2.98)

The first term in this expansion is simply the exchange-correlation energy of a homogeneous electron gas and the second term can be interpreted as a second-order contribution from the oscillatory screening field.

There are some additional terms that can be matched in our expansion. First, we rewrite the screening density defined by Eq.(2.81) in the following way

$$\delta n_{\text{scr}}(r) = \sum'_{q} S(q) n_{\text{scr}}(q) e^{iq \cdot r}$$  (2.99)

where

$$n_{\text{scr}}(q) = \frac{4}{N \Omega} \sum_{k} \frac{\langle k + q |w| k \rangle}{\varepsilon_{k} - \varepsilon_{k+q}} = \frac{4}{(2\pi)^3} \int d\mathbf{k} f_{k} \frac{\langle k + q |w| k \rangle}{\varepsilon_{k} - \varepsilon_{k+q}}.$$  (2.100)

We interpret $n_{\text{scr}}(q)$ as the Fourier transform of the screening density arising from a single site. It only depends on the magnitude of $q$ by symmetry. The potential due to the screening density can be written as

$$\delta V_{\text{scr}}(r) = e^2 \int dr' \frac{\delta n_{\text{scr}}(r')}{|r - r'|} = \sum'_{q} S(q) \left( \frac{4\pi e^2}{q^2} \right) n_{\text{scr}}(q) e^{iq \cdot r}.$$  (2.101)

Therefore, the integral of the screening density with its corresponding screening po-
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The potential is simply

$$-\frac{1}{2N} \int \, d\mathbf{r} \, \delta n_{\text{scr}}(\mathbf{r}) \, \delta V_{\text{scr}}(\mathbf{r}) = - \sum_{\mathbf{q}}' |S(\mathbf{q})|^2 \left( \frac{2\pi e^2 \Omega}{q^2} \right) [n_{\text{scr}}(\mathbf{q})]^2.$$  \hspace{1cm} (2.102)

Along the same lines, the second term in the exchange-correlation expansion is given by

$$-\frac{1}{2N} \int \, d\mathbf{r} \, (\delta n_{\text{scr}}(\mathbf{r}))^2 \frac{d\mu_{\text{xc}}(n_{\text{unif}})}{dn} = \sum_{\mathbf{q}}' |S(\mathbf{q})|^2 \left( \frac{2\pi e^2 \Omega}{q^2} \right) G(q) [n_{\text{scr}}(\mathbf{q})]^2,$$  \hspace{1cm} (2.103)

where $G(q)$ is the LDA local-field correction (from Eq.(2.37)) evaluated at $n_{\text{unif}}$

$$G(q) = - \frac{q^2}{4\pi e^2} \frac{d\mu_{\text{xc}}(n_{\text{unif}})}{dn}.$$  \hspace{1cm} (2.104)

In practice, we will replace the LDA local-field correction with the more realistic Ichimaru and Utsumi local-field correction [177]. Combining these two equations with the second order term in the perturbative expansion produces the structural component of the band energy which can be written as

$$E_{\text{bs}} = \sum_{\mathbf{q}}' |S(\mathbf{q})|^2 F(q, \Omega),$$  \hspace{1cm} (2.105)

where $F$ is the energy-wavenumber characteristic introduced by Harrison [93]. The energy-wavenumber characteristic $F$ is volume dependent but not structure independent, and is given by

$$F(q, \Omega) \equiv \frac{2\Omega}{(2\pi)^3} \int \, d\mathbf{k} \, f_{\mathbf{k}} \frac{|(\mathbf{k} + \mathbf{q} | \mathbf{w} | \mathbf{k})|^2}{\epsilon_{\mathbf{k}} - \epsilon_{\mathbf{k}+\mathbf{q}}} - \frac{2\pi e^2 \Omega}{q^2} (1 - G(q)) [n_{\text{scr}}(\mathbf{q})]^2,$$  \hspace{1cm} (2.106)
where we have assumed the hermiticity of the local pseudopotential \( w \). The volume term \( E_{\text{vol}}^q \) is distinct from \( E_{\text{vol}} \) as it is in the reciprocal-space representation.

Using all of the results derived in this subsection, we can write

\[
E_{\text{vol}}^q(\Omega) = \frac{3}{5} Z \varepsilon_F + Z \varepsilon_{xc} (n_{\text{unif}}) - \frac{9}{10} (Ze)^2 / R_{WS} \\
+ \frac{2\Omega}{(2\pi)^3} \int dk \ f_k \langle k | w_{\text{core}} | k \rangle - E_{\text{atom}}^{\text{bind}}. 
\]  
(2.107)

The GPT defines a pseudopotential using the zeroth-order pseudoatom method \[181\]

\[
w_{\text{pa}} = v_{\text{unif}} + w_{\text{ion}} - V'_0 = v_{\text{unif}} - \frac{Ze^2}{r} + w_{\text{core}} - V'_0 \tag{2.108}
\]

where \( v_{\text{unif}} \) is the Coulomb potential due to a uniform electron gas that is contained within a sphere of radius \( R_{WS} \), and \( V'_0 \) is a zero-of-energy constant chosen to ensure that \( \langle 0 | w_{\text{pa}} | 0 \rangle = 0 \). This constant was given explicitly by Moriarty \[99\]. The plane wave matrix elements of the pseudoatom can be written as

\[
\langle k | w_{\text{pa}} | k \rangle = -\frac{3}{10} \frac{(Ze)^2}{R_{WS}} + \langle k | w_{\text{core}} | k \rangle + V'_0. 
\]
(2.109)

Using this representation for the pseudopotential, we may express \( E_{\text{vol}}^q \) as

\[
E_{\text{vol}}^q(\Omega) = E_{\text{fe}}^0(\Omega) + \frac{2\Omega}{(2\pi)^3} \int dk \ f_k \langle k | w_{\text{pa}} | k \rangle - E_{\text{atom}}^{\text{bind}}, 
\]
(2.110)

where \( E_{\text{fe}}^0 \) is the zeroth order free-electron energy

\[
E_{\text{fe}}^0(\Omega) = \frac{3}{5} Z \varepsilon_F + Z \varepsilon_{xc} (n_{\text{unif}}) - \frac{3}{5} \frac{(Ze)^2}{R_{WS}} + ZV'_0 \tag{2.111}
\]

that represents the free-electron binding energy in the limit \( w_{\text{pa}} \rightarrow 0 \). The reciprocal space representation is sufficient to produce quantitatively accurate descriptions of the
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mechanical properties of metals. It is often the case that the calculation converges faster in reciprocal space than in real-space. Putting all of these terms together yields the compact result

\[ E_{\text{coh}} = E_{\text{vol}}^q (\Omega) + \sum_{\mathbf{q}} |S(q)|^2 F(q, \Omega) + \delta E_{\text{es}} (Z, \Omega). \]  
(2.112)

### 2.4.2 Real-Space Representation

Our goal is to transform the reciprocal space approach of the previous subsection into a real space interatomic potential plus a volume term. This transformation, and subsequent reseparation of volume- and structure-dependent terms, has to be carefully considered. We follow the approach of Moriarty [99, 115, 116]. We will continue to work in the limit of a local pseudopotential and add in non-locality in the next subsection. First, we add the energy of an ion surrounded by a compensating sphere of radius \( R_{\text{WS}} \) to recover the full electrostatic energy in Eq.(2.112)

\[ E_{\text{coh}} = E_{\text{vol}}^q + E_{\text{bs}} + \delta E_{\text{es}} = E_{\text{vol}}^q + \frac{9}{10} \frac{(Ze)^2}{R_{\text{WS}}} + E_{\text{bs}} + E_{\text{es}}. \]  
(2.113)

The sum of the band structure and electrostatic energy can be written as sum of a term multiplied by the structure factor \( S(q) \) and a constant

\[ E_{\text{bs}} + E_{\text{es}} = \sum_{q} |S(q)|^2 \left[ \frac{2\pi (Ze^2)}{q^2 \Omega} e^{-q^2/(4\eta^2)} + F(q, \Omega) \right] - \frac{(Ze)^2}{\sqrt{\pi}}. \]  
(2.114)

Some of these terms will turn out to be equivalent. To see this, we add and subtract the \( q = 0 \) terms to the summation
\[ E_{bs} + E_{cs} = \sum_{q} |S(q)|^2 \left[ \frac{2\pi (Ze^2)^2}{q^2\Omega} e^{-q^2/(4\eta^2)} + F(q, \Omega) \right] - \frac{(Ze)^2 \eta}{\sqrt{\pi}} \]

\[-\lim_{q \to 0} \left[ \frac{2\pi (Ze^2)^2}{q^2\Omega} + F(q, \Omega) \right]. \quad (2.115)\]

We don’t evaluate the limit \( q \to 0 \) since the first term in the brackets on the final line blows up. We will show that there is an equivalent term in the energy-wavenumber characteristic which cancels this exactly, leaving a finite result. The square structure factor \( |S(q)|^2 \) can be evaluated as

\[ |S(q)|^2 = \frac{1}{N^2} \sum_{ij} e^{-i\mathbf{q} \cdot (\mathbf{R}_i - \mathbf{R}_j)} = \frac{1}{N^2} \sum_{ij} e^{-i\mathbf{q} \cdot (\mathbf{R}_i - \mathbf{R}_j)} + \frac{1}{N}. \quad (2.116)\]

where we have explicitly separated the \( i = j \) and \( i \neq j \) terms. Next, we insert this expression and take the limit \( \eta \to \infty \). Thus

\[ E_{bs} + E_{cs} = \frac{1}{2N} \sum_{ij} \left[ \frac{1}{N} \sum_{q} \left[ \frac{4\pi (Ze^2)^2}{q^2\Omega} + 2F(q, \Omega) \right] e^{-i\mathbf{q} \cdot (\mathbf{R}_i - \mathbf{R}_j)} \right] \]

\[-\lim_{q \to 0} \left[ \frac{2\pi (Ze^2)^2}{q^2\Omega} + F(q, \Omega) \right] + \lim_{\eta \to \infty} \left[ \frac{1}{N} \sum_{q} \left[ \frac{2\pi (Ze^2)^2}{q^2\Omega} e^{-q^2/(4\eta^2)} + F(q, \Omega) \right] - \frac{(Ze)^2 \eta}{\sqrt{\pi}} \right]. \quad (2.117)\]

The two terms involving \( \eta \) cancel exactly since

\[ \frac{2\pi (Ze)^2}{N\Omega} \sum_{q} \left[ \frac{1}{q^2} e^{-q^2/(4\eta^2)} \right] = \frac{(Ze)^2}{\pi} \int_0^\infty dq \; e^{-q^2/4\eta^2} = \frac{(Ze)^2 \eta}{\sqrt{\pi}}. \quad (2.118)\]

The remaining pure volume terms can be added to the first two terms in Eq.(2.113)
to yield the volume term $E_{\text{vol}}$

$$E_{\text{vol}} (\Omega) = E_{\text{vol}}^{q^2} (\Omega) + \frac{9}{10} \frac{(Ze)^2}{R_{\text{WS}}} - \lim_{q \to 0} \left[ \frac{2\pi (Ze)^2}{q^2\Omega} + F(q, \Omega) \right] + \frac{1}{N} \sum_q F(q, \Omega). \quad (2.119)$$

Therefore, from Eq.(2.117), we can infer the form of the pair potential from the terms remaining

$$\nu_2 (r, \Omega) = \frac{1}{N} \sum_q \left[ \frac{4\pi (Ze)^2}{q^2\Omega} + 2F(q, \Omega) \right] e^{-iq\cdot r}. \quad (2.120)$$

The expressions in Eqs.(2.119) and (2.120) can be further developed and simplified. In particular, we still need to properly evaluate the limit as $q \to 0$ of $F$. We first define a normalised energy-wavenumber characteristic

$$F_N(q, \Omega) = -\frac{q^2\Omega}{2\pi (Ze)^2} F(q, \Omega),$$

$$= -\frac{q^2\Omega}{4\pi (Ze)^2} \left[ \frac{4}{(2\pi)^3} \int dk \int k \cdot q |w_k| \right] + \frac{4\pi e^2}{q^2} (1 - G(q)) \left[ n_{\text{scr}}(q) \right]^2 \right]$$

using $F(q, \Omega)$ from Eq.(2.106). The normalized energy-wavenumber characteristic is so-called since $F(0, \Omega) = 1$. Expanding in terms of small $q$, the leading term is $(\Omega/Z)^2 [n_{\text{scr}}(q)]^2$ and we assume for now that $\lim_{q \to 0} n_{\text{scr}}(q) = Z/\Omega$. The next correction can be shown to be $O(q^3)$ which yields the Taylor expansion

$$F_N(q, \Omega) = 1 + \frac{1}{2} q^2 \left( \frac{\partial^2 F_N(0, \Omega)}{\partial q^2} \right) + O(q^3). \quad (2.122)$$

We can now remove the limit from our definition of the volume term $E_{\text{vol}}$. Using Eqs.(2.109) and (2.111), this leaves
The equation for the pairwise interaction in Eq.(2.120) can be simplified further. We first note that we can write the Coulomb interaction in reciprocal space as

\[ \frac{(Ze)^2}{r} = \frac{1}{N \Omega} \sum_q \frac{4\pi (Ze)^2}{q^2} e^{iq \cdot r}. \]  

(2.124)

For a spherically symmetric function \( g(q) \) one has

\[ \frac{1}{N \Omega} \sum_q g(q) e^{iq \cdot r} = \frac{1}{(2\pi)^3} \int dq \ g(q) e^{iq \cdot r} = \frac{1}{2\pi^2} \int_0^\infty dq \ q^2 g(q) \frac{\sin(qr)}{qr}. \]  

(2.125)

This results in a simple form for the pair potential \( v_2 \)

\[ v_2 (r, \Omega) = \frac{(Ze)^2}{r} \left[ 1 - \frac{2}{\pi} \int_0^\infty dq \ F_N (q, \Omega) \frac{\sin(qr)}{q} \right]. \]  

(2.126)

This expression can be viewed as a screened Coulomb interaction; a sum of the direct interaction between ions and an indirect ion-electron-ion screening interaction. The result can be seen for Mg in Fig.(2.4) at the observed equilibrium volume \( \Omega = 156.8 \text{ a.u.} \).

In the limit that \( r \to 0 \), the Coulomb interaction is dominant which is to be expected, whereas in the long-ranged limit the interaction is oscillatory and converges to the well-known Friedel oscillations [93]

\[ v_2 (r, \Omega) \sim \frac{9\pi Z^2 [\omega (2k_F)]^2 \cos (2k_F r)}{\varepsilon_F (2k_F)^3}, \]  

(2.127)
where \( w(2k_F) \) is the pseudopotential form factor at twice the Fermi wavevector. The logarithmic singularity in the Lindhard function is deemed to be responsible for the Friedel oscillations. Pettifor and Ward [195] replaced the Lindhard function \( F \) by a rational function \( F_{PW} \). This function matches \( F \) very closely but removes the logarithmic singularity. Using a local pseudopotential, Pettifor and Ward were able to compute \( v_2 \) analytically via contour integration; exploiting the pole structure of \( F_{PW} \). The result was an exponentially-damped oscillatory pairwise interaction that vanished in the \( r \to 0 \) limit.

**Fig. 2.4:** The pairwise interaction for Mg at the observed equilibrium volume with a non-local AHS pseudopotential. The first radial derivative is also plotted.
2.4.3 Extension to Non-Local Pseudopotentials

We have assumed so far in our derivation of a pair potential for simple metals that the pseudopotential was local i.e. \( w(\mathbf{r}, \mathbf{r}') = w(\mathbf{r}) \delta (\mathbf{r} - \mathbf{r}') \). The GPT uses a non-local pseudopotential in the AHS form for multiple reasons. Firstly, it has been shown by Chelikowsky [196] that there is a considerable contribution from non-locality to the cohesive energy. Moriarty [10] has shown that a non-local pseudopotential removes the positive energy nearest-neighbour minimum in Al. This finding is in agreement with earlier work by Walker and Taylor [197]. Another argument for pseudopotential non-locality was given by Dharma-wardana and Aers [198] who developed a technique for determining the interatomic potential from experiment and molecular dynamics. Their results indicated that the nearest-neighbour interaction is necessarily positive.

The non-locality of the pseudopotential appears through the inclusion of several additional terms. Firstly, a non-local pseudopotential is non-Hermitian and for our pseudopotential form factor, we have

\[
\langle \mathbf{k} | w | \mathbf{k} + \mathbf{q} \rangle = \langle \mathbf{k} + \mathbf{q} | w | \mathbf{k} \rangle - (\varepsilon_k - \varepsilon_{k+\mathbf{q}}) \langle \mathbf{k} | P_c | \mathbf{k} + \mathbf{q} \rangle. \tag{2.128}
\]

Secondly, a non-local pseudopotential has a non-zero orthogonalisation hole density and an effective valence \( Z^* \). For instance, a non-local pseudopotential has the effect that the structural part of the electrostatic energy becomes

\[
\delta E_{es}(Z, \Omega) \rightarrow \delta E_{es}(Z^*, \Omega) = \frac{1}{2} (1.8 - \alpha_{es}) \frac{(Z^* e)^2}{R_{WS}}. \tag{2.129}
\]

The energy-wavenumber characteristic \( F \) gets an additional contribution from the orthogonalisation hole density due to the exchange-correlation part of \( E_{coh} \) [99]

\[
F(q, \Omega) \rightarrow F(q, \Omega) - \frac{2\pi e^2 \Omega}{q^2} G(q) |n_{coh}(q)|^2. \tag{2.130}
\]
In analogy with $n_{\text{scr}}(q)$, the quantity $n_{\text{oh}}(q)$ is the Fourier transform of the orthogonalisation hole density. The non-locality of $w$ gives rise to two further alterations to the volume-term in reciprocal space $E_{\text{vol}}^q$. The first is a small self-energy correction due to the finite size of the orthogonalisation hole [99]

$$\delta E_{\text{oh}}(\Omega) = -\frac{9}{10} \left( \frac{(Z^* - Z)^2 e^2}{R_{WS}} \right) + \frac{1}{2} \int_0^\infty dr \, u_{\text{oh}}(r) \left[ v_{\text{oh}}(r) - \frac{(Z^* - Z) e^2 r^2}{R_{WS}} \right]$$

(2.131)

where $u_{\text{oh}} = 4\pi r^2 n_{\text{oh}}(r)$ is the radial orthogonalisation hole density and $v_{\text{oh}}$ is the Coulomb potential due to $n_{\text{oh}}$. The reciprocal-space volume term becomes

$$E_{\text{vol}}^q(\Omega) \to E_{\text{vol}}^q(\Omega) + \frac{2\Omega}{(2\pi)^2} \int dk \, f_k \left[ \langle k | w_\text{pa} | k \rangle \langle k | p_\text{c} | k \rangle \right] + \delta E_{\text{oh}}(\Omega),$$

(2.132)

where the second term is due to the fact that a non-local pseudopotential is non-Hermitian and/or energy-dependent. The precise form depends specifically on the form of the AHS pseudopotential. In our case, we use the form first suggested by Pick and Sarma [199], which gives rise to the additional volume-dependent contribution to the reciprocal-space volume term $E_{\text{vol}}^q$. This can be demonstrated by using Eq.(2.128) in Eq.(2.105) for the structural part of the band-structure energy. With a non-local pseudopotential, the normalised energy-wavenumber characteristic is defined slightly differently to Eq.(2.121). We note that the $q \to 0$ limit of the screening density is $Z^*/\Omega$ with a non-local pseudopotential. This gives

$$F_N(q, \Omega) \to -\frac{q^2 \Omega}{2\pi (Z^* e)^2} F(q, \Omega).$$

(2.133)
Thus, the pairwise interaction $v_2$ becomes

$$v_2(r, \Omega) = \frac{(Z^*e)^2}{r} \left[ 1 - \frac{2}{\pi} \int_0^{\infty} dq\, F_N(q, \Omega) \frac{\sin(qr)}{q} \right]$$  \hspace{1cm} (2.134)$$

and the real-space volume term

$$E_{\text{vol}}(\Omega) = E_{\text{fe}}(\Omega) + \frac{2\Omega}{(2\pi)^3} \int dk\, f_k \langle k | \mathcal{W}_{\text{pa}} | k \rangle [1 + \langle k | P_e | k \rangle] + \frac{9}{10} \frac{(Z^*e)^2}{R_{\text{WS}}}$$

$$+ \frac{\pi (Z^*e)^2}{\Omega} \frac{\partial^2 F_N(0, \Omega)}{\partial q^2} - \frac{(Z^*e)^2}{\pi} \int_0^{\infty} dq\, F_N(q, \Omega) + \delta E_{\text{oh}}(\Omega) - E_{\text{atom}}^{\text{bind}}$$  \hspace{1cm} (2.135)$$

with $E_{\text{fe}}^0(\Omega)$ given by Eq.(2.111).

### 2.4.4 Self-Consistent Electron Screening

Even though we have a functional form for the pair potential and the volume term, there are still a few concepts which have been hitherto glossed over. The normalised energy-wavenumber characteristic $F_N$ (shown in Fig.(2.5)) is the essential ingredient to producing accurate calculations of $v_2$ and $E_{\text{vol}}$. Determination of the energy-wavenumber characteristic requires a self-consistent calculation of the screening density $\delta n_{\text{scr}}$ and the form factor $\langle k + q | \mathcal{W} | k \rangle$. These quantities have been introduced through first-order perturbation theory and are one-ion quantities. In this sense, it is typically referred to as linear screening. For a general nonlocal pseudopotential, we have $W = V_{\text{val}} + \mu_{\text{sc}} + W_{\text{ion}}$ and the Coulomb potential $V_{\text{val}} = V_{\text{unif}} + \delta V_{\text{scr}} + \delta V_{\text{oh}}$. For the one ion form factor, we have
Fig. 2.5: The normalised energy-wavenumber characteristic is plotted Mg at the observed equilibrium atomic volume $\Omega = 156.8$ a.u. We have zoomed in on the logarithmic singularity at $q = 2k_F$ responsible for the Friedel oscillations in the pairwise interaction. The logarithmic singularity is present due to the implicit dependence on the Lindhard function $f_I(q/2k_F)$.

\[
\langle k + q | w | k \rangle = v_{\text{scr}}(q) + v_{\text{oh}}(q) + \langle k + q | w_{\text{ion}} | k \rangle,
\]
\[
= \frac{4\pi e^2}{q^2} (1 - G(q)) (n_{\text{scr}}(q) + n_{\text{oh}}(q)) + \langle k + q | w_{\text{ion}} | k \rangle
\]  

(2.136)

where the contribution of the uniform electron density is included through the $q = 0$ component of $n_{\text{scr}}(q)$ and the exchange-correlation contributions to $v_{\text{scr}}(q)$ and $v_{\text{oh}}(q)$
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are included through $G(q)$. We insert this expression into Eq.(2.100) to find

$$n_{\text{scr}}(q) = -\left[ \frac{4\pi e^2}{q^2} (1 - G(q)) (n_{\text{scr}}(q) + n_{\text{oh}}(q)) + \bar{w}_{\text{ion}}(q) \right] \Pi_0(q), \quad (2.137)$$

where $\Pi_0(q)$ is the polarisability of the uniform electron gas in the Hartree or (static) random phase approximation (RPA) [127]

$$\Pi_0(q) = -\frac{4}{(2\pi)^3} \int \text{d}k \, f_k \frac{1}{\varepsilon_k - \varepsilon_{k+q}}. \quad (2.138)$$

We have also defined $\bar{w}_{\text{ion}}$ which is an average of the quantity $\langle k + q | w_{\text{ion}} | k \rangle$ over reciprocal space

$$\bar{w}_{\text{ion}}(q) \equiv -\frac{4}{(2\pi)^3} \int \text{d}k \, f_k \frac{\langle k + q | w_{\text{ion}} | k \rangle}{\varepsilon_k - \varepsilon_{k+q}}. \quad (2.139)$$

The self-consistent screening density can be found by rearranging Eq.(2.137)

$$n_{\text{scr}}(q) = -\left[ \bar{w}_{\text{ion}}(q) + \frac{4\pi e^2}{q^2} (1 - G(q)) n_{\text{oh}}(q) \right] \frac{\Pi_0(q)}{\varepsilon(q)}, \quad (2.140)$$

$$= -\left[ \bar{w}_{\text{ion}}(q) + v_{\text{oh}}(q) \right] \frac{\Pi_0(q)}{\varepsilon(q)} \quad (2.141)$$

with $\varepsilon$ the dielectric function for the interacting electron gas

$$\varepsilon(q) \equiv 1 + \frac{4\pi e^2}{q^2} (1 - G(q)) \Pi_0(q). \quad (2.142)$$

When the exchange-correlation vanishes, we recover the familiar Hartree dielectric
function. Inserting our expressions back into the form factor yields

$$\langle k + q | w | k \rangle = \frac{1}{\epsilon(q)} [\bar{w}_{\text{ion}}(q) + v_{\text{oh}}(q)] + \langle k + q | w_{\text{ion}} | k \rangle - \bar{w}_{\text{ion}}(q). \quad (2.143)$$

Both $n_{\text{scr}}(q)$ and the form factor $\langle k + q | w | k \rangle$ depend on only the bare-ion pseudopotential $w_{\text{ion}}$, orthogonalisation hole density $n_{\text{oh}}$ and properties of the free-electron gas. We can use these quantities to evaluate the normalized energy-wavenumber characteristic $F_N$. Further work is needed to prove the $q \rightarrow 0$ limit of $n_{\text{scr}}(q)$, $\langle k + q | w | k \rangle$ and $F_N(q, \Omega)$. We will once again work in the limit of a local pseudopotential and add in non-locality retroactively. For a local pseudopotential, we have a few simplifications: $n_{\text{oh}} = v_{\text{oh}} = 0$, the matrix elements of the bare-ion pseudopotential are independent of $k$ i.e. $\langle k + q | w_{\text{ion}} | k \rangle = w_{\text{ion}}(q)$, and $\bar{w}_{\text{ion}}(q) = w_{\text{ion}}(q)$. The screening density $n_{\text{scr}}$ is given by the simple expression

$$n_{\text{scr}}(q) = -\frac{w_{\text{ion}}(q) \Pi_0(q)}{\epsilon(q)}. \quad (2.144)$$

The plane-wave matrix elements are also given by a simple expression

$$\langle k + q | w | k \rangle \rightarrow w(q) = \frac{w_{\text{ion}}(q)}{\epsilon(q)}. \quad (2.145)$$

Combining these results leads to a simple expression for the energy-wavenumber characteristic

$$F_N(q, \Omega) = \left[-\frac{q^2 \Omega}{4\pi^2 Z w_{\text{ion}}(q)}\right]^2 \chi(q) \quad (2.146)$$
where $\chi(q)$ is the susceptibility for the interacting electron gas given by

$$\chi(q) \equiv \frac{4\pi e^2}{q^2} \Pi_0(q) \varepsilon(q).$$  \hfill (2.147)

The susceptibility of the non-interacting electron gas is found by replacing the dielectric function $\varepsilon(q)$ with $\varepsilon_0(q)$. The polarisability of the free-electron gas can be written as

$$\Pi_0(q) = -\frac{4}{(2\pi)^3} \int d\mathbf{k} \frac{f_k}{\varepsilon_k - \varepsilon_{k+q}} = \frac{k_F}{2\pi^2} \mathcal{F}(q/2k_F) = \frac{k_F^2}{4\pi e^2} \mathcal{F}(q/2k_F)$$  \hfill (2.148)

where we have introduced the Thomas-Fermi wavevector $k_{TF}^2 \equiv 4k_F m/e^2/(\pi\hbar)^2$ in the final line. The Lindhard function $\mathcal{F}$ has the following behaviour at small and large $x$ [10]

$$\mathcal{F}(x) = \begin{cases} 1 - \frac{1}{3} x^2, & x \to 0 \\ (3x^2)^{-1}, & x \to \infty \end{cases}.$$  \hfill (2.149)

In the limit of small $q$, where $\mathcal{F} \to 1$, the Hartree dielectric function tends to the Thomas-Fermi value

$$\varepsilon_0(q) \to 1 + \frac{k_{TF}^2}{q^2} \equiv \epsilon_{TF}(q),$$  \hfill (2.150)

and the corresponding susceptibility $\chi_0(q)$ approaches the Thomas-Fermi susceptibility $\chi_{TF} \equiv (k_{TF}^2/q^2)/\epsilon_{TF}(q)$. In the limit of small $q$, the full susceptibility $\chi(q)$ has the limiting form [10]

$$\chi(q) \to 1 - q^2/k_{TF}^2 + G(q) = 1 - \frac{q^2}{4\pi e^2} \left[ \frac{(2/3) \varepsilon_F}{Z/\Omega} + \frac{d\mu_{xc}(n_{unif})}{dn} \right].$$  \hfill (2.151)
The screening functions $\epsilon_0(q)$ and $\chi_0(q)$ depend on the atomic volume $\Omega$ through the uniform electron density $n_{unif} = Z/\Omega$. This remains true when exchange and correlation are included in $\epsilon(q)$ and $\chi(q)$. This is also the case with a non-local pseudopotential. We are now in a position to evaluate the $q \rightarrow 0$ limit of the screening electron density $n_{scr}$. Firstly, we expose the ionic Coulomb potential contained in $w_{ion}$ by writing

$$\tag{2.152} w_{ion}(q) = -\frac{4\pi e^2}{q^2} \frac{Z}{\Omega} + w_{core}(q).$$

Recall that $\lim_{q \rightarrow 0} \chi(q) = 1$ and $\lim_{q \rightarrow 0} G(q) = 0$, and we assume that the core component of the pseudopotential remains bounded in the $q \rightarrow 0$ limit i.e.

$$\lim_{q \rightarrow 0} |w_{core}(q)| < \infty. \tag{2.153}$$

Leaving us with the expected result

$$\lim_{q \rightarrow 0} n_{scr}(q) = n_{unif} \tag{2.154}$$

as we have previously assumed. For a non-local AHS pseudopotential, this result is replaced by letting $Z \rightarrow Z^*$ to account for the fact that the orthogonalisation hole $n_{oh}$ is screened by the additional uniform electron density $(Z^*/Z - 1)n_{unif}$. Similarly, we find that the local pseudopotential form factor $w(q) \rightarrow -(2/3)\varepsilon_F$ as $q \rightarrow 0$. This can be generalised for a non-local AHS pseudopotential [200] to

$$\lim_{q \rightarrow 0} \langle k_F + q | w | k_F \rangle = -\frac{2}{3} \varepsilon_F, \tag{2.155}$$

where the form factor is confined to the free electron Fermi surface. This result is used to check the accuracy of the numerical calculation of the form factor. Next, we turn to the final evaluation of the energy-wavenumber characteristic and volume term.
For a non-local norm-conserving pseudopotential with $n_{\text{oh}}$, we can write the screening density $n_{\text{scr}}$ in terms of the susceptibility $\chi(q)$ as

$$n_{\text{scr}}(q) = -\frac{q^2}{4\pi e^2} \bar{w}_{\text{ion}}(q) \chi(q).$$  \hfill (2.156)

Substituting this result into the expression for the normalised energy-wavenumber characteristic $F_N(q, \Omega)$ gives

$$F_N(q, \Omega) = \left[ -\frac{q^2 \Omega}{4\pi e^2 Z} \bar{w}_{\text{ion}}(q) \right]^2 \chi(q) + \frac{q^2}{4\pi e^2} \left( \frac{\Omega}{Z} \right)^2 \left[ \bar{w}_{\text{ion}}(q) - (\bar{w}_{\text{ion}}(q))^2 \right] \Pi_0(q),$$  \hfill (2.157)

where we have defined the additional average of $\langle k + q | w_{\text{ion}} | k \rangle$

$$\bar{w}_{\text{ion}}(q) = -\frac{4\pi e^2}{q^2} \frac{1}{\Pi_0(q)} \int \frac{d\mathbf{k}}{(2\pi)^3} |\langle k + q | w_{\text{ion}} | k \rangle|^2 \frac{f_k}{\varepsilon_k - \varepsilon_{k+q}}.$$  \hfill (2.158)

We can use this expression to evaluate the second order derivative $\partial^2 F_N(0, \Omega) / \partial q^2$ analytically in the volume term $E_{\text{vol}}(\Omega)$. In analogy with Eq.(2.152) for a local pseudopotential, we write

$$\bar{w}_{\text{ion}}(q) = -\frac{4\pi e^2}{q^2} \frac{Z}{\Omega} + \bar{w}_{\text{core}}(q).$$  \hfill (2.159)

Hence, we may write

$$F_N(q, \Omega) = \left[ 1 - \frac{q^2 \Omega}{4\pi e^2 Z} \bar{w}_{\text{core}}(q) \right]^2 \chi(q) + \frac{q^2}{4\pi e^2} \left( \frac{\Omega}{Z} \right)^2 \delta w_{\text{core}}^2(q) \Pi_0(q)$$  \hfill (2.160)

with the definition

$$\delta w_{\text{core}}^2(q) = w_{\text{core}}^2(q) - (\bar{w}_{\text{core}}(q))^2.$$  \hfill (2.161)
Using the small-$q$ representation of $\chi(q)$ and assuming only that $\bar{w}_{\text{core}}(0)$ and $\delta w_{\text{core}}^2(0)$ are finite, we arrive at the limiting form for $F_N(q, \Omega)$ as $q \to 0$

$$F_N(q, \Omega) \to 1 - \frac{q^2}{4\pi\varepsilon^2} \left[ \frac{2\Omega}{Z} \left( \frac{1}{3} \varepsilon_F + \bar{w}_{\text{core}}(0) \right) + \frac{d\mu_{\text{xc}}(n_{\text{unif}})}{dn} \right] + \frac{3q^2}{8\pi\varepsilon_F Z} \delta w_{\text{core}}^2(0).$$

(2.162)

Differentiating the above with respect to $q$ twice, and inserting into the expression for $E_{\text{vol}}$ leaves

$$E_{\text{vol}}(\Omega) = E_{\text{eg}}(\Omega) - \frac{1}{2} \Omega B_{\text{eg}}(\Omega) + \frac{2\Omega}{(2\pi)^3} \int dk \, f_k \left[ (\langle k | w_{\text{core}} | k \rangle - \bar{w}_{\text{core}}(0)) \right] + \frac{3}{4} \frac{Z}{\varepsilon_F} \delta w_{\text{core}}^2(0) - \frac{(Ze)^2}{\pi} \int_0^\infty dq \, F_N(q, \Omega) - E_{\text{bind}}.$$  

(2.163)

for a non-local norm-conserving pseudopotential. The interacting electron-gas energy $E_{\text{eg}}$ is given by

$$E_{\text{eg}}(\Omega) \equiv \frac{3}{5} Z \varepsilon_F + Z \varepsilon_{\text{xc}}(n_{\text{unif}})$$

(2.164)

and $B_{\text{eg}} \equiv \Omega \partial^2 E_{\text{eg}}/\partial \Omega^2$ is the bulk modulus of the interacting electron-gas with

$$\Omega B_{\text{eg}}(\Omega) = \frac{2}{3} Z \varepsilon_F + Z n_{\text{unif}} \frac{d\mu_{\text{xc}}(n_{\text{unif}})}{dn}. $$

(2.165)

It is possible to express $F_N(q, \Omega)$ in terms of $n_{\text{scr}}(q)$ and $n_{\text{unif}},$

$$F_N(q, \Omega) = \left( \frac{n_{\text{scr}}(q)}{n_{\text{unif}}} \right)^2 \chi^{-1}(q) + \frac{q^2}{4\pi\varepsilon^2} \delta w_{\text{core}}^2(q) \frac{\Pi_0(q)}{n_{\text{unif}}^2}. $$

(2.166)

The above results for a non-local norm-conserving pseudopotential can be generalised to a non-local AHS pseudopotential with non-zero orthogonalisation hole density. The
screening density \( n_{\text{scr}} \) can be written with a non-zero \( n_{\text{oh}} \) contribution

\[
n_{\text{scr}} (q) = \left[ n_{\text{unif}} - \frac{q^2}{4\pi e^2} \bar{w}_{\text{core}} (q) - [1 - G (q)] n_{\text{oh}} (q) \right] \chi (q). \tag{2.167}
\]

The normalised energy-wavenumber characteristic \( F_N \) generalises to

\[
F_N (q, \Omega) = \left[ \frac{n_{\text{scr}} (q)}{n_{\text{unif}}} \right]^2 \chi^{-1} (q) + \frac{q^2}{4\pi e^2} \frac{n_{\text{sc}}}{n_{\text{unif}}} \Pi_0 (q) \frac{n_{\text{oh}} (q)}{\chi (q)} + G (q) \left[ \frac{n_{\text{oh}} (q)}{n_{\text{unif}}} \right]^2, \tag{2.168}
\]

where we have defined \( n_{\text{unif}}^{*} \equiv (Z^{*}/Z)n_{\text{unif}} = Z^{*}/\Omega \). Determination of the small-\( q \) limit of \( F_N (q, \Omega) \) is the same as before. The small-\( q \) behaviour of \( n_{\text{oh}} (q) \) which can be expressed in the form

\[
n_{\text{oh}} (q) \to -\frac{(Z^{*} - Z)}{\Omega} \left[ 1 - \gamma_{\text{oh}}^2 \left( \frac{q}{k_F} \right) \right]. \tag{2.169}
\]

The calculation of the constant \( \gamma_{\text{oh}} \) is given by Moriarty [99]. For the AHS pseudopotential used in the GPT, the volume term is generalized to

\[
E_{\text{vol}} (\Omega) = E_{\text{fe}}^0 (\Omega) - \frac{1}{2} \Omega B_{\text{eg}} (\Omega) + \frac{2\Omega}{(2\pi)^3} \int \text{dk} \ f_k (k|w_{\text{pa}}|k) \left[ 1 + \langle k|P_c|k \rangle \right] - Z^{*}\bar{w}_{\text{core}} (0)
+ \frac{3}{4} \frac{Z}{\varepsilon_F} \delta w_{\text{core}}^2 (0) + \frac{9}{10} \frac{(Z^{*}e)^2}{R_{\text{WS}}} - \frac{(Z^{*}e)^2}{\pi} \int_0^\infty dq \ F_N (q, \Omega) + \delta E_{\text{oh}}^* (\Omega) - E_{\text{atom}}^{\text{bind}} \tag{2.170}
\]

with the definition

\[
\delta E_{\text{oh}}^* (\Omega) \equiv \delta E_{\text{oh}} (\Omega) + \left[ (Z^{*})^2 - Z^2 \right] \frac{\varepsilon_F}{3Z} - 4\pi Z^{*}e^2 \frac{(Z^{*} - Z)}{\Omega k_F^2} \gamma_{\text{oh}}. \tag{2.171}
\]
2.5 Summary of the GPT Formalism

Much of the apparent complexity of the simple-metal GPT is the result of bookkeeping, particularly with regard to the non-local AHS pseudopotential. However, the steps required to derive a simple-metal GPT potential are quite simple in reality. Having said that, a full account of all terms that arise from a non-local pseudopotential combined with self-consistent electron screening is required for close agreement with DFT and experiment.

The first step in a GPT calculation, simple-metal or otherwise, is to calculate the pseudopotential. This is done in the GPT by first defining a zeroth-order pseudoatom [181]. The next step is to perform a self-consistent DFT calculation, typically in the LDA, for the core eigenvalues and core eigenvectors with the pseudoatom potential. The advantage of defining a pseudoatom is that these quantities should be close to the ‘true’ values in the bulk metal. The core eigenvalues and core eigenvectors are used to construct the non-local AHS pseudopotential in Eq.(2.56). In addition, the effective valence $Z^*$ and orthogonalisation-hole density $n_{oh}$ are calculated at this stage, as too are the plane wave matrix elements of the pseudopotential.

There are only two unknown quantities in the total valence binding energy in Eq.(2.51): the valence eigenvalues $E_k$ and the valence electron density $n_{val}$. These quantities can both be calculated using pseudopotential perturbation theory. This calculation results in a reciprocal space theory which was used in the past to calculate a variety of bulk properties. Nowadays the simple-metal GPT is more useful as a real-space interatomic potential. After some term reshuffling involving $|S(q)|^2$, it can be shown that this entire procedure leads to a real-space volume-dependent pair potential plus a collective many-body volume term.

In a practical calculation, the central quantities of interest are the screening density $n_{scr}$ and normalised energy-wavenumber characteristic $F_N$. Using linear screening,
these quantities can be written in terms of input pseudopotential and electron gas quantities. The final steps are to calculate the volume term $E_{\text{vol}}$ using Eq.(2.163) and the pair potential $v_2$ is calculated from the integral over $q$ in Eq.(2.134).
Chapter 3

The Adaptive Generalised Pseudopotential Theory

"Adapt or perish, now as ever, is Nature’s inexorable imperative.”

H. G. Wells

In the previous chapter, we have introduced electronic structure theory and the generalised pseudopotential theory (GPT) applied to simple metals. The central departure from conventional density functional theory (DFT), is through the calculation of the band energy $E_{\text{band}}$ in Eq.(2.83). In the GPT, we expand the band energy $E_{\text{band}}$ as a perturbation series truncated at second-order in the total crystal pseudopotential $W$. The final term in the perturbative expansion in Eq.(2.72) contains a sum over $\mathbf{q}$-vectors. It is important to note that there is no restriction on the $\mathbf{q}$-vectors that can be summed over. For instance, if we restrict the sum to be over the set of $\mathbf{q}$-vectors which are integer multiples of reciprocal lattice vectors $\{\mathbf{G}\}$, then the pseudowavefunctions obey Bloch’s theorem [201]. This is evident by rewriting Eq.(2.77) as a sum
over $G$-vectors in position representation

$$\phi_k (r) = \frac{1}{\sqrt{N}\Omega} \sum_G a_{k+G} e^{i(k+G) \cdot r} = e^{i k \cdot r} u_k (r) \quad (3.1)$$

where $u_k (r)$ is a function which contains the periodicity of the lattice. This is the standard statement of Bloch’s theorem [127], and the function $u_k$ is given by

$$u_k (r) = \frac{1}{\sqrt{N\Omega}} \sum_G a_{k+G} e^{iG \cdot r}. \quad (3.2)$$

Bloch’s theorem is an exact statement about the electron wavefunctions in the presence of a periodic potential. In order to describe defective crystals where there is no translation symmetry, we would need to lift the restriction on the $q$-vectors and allow them to take any value. This is precisely what is done in Eq. (2.77) and it ensures that the GPT can be applied in the absence of translational symmetry. In real space, the GPT only depends on the volume $\Omega$ and the interatomic separation $R_{ij}$. Therefore, the GPT is transferable to all ion configurations in the bulk ordered and disordered metal, including all structural phases of both the solid and the liquid, as well as the deformed solid and imperfect bulk solid with either point or extended defects present. In particular, the GPT has been successful in the simulation of dislocations [103, 202, 203].

The explicit volume dependence of the volume term $E_{\text{vol}}$ and the pair potential $v_2$ in Eq. (2.82) is global and not local. For instance, if we were to remove an atom and create a vacancy in the centre of a supercell, the effect on the form of the interaction is the same for the nearest neighbours of the vacancy as for the atoms at the edge of the supercell. More generally, the creation of a free surface, or even a bulk defect that comes with significant free volume, such as a vacancy, receives no contribution to its formation energy from $E_{\text{vol}}$. In general, formation energies of such defects or surfaces are severely underestimated as the volume term contains the major contribution to the
Fig. 3.1: The cohesive energy $E_{\text{coh}}$ (magenta) calculated for hcp Mg at fixed $c/a = 1.62$. This is plotted against the volume term $E_{\text{vol}}$ where it is evident that it is a considerable proportion of $E_{\text{coh}}$. Here $\Omega_0 = 156.8$ a.u. and $n_0 = Z/\Omega_0$ is the corresponding bulk average valence electron density, with $Z = 2$.

cohesive energy. In Fig.(3.1), we see that the cohesive energy $E_{\text{coh}}$ and volume term $E_{\text{vol}}$ are of the same order of magnitude. In Mg specifically, there is a discrepancy of around 50% in the predicted vacancy formation energy from the GPT (as we will see later in this chapter). This is an example of a well-known issue with second-order pseudopotential perturbation theory [13].

A related issue is associated with the calculation of the bulk modulus $B$, sometimes called the inverse compressibility, with second-order pseudopotential perturbation theory. There are multiple methods to calculate the bulk modulus with the GPT. The
first method exploits the fact that $B$ can be defined in terms of the second derivative of the total energy. On the other hand, the second method uses the fact that $B$ can be written as a sum of elastic moduli. For instance, in a cubic crystal we have $B = (C_{11} + 2C_{12})/3$ [204]. The elements of the elastic moduli tensor can, in turn, be related to the phonon group velocities. Therefore, the bulk modulus can also be derived by considering the long wavelength $q \to 0$ phonon dispersion.

We can derive an expression for the bulk modulus using the simple metal GPT with both methods. We can rewrite the GPT total energy, which is the cohesive energy in Eq.(2.82) multiplied by the number of atoms $N$, in terms of the average electron density $\bar{n} = n_{\text{unif}}$

$$E_{\text{tot}}(R, \bar{n}) = NE_{\text{vol}}(\bar{n}) + \frac{1}{2} \sum_{ij} v_2 (R_{ij}, \bar{n}).$$

(3.3)

This is entirely equivalent to working with the atomic volume $\Omega$. The first method of calculating the bulk modulus $B$ is equivalent to evaluating the following formula

$$B_s = \Omega \left( \frac{d^2 E_{\text{tot}}}{d\Omega^2} \right).$$

(3.4)

This can be found by numerically fitting an equation of state and calculating the curvature at the volume of interest. Note that we have given $B_s$ a subscript to distinguish as the static bulk modulus. Alternatively, we may proceed by calculating the analytic derivatives of Eq.(3.3) directly. First, we expand the operator $d/d\Omega$ as a total derivative and using the chain rule

$$\frac{d}{d\Omega} = \frac{\partial}{\partial \Omega} + \frac{1}{3\Omega} R_{ij\alpha} \frac{\partial}{\partial R_{ij\alpha}} - \bar{n} \frac{\partial}{\Omega \partial \bar{n}}.$$  

(3.5)

Applying this operator twice to Eq.(3.3) and multiplying by the atomic volume $\Omega$ yields the static bulk modulus $B_s$.  
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\[ B_s = \frac{\bar{n}^2}{\Omega} \frac{\partial^2 E_{\text{vol}}}{\partial \bar{n}^2} + \frac{2\bar{n}}{\Omega} \frac{\partial E_{\text{vol}}}{\partial \bar{n}} + \frac{1}{18\Omega} \sum_{i \neq 0} \left[ -2R_{0i} \frac{\partial}{\partial R_{0i}} + R_{0i}^2 \frac{\partial^2}{\partial R_{0i}^2} \right] v_2 (R_{0i}, \bar{n}) \]
\[ + \frac{1}{\Omega} \sum_{i \neq 0} \left[ \left( 1 - \frac{1}{3} R_{0i} \frac{\partial}{\partial R_{0i}} \right) \bar{n} \frac{\partial v_2 (R_{0i}, \bar{n})}{\partial \bar{n}} + \frac{1}{2} \bar{n}^2 \frac{\partial^2 v_2 (R_{0i}, \bar{n})}{\partial \bar{n}^2} \right]. \quad (3.6) \]

In the above expression, we have assumed that the crystal structure has equivalent ion sites. The density derivatives enter the bulk modulus to account for the change in interaction under homogenous deformation. Contrast this with the second method for calculating the bulk modulus using the inhomogeneous deformations created by a lattice wave. We shall denote this dynamical bulk modulus as \( B_d \). Importantly, the propagation of a phonon does not affect the total volume (outside of the \( q \to 0 \) limit). Therefore, the density dependence does not enter the expression for \( B_d \). To see this, we first write down the harmonic correction to the internal energy due to an inhomogeneous deformation of the crystal from its equilibrium ion sites \( \{ \mathbf{R}^0 \} \)

\[ E_{\text{tot}} (\{ \mathbf{R} \}, \bar{n}) = E_{\text{tot}} (\{ \mathbf{R}^0 \}, \bar{n}) + \frac{1}{2} \sum_{ij \mu \nu} A_{ij \mu \nu} (R_{ij}, \bar{n}) u_{ij \mu} u_{ij \nu} \quad (3.7) \]

where \( u_i = \mathbf{R}_i - \mathbf{R}_i^0 \) is a displacement vector. The second term is the phonon potential in the harmonic approximation and \( A_{ij \mu \nu} \) is the force-constant matrix [204]

\[ A_{ij \mu \nu} (R_{ij}, \bar{n}) = - \left( \frac{\partial^2}{\partial R_{ij}^2} - \frac{1}{R_{ij}^2} \frac{\partial}{\partial R_{ij}} \right) v_2 (R_{ij}, \bar{n}) \frac{R_{ij \mu} R_{ij \nu}}{R_{ij}^2} - \frac{1}{R_{ij}} \frac{\partial v_2 (R_{ij}, \bar{n})}{\partial R_{ij}} \delta_{\mu \nu}. \quad (3.8) \]

The eigensolution of the harmonic phonon Hamiltonian requires the diagonalisation of the dynamical matrix \( D \). For simplicity, we shall assume that the crystal structure is a Bravais lattice and the metal is elemental. In this case, the dynamical matrix will be a real matrix of rank 3. Taking into account the translational symmetry, we may
write the dynamical matrix as

\[ D_{\mu\nu} (\mathbf{q}) = \frac{1}{M} \sum_{i \neq 0} A_{\mu\nu} (R_{0i}, \bar{n}) [\cos (\mathbf{q} \cdot \mathbf{R}_{0i}) - 1]. \] (3.9)

This form of the dynamical matrix \( D \) makes it simple to derive a limiting form for the dynamical matrix \( D \) in the \( \mathbf{q} \to 0 \) limit. We have

\[ D_{\alpha\beta} (\mathbf{q}) \sim \frac{1}{2M} \sum_{j \neq 0} \sum_{\mu\nu} A_{\alpha\beta} (R_{0j}, \bar{n}) q_\mu q_\nu R_{0j\mu} R_{0j\nu} = \Omega \sum_{\mu\nu} [\alpha, \beta, \mu\nu] \tilde{q}_\mu \tilde{q}_\nu, \] (3.10)

where we have introduced the mass-reduced wavevectors \( \tilde{q} = q / \sqrt{M} \) and

\[ [\alpha, \beta, \mu\nu] = \frac{1}{2\Omega} \sum_{j \neq 0} A_{\alpha\beta} (R_{0j}, \bar{n}) R_{0j\mu} R_{0j\nu}. \] (3.11)

The elastic moduli tensor \( C_{\mu\nu\alpha\beta} \) can be written in terms of this new tensor [205]

\[ C_{\mu\nu\alpha\beta} = [\alpha, \beta, \mu\nu] + [\beta, \mu, \alpha\nu] - [\beta, \nu, \alpha\mu]. \] (3.12)

The elastic moduli tensor can be used to construct the dynamic bulk modulus \( B_d \) using the cubic relation \( B_d = (C_{11} + 2C_{12})/3 \) for instance. This yields

\[ B_d = \frac{1}{18\Omega} \sum_{i \neq 0} \left[ -2R_{0i} \frac{\partial}{\partial r} + R_{0i}^2 \frac{\partial^2}{\partial r^2} \right] v_2 (R_{0i}, \bar{n}). \] (3.13)

This can be compared with Eq.(3.6) and clearly \( B_s \neq B_d \). Removing the volume dependence from the GPT total energy, i.e. a pure pair potential, brings the static and dynamic bulk modulus back into co-incidence. We know that these two methods should agree since the experimental elastic constants are typically inferred through the phonon group velocities [206]. This problem is known as the bulk modulus discrepancy [207] that affects all interatomic potentials derived using second-order pseudopotential
perturbation theory. The goal of this chapter is to extend the GPT formalism so that these volume derivatives arise naturally and at the same time, correct the discrepancy found in the formation energies of free surfaces and defects associated with free volumes.

3.1 Local Volume Corrections

One conclusion to draw from the previous discussion is that the problem with surface and vacancy formation energies, and the bulk modulus discrepancy can be resolved at higher orders in perturbation theory. Wallace argued that the additional volume derivatives in the static bulk modulus \( B_s \) would arise as a result of the inclusion of higher order terms in the pseudopotential [208]. Simultaneously, Brovman and Kagan [209] showed that the discrepancy is formally resolved, albeit in a non-transparent manner, at fourth order perturbation theory where there is an additional second-order correction to the dynamical matrix. Despite this success, we will briefly show why proceeding along these lines is not a good idea. Inclusion of higher-order terms is conceptually straightforward using the pseudo Green’s function formalism of Moriarty [210]. The pseudo Green’s function can be found to infinite order in perturbation theory via Dyson’s equation

\[
G_{kk'} = G^0_{kk'} + \sum_{k''k'''} G^0_{kk''} \Sigma_{k''k'''} G_{k''k'} \tag{3.14}
\]

with \( G^0 \) being the free-electron pseudo Green’s function

\[
G^0_{kk'} = \frac{\delta_{kk'}}{(E + i\eta - \varepsilon_k)} \tag{3.15}
\]

where \( \eta \) is an infinitesimal parameter which lifts the pole of the Green’s function off the real line and \( \varepsilon_k \) is the energy of a plane-wave with wavevector \( k \). We will implicitly
work in the limit that $\eta \to 0^+$. The self-energy $\Sigma_{kk'}$ is an infinite sum of plane-wave pseudopotential matrix elements

$$
\Sigma_{kk'} = W_{kk'} + \sum_{k''} \frac{W_{kk''}W_{k''k'}}{(E + i\eta - \varepsilon_{k''})} + \sum_{k''k'''} \frac{W_{kk''}W_{k''k'''}W_{k'''}k'}{(E + i\eta - \varepsilon_{k''}) (E + i\eta - \varepsilon_{k'''})} + \cdots
$$

(3.16)

where $W_{kk'}$ is shorthand for the plane-wave matrix element of the crystal pseudopotential. The density of states $\rho(E)$ may be written in terms of the pseudo Green’s function

$$
\rho(E) = -\frac{2}{\pi} \text{Im} \sum_k G_{kk} = \rho_0(E) - \frac{2}{\pi} \text{Im} \sum_k \frac{\Sigma_{kk}(E)}{(E + i\eta - \varepsilon_k)^2}
$$

(3.17)

and $\rho_0$ is the free-electron density of states

$$
\rho_0(E) = -\frac{2}{\pi} \text{Im} \sum_k \frac{1}{E + i\eta - \varepsilon_k} = \left(\frac{2m}{\hbar^2}\right)^{3/2} \frac{\Omega E^{1/2}}{\pi^2}.
$$

(3.18)

The (valence) band energy $E_{\text{band}}$ can be written in terms of the integrated density of states $D(E) = D_0(E) + \delta D_{\text{sp}}(E)$

$$
E_{\text{band}} = \frac{3}{5} (ZN) \varepsilon_F - \int_0^{\varepsilon_F} dE \delta D_{\text{sp}}(E) + \delta E_{\text{band}}
$$

(3.19)

where $\varepsilon_F$ is the free electron Fermi energy and $\delta D_{\text{sp}}(E)$ is the perturbative correction, summed to all orders, to the integrated density of states

$$
\delta D_{\text{sp}}(E) = \frac{2}{\pi} \text{Im} \left[ \sum_k \frac{W_{kk}}{E + i\eta - \varepsilon_k} + \frac{1}{2} \sum_{kk'} \frac{W_{kk'}W_{k'k}}{(E + i\eta - \varepsilon_k) (E + i\eta - \varepsilon_{k'})} + \sum_{kk''} \frac{W_{kk''}W_{k''k'}}{(E + i\eta - \varepsilon_k) (E + i\eta - \varepsilon_{k''}) (E + i\eta - \varepsilon_{k'})} + \cdots \right].
$$

(3.20)
The small $\delta E_{\text{band}}$ term is to account for the change in the Fermi energy $\varepsilon_F \rightarrow E_F$ once the perturbation is switched on

$$
\delta E_{\text{band}} = N Z \left( E_F - \varepsilon_F \right) - \int_{\varepsilon_F}^{E_F} dE \, D(E).
$$

(3.21)

There are a number of additional complications that have arisen as a result of the inclusion of higher order terms in the pseudopotential $W$. The Fermi energy $E_F$ can be found by using the constraint at 0 K that

$$
ZN = \int_{0}^{E_F} dE \, \rho(E).
$$

(3.22)

Furthermore, the summations in Eq.(3.20) give rise to coupled three-dimensional reciprocal space integrations if $W$ a non-local pseudopotential is used. This renders a reciprocal space total energy formalism effectively intractable. In addition, the self-consistent screening implicit in $W$ should in principle be carried out beyond linear order. Generally for an order-$N$ total energy, the screening should be carried out to order-$(N - 1)$.

There has been a number of practical attempts to go beyond second-order pseudopotential perturbation theory. In all of these attempts, the simplifying approximation of a local pseudopotential was made. Specifically, Lloyd and Sholl [211] were able to derive closed form expressions for the third-order band energy and second-order screening (neglecting exchange and correlation) in reciprocal space. Independently, Brovman et al. [212] developed a local pseudopotential third-order total energy formalism with first-order screening with corrections for exchange and correlation. This was then applied to Mg where the phonon spectrum, elastic moduli, equations of state and structural energy differences were calculated. The accuracy of these results is comparable to those obtained using a non-local pseudopotential and second-order pseudopotential perturbation theory. Hasegawa [213] was able to transform the third-
order total energy expression with linear screening into real-space. Importantly, how-
ever, a fourth-order total energy expression has not been developed. Recall that it is at fourth-order that the bulk modulus discrepancy is formally resolved thanks to the additional second-order contributions to the dynamical matrix.

The inclusion of higher-order terms in the perturbation expansion leads to additional multi-ion potentials in the total energy, whose limiting form was derived by Harrison [214]. These multi-ion potentials do lead to corrections that must resolve both the bulk modulus discrepancy and the problems associated with free surfaces and free volumes. However, there remains a conceptual problem as to how and why these corrections arise. Finnis [190] noted that the bulk modulus discrepancy arises because the pseudoatom cannot adjust its shape or size in the presence of a phonon. Contrast this to the reality that the local electron density will adjust in the presence of a shift in the positions of the ions. An alternative approach allows the pseudoatoms to adjust according to the local electron density environment. Along these lines and following Moriarty and Phillips [147], we can rewrite Eq.(3.3) as

\[
E_{\text{tot}} \left( \{ \mathbf{R} \}, n_{\text{val}} \right) = \sum_i \left[ E_{\text{vol}}(\bar{n}_i) + \frac{1}{2} \sum_{j \neq i} v_2(R_{ij}, \bar{n}_{ij}) \right]
\] (3.23)

where \( \bar{n}_i \) is the average local electron density about the site \( i \) and \( \bar{n}_{ij} = (\bar{n}_i + \bar{n}_j)/2 \) is the arithmetic average. Rosenfeld and Stott [207] used an empirical sum of Gaussians representation of the local electron density, where the width was chosen such that \( \bar{n}_i \approx n_{\text{unif}} \) in the bulk perfect crystal. They showed that the bulk modulus discrepancy was resolved in this local electron density approach. The force between ions \( i \) and \( j \) no longer solely depends on the relative position \( R_{ij} \), but also the relative positions of all the other atoms in the local neighbourhood since these atoms contribute to the shape and size of the pseudoatoms. Subsequently, Moriarty and Phillips [147] derived a first-principles analytic form for the local electron density. This proved
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**Fig. 3.2:** The radial valence electron density $u(r) = 4\pi r^2 n(r)$ for the $3s$ and $3p$ bands in Mg for the pseudoatom $n = n_{pa}$ (blue) in the bulk metal at $\Omega = 156.8$ a.u.$^3$ and also for the free-atom $n = n_{fa}$ (checked). The pseudoatom density is pushed outward relative to the free-atom, and has the familiar Friedel long-range screening oscillations. Also shown are the real-space screening density $n_{scr}$ (orange) and orthogonalization-hole density (purple).

successful for application to unrelaxed surfaces and vacancy formation energies in Mo and Cu. It is this approach that we further develop and rename the adaptive generalised pseudopotential theory (aGPT).

### 3.1.1 Representing the Local Electron Density

The total energy in Eq.(3.23) is precisely equivalent to Eq.(3.3) in the perfect crystal with equivalent ion positions. In this case, the aGPT description amounts only to a redefinition of variables. Using the arguments of Finnis [190], we apply Eq.(3.23) as
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an ansatz to all ion configurations including free surfaces and defects. From Fig.(3.1), we expect there will be a positive contribution to the formation energy of surfaces and vacancies due to $\bar{n}_i$ being lower near a surface or vacancy site than at a bulk ion site. Moriarty and Phillips were able to show that, for the central transition metal Mo and late transition metal Cu, this ansatz can be used to obtain good unrelaxed surface and vacancy formation energies. In the case of Cu, the local density corrections were found to be very large, roughly 70% for both the surface and vacancy formation energies. In the case of Mo, however, the corrections were found to be considerably smaller roughly 30-40% for the surface energies and just 5% for the vacancy formation energy. The smaller contribution to the vacancy formation energy in Mo suggests that the local character needed in the global-volume representation of the total energy is already present to a large degree through the $d$ bonding contributions to $E_{\text{tot}}$ in the central transition metals. In the simple metals, the unrelaxed GPT vacancy formation energy can be written as [10]

$$E_{\text{vac}}^u = -\left( E_{\text{coh}}^0 - E_{\text{vol}}^0 \right) + \Omega_0 P_{\text{vir}}^0,$$

$$= -\frac{1}{2} \sum_{i \neq 0} v_2 \left( R_{0i}, \Omega_0 \right) - \frac{1}{6} \sum_{i \neq 0} R_{0i} \frac{\partial v_2 \left( R_{0i}, \Omega_0 \right)}{\partial R_{0i}},$$

(3.24)

where $E_{\text{coh}}^0 \equiv E_{\text{tot}} \left( \{ \mathbf{R}^0 \}, \Omega_0 \right) / N$ and $E_{\text{vol}}^0 \equiv E_{\text{vol}}(\Omega_0)$. The virial pressure $P_{\text{vir}}^0 \equiv P_{\text{vir}}(\Omega_0)$ arises in connection with the energy needed to compress the lattice uniformly and maintain constant volume $\Omega = \Omega_0$ once the vacancy is created. It is worth noting that this is the unrelaxed vacancy formation energy and force relaxation works to reduce the vacancy formation energy by a small amount typically 0.01 eV. Of the two terms on the second line of Eq.(3.24), the virial pressure term is largest for Mg at its equilibrium lattice parameters but the total is only $E_{\text{coh}}^u = 0.44$ eV some 45% below the experimental value [215] as discussed in Sec.(3.3.1). Due to the fact that Mg is a
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simple metal and there is this large discrepancy between the calculated GPT vacancy formation energy, we shall use Mg as a prototype test metal for the aGPT.

We shall proceed in deriving a representation of the local electron density from the GPT formalism and applying it to Mg. Recall that the valence electron density \( n_{\text{val}} \) in the GPT can be written as

\[
n_{\text{val}}(r) = n_{\text{unif}} + \delta n_{\text{scr}}(r) + \delta n_{\text{oh}}(r) \tag{3.25}
\]

where \( n_{\text{unif}} = Z/\Omega \), \( \delta n_{\text{scr}} \) is the screening electron density given by Eq.(2.99) and \( \delta n_{\text{oh}} \) is the orthogonalisation-hole density given by Eq.(2.68). Alternatively, we can write the valence electron density \( n_{\text{val}} \) as a sum of self-consistently screened pseudoatom densities \( n_{\text{pa}} \)

\[
n_{\text{val}}(r) = \sum_{i} n_{\text{pa}}(r - R_i) \tag{3.26}
\]

The precise form of the pseudoatom density \( n_{\text{pa}} \) can be easily derived from Eqs.(3.25), (2.99) and (2.68). We do this by first inserting the full form of the structure factor into Eq.(2.99) and adding in the \( q = 0 \) term to the sum over \( q \) to account for the nett uniform density \( Z \cdot n_{\text{unif}} / Z \). Finally, we convert the sum to an integral and infer that the single-site pseudoatom density must be given by

\[
n_{\text{pa}}(r, \Omega) = \frac{\Omega}{(2\pi)^{3}} \int dq \ n_{\text{scr}}(q) e^{iqr} + n_{\text{oh}}(r),
\]

\[
= \frac{\Omega}{2\pi^{2}r} \int_{0}^{\infty} dq \ q n_{\text{scr}}(q) \sin(qr) + n_{\text{oh}}(r) \tag{3.27}
\]

as the screening density is spherically symmetric. The calculated GPT radial pseudoatom density \( u_{\text{pa}}(r) = 4\pi r^{2} n_{\text{pa}}(r) \) for Mg at the observed equilibrium volume.
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$\Omega = 156.8$ a.u. is shown in Fig.(3.2) and compared with the corresponding free-atom density for the valence $3s$ and $3p$ electrons. In this calculation, the local field correction was taken to be of the Ichimaru-Utsumi form [177] referenced to the correlation energy function of Vosko-Wilk-Nusair [167].

To connect the GPT valence electron density with the aGPT total energy in Eq.(3.23), we spatially average the GPT valence electron density about the site $i$ using an arbitrary normalized distribution function $f_w$. For a bulk crystal with equivalent ion sites, the spatially averaged electron density $\bar{n}_i$ about a site $i$ is constrained to be the uniform valence electron density $n_{\text{unif}}$. Combining the two equivalent expressions for the valence electron densities in Eq.(3.25) and Eq.(3.26) yields the $bulk$ constraining equation

$$
\bar{n}_i \equiv n_{\text{unif}} = \sum_j \bar{n}_{\text{pa}}(R_{ij}, \Omega) - \delta \bar{n}_{\text{oh}}^i - \delta \bar{n}_{\text{scr}}^i. 
$$

(3.28)

Here the bar over the densities refer to an averaging with respect to some distribution function $f_w$ i.e.

$$
\bar{n}_{\text{pa}}(R_{ij}, \Omega) = \int d\mathbf{r} f_w(\mathbf{r} - \mathbf{R}_i) n_{\text{pa}}(\mathbf{r} - \mathbf{R}_j, \Omega)
$$

(3.29)

with $\delta \bar{n}_{\text{scr}}^i$ and $\delta \bar{n}_{\text{oh}}^i$ having similar forms. Typically, this averaging smooths out the long-range screening oscillations. As a result of the bulk constraining equation, the aGPT preserves the bulk total energy for any given crystal structure with equivalent ion sites. The first step towards developing a practical aGPT scheme for describing defects or surfaces is to make the approximation that

$$
\bar{n}_i = \sum_j \bar{n}_{\text{pa}}(R_{ij}, \Omega) - \delta \bar{n}_{\text{oh}}^i - \delta \bar{n}_{\text{scr}}^i
$$

(3.30)

can be applied generally. Furthermore, the spatially-averaged local electron density $\bar{n}_i$
can be broken down into an effective on-site contribution \( \bar{n}_a^i = \bar{n}_{\text{pa}}(R_{ii}, \Omega) - \delta \bar{n}_{\text{oh}}^i - \delta \bar{n}_{\text{scr}}^i \) and an off-site or background component \( \bar{n}_b^i \), where

\[
\bar{n}_b^i = \sum_{j \neq i} \bar{n}_{\text{pa}}(R_{ij}, \Omega) .
\]  

(3.31)

We make an additional assumption that the on-site density is constant \( \bar{n}_a^i \equiv \bar{n}_a \) and as a result only the background density \( n_b^i \) is site-dependent. Under these assumptions, we may calculate the on-site density \( \bar{n}_a \) using the bulk-constraining equation in Eq. (3.28). In practice this amounts to first calculating \( \bar{n}_a \) for an ideal bulk crystal prior to calculating the total energy for the surface or defective crystal. As a result, there is a small structure dependence in \( \bar{n}_a \). For certain \( d \)-band metals e.g. Cu, there may be \( s-d \) transfer between the surface and the bulk [147]. In which case, all of the densities must be scaled by a factor \( Z_i / Z \) to account for this, where \( Z_i \) is a self-consistently determined effective \( sp \) occupation on the site \( i \).

The next step towards a practical implementation of the aGPT is to specify the form of the distribution function \( f_w \) in Eq. (3.29). We choose \( f_w \) to correspond to a sigmoid function

\[
f_w(r) = \begin{cases} 
\mathcal{N}^{-1} & r < R_a \\
\mathcal{N}^{-1} \left( 1 + \alpha \left( \frac{r}{R_0} - 1 \right)^2 \right) \exp \left[ -\alpha \left( \frac{r}{R_0} - 1 \right)^2 \right] & r \geq R_a
\end{cases}
\]

(3.32)

which is the sigmoid function that is typically used in the GPT to truncate the pairwise interaction [202] albeit with a different value of the parameter \( \alpha \). For large values of \( \alpha \) this corresponds to an average over a sphere of radius \( R_a \). The normalisation \( \mathcal{N} \) of the distribution function \( f_w \) is given by

\[
\mathcal{N} = V_w + \left[ \frac{8\pi}{\alpha} + \frac{5\pi^{3/2}}{2\alpha^{3/2}} + \frac{3\pi^{3/2}}{\sqrt{\alpha}} \right] R_a^3
\]

(3.33)
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which in the limit $\alpha \to \infty$ is the volume of a sphere of radius $R_a$. The two parameters $\alpha$ and $R_a$ represent the only parameters in this form of the aGPT. The first parameter $\alpha$, which adjusts the width of the Gaussian, is chosen such that the radial derivatives of the spatially averaged pseudoatom density are ‘smooth’. If the radial derivatives were not ‘smooth’ then there would be an unphysically large change in the forces as the interatomic separation changes from less than $R_a$ to greater than $R_a$ and vice-versa.

We usually take $\alpha = 25$ which produces a spatially averaged pseudoatom density with smooth derivatives over a wide range of averaging sphere radii. We have a certain amount of freedom in choosing a value for $R_a$ since physical properties do not seem strongly dependent on $R_a$ (as we shall see in the upcoming sections). We choose the optimum $R_a$ to be that which reproduces the GPT volume-conserving elastic constants most closely. Whilst other normalized distribution functions have been trialled, including distributions with fatter tails, none represented an improvement on the sigmoid function.

The resulting spatially-averaged pseudoatom density was calculated numerically using a composite Simpson’s rule and is plotted in Fig.(3.3). For values of $R_a$ in the range $R_a/R_{WS} \in [1, 2]$, the spatially averaged pseudoatom density looks like a Gaussian. A function of this type was proposed in the empirical approach taken previously [207]. For larger values of $R_a$ in the range $R_a/R_{WS} \in [3, 4]$, the resulting spatially-averaged pseudoatom density is almost flat over the first two neighbour shells.

The spatially-averaged pseudoatom density is smoothly truncated to ensure force continuity during molecular dynamics. If we denote $R_0$ and $R_c$ as the cut-off onset and final termination respectively, then our approach is to replace $\bar{n}_{pa}$ by a polynomial whose value and derivatives exactly match $\bar{n}_{pa}$ at $R_0$ and whose derivatives are precisely zero at $R_c$. This polynomial can be found using Hermite interpolation which finds an $(nm - 1)$ interpolating polynomial given knowledge of the function
Fig. 3.3: The spatially-averaged pseudoatom density $\bar{n}_{pa}$ (magenta) is calculated for Mg at the observed equilibrium volume $\Omega = 156.8$ a.u.. The radial derivatives (green and pink) of the spatially-averaged pseudoatom density were calculated using a Lagrange interpolating polynomial. All of these quantities are calculated at $\alpha = 25$ and for two values of the averaging sphere radius $R_a = 1.8R_{WS}$ in (a) and $R_a = 3.4R_{WS}$ in (b).

and $(m - 1)$ derivatives at $n$ points. For our purposes, we choose $m = 3$, $n = 2$ and $(R_c - R_0) = 0.5R_{WS}$.

### 3.1.2 Summary and Algorithm

The central quantity is the spherically-averaged pseudoatom density $\bar{n}_{pa}$ within the aGPT. This is usually tabulated ahead of time and is an input quantity to a molecular statics or dynamics code. The average local electron density is made up of an off-site or background contribution directly from $\bar{n}_{pa}$ plus an on-site term $\bar{n}_a$. This on-site term is calculated indirectly using the bulk constraining equation. This means that
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alongside the supercell that we intend to calculate forces for, we must also provide a reference bulk structure (with equivalent ion sites, typically the equivalent primitive cell). This allows us to infer the on-site density using the uniform electron density and the background component. This is done prior to the initial relaxation or molecular dynamics loop. Within the loop and using the on-site density, we calculate the local electron density for each site as a loop over neighbours (just like for a pure pair potential). The local electron density is then converted into a local atomic volume using the formula \( \bar{n}_i = Z/\Omega_i \) (akin to the definition of a uniform density). The volume term \( E_{\text{vol}} \) and pair potential \( v_2 \) are then interpolated to their respective local atomic volumes and the contribution to the total energy, force and/or stress tensor is calculated. In summary:

1. Read in tabulated pair potentials \( v_2 \), volume terms \( E_{\text{vol}} \), spherically-averaged pseudoatom density \( \bar{n}_{\text{pa}} \) and reference structure e.g. the primitive cell.

2. Calculate on-site density \( \bar{n}_a \) using the background density of the reference structure and also the uniform density

\[
\bar{n}_a = \bar{n}_a^i = n_{\text{unif}} - \sum_{j \neq i} \bar{n}_{\text{pa}} (R_{ij}, \Omega_0)
\]  

(3.34)

where the sum is over the neighbours in the reference structure.

3. Enter the relaxation or molecular dynamics loop. Calculate the local average electron density using \( \bar{n}_{\text{pa}} \) and \( \bar{n}_a \)

\[
\bar{n}_i = \bar{n}_a + \sum_{j \neq i} \bar{n}_{\text{pa}} (R_{ij}, \Omega_0) .
\]  

(3.35)

4. Convert the local electron densities into a local atomic volume using the formula \( \bar{n}_i = Z/\Omega_i \). Interpolate the pair potential and volume terms accordingly, and
calculate total energies, forces and/or stress tensor.

3.2 Derivatives of the Total Energy

The total energy can be used to calculate unrelaxed physical properties at zero temperature. Comparing these values to experiment is slightly artificial since all experimental values are at finite temperature and implicitly include the effects of atomic relaxation. These effects can be included in the aGPT formalism through the explicit calculation of derivatives of the total energy. In this section, we will derive explicit forms for both the forces and stress tensor.

3.2.1 Forces and Force Constants

The force \( F_{ia} \) on the atom \( i \) describes how the total energy changes with respect to an infinitesimal shift in its position \( R_{ia} \). As the ion-ion potential is self-consistently screened \([216, 217]\), we can ignore variations in the wavefunctions and write the force as

\[
F_{ia} = -\frac{\partial E_{\text{tot}}}{\partial R_{ia}} (\{R\}, \Omega) .
\]  

(3.36)

The force in the GPT involves only radial derivatives of the screened ion-ion interaction whereas the aGPT force will involve contributions from density derivatives of both \( E_{\text{vol}} \) and \( v_2 \). It is instructive to decompose the force into three parts

\[
F_{ia} = F_{ia}^{[I]} + F_{ia}^{[II]} + F_{ia}^{[III]} 
\]

(3.37)

where the second term is the force due to the radial derivatives of \( v_2 \), the first and third components are the forces due to the density derivatives of \( E_{\text{vol}} \) and \( v_2 \) respectively.
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The first component can be written

\[ F_{\alpha}^{[I]} = -\frac{\partial E_{\text{vol}}}{\partial n_i} \frac{\partial n_i}{\partial R_{\alpha \alpha}} - \sum_{j \neq i} \frac{\partial E_{\text{vol}}}{\partial n_j} \frac{\partial n_j}{\partial R_{\alpha \alpha}} \]  \hspace{1cm} (3.38)

where \( \frac{\partial E_{\text{vol}}}{\partial n_i} \) is shorthand for the density derivative evaluated at \( n_i \). We can write the derivatives of the spatially-averaged local electron density, noting that the on-site density \( \bar{n}_a \) does not contribute, as

\[ \frac{\partial \bar{n}_i}{\partial R_{\alpha \alpha}} = \sum_{j \neq i} \frac{\partial \bar{n}_{pa}}{\partial R_{ij}} \frac{R_{ij \alpha}}{R_{ij}} \]  \hspace{1cm} (3.39)

and

\[ \frac{\partial \bar{n}_j}{\partial R_{\alpha \alpha}} = \frac{\partial \bar{n}_{pa}}{\partial R_{ij}} \frac{R_{ij \alpha}}{R_{ij}} \]  \hspace{1cm} (3.40)

where \( R_{\alpha \alpha} \) is the \( \alpha \) component of the difference between position vectors \( (R_i - R_j) \) and \( R_{ij \alpha}/R_{ij} \) are the direction cosines. Eq.(3.38) can be cast into a more symmetric form

\[ F_{\alpha}^{[I]} = \sum_{j \neq i} \left( \frac{\partial E_{\text{vol}}}{\partial n_i} + \frac{\partial E_{\text{vol}}}{\partial n_j} \right) \frac{\partial \bar{n}_{pa}}{\partial R_{ij}} \frac{R_{ij \alpha}}{R_{ij}}. \]  \hspace{1cm} (3.41)

The second component of the force looks similar to the GPT force. However, it is only equal to the GPT force in the bulk. It is given by

\[ F_{\alpha}^{[II]} = \sum_{j \neq i} \frac{\partial v_2}{\partial R_{ij}} (R_{ij}, \bar{n}_{ij}) \frac{R_{ij \alpha}}{R_{ij}}. \]  \hspace{1cm} (3.42)

The final component, which contains an additional neighbour sum, is given by

\[ F_{\alpha}^{[III]} = \frac{1}{2} \sum_{j \neq i} \frac{\partial v_2}{\partial \bar{n}_{ij}} \left( \frac{\partial \bar{n}_i}{\partial R_{\alpha \alpha}} + \frac{\partial \bar{n}_j}{\partial R_{\alpha \alpha}} \right) + \frac{1}{4} \sum_{j \neq i} \sum_{k \neq j \neq i} \frac{\partial v_2}{\partial \bar{n}_{jk}} \left( \frac{\partial \bar{n}_j}{\partial R_{\alpha \alpha}} + \frac{\partial \bar{n}_k}{\partial R_{\alpha \alpha}} \right). \]  \hspace{1cm} (3.43)
The bulk force constant matrix $A_{ij \alpha \beta}$ will largely be the same as for the GPT. However, there will be small contributions from the density derivatives of $E_{\text{vol}}$ and $v_2$. We will derive them analytically by separating the contributions from the volume term and pairwise interaction

$$A_{ij \alpha \beta} = A_{ij \alpha \beta}^{(\text{vol})} + A_{ij \alpha \beta}^{(\text{pair})}. \quad (3.44)$$

Next, we expand the volume term in Eq.(3.23) as

$$\sum_k E_{\text{vol}} (\bar{n}_k) = E_{\text{vol}} (\bar{n}_i) + E_{\text{vol}} (\bar{n}_j) + \sum_{k \neq j \neq i} E_{\text{vol}} (\bar{n}_k) \quad (3.45)$$

which allows us to explicitly write the volume-term contribution to the force-constant matrix

$$A_{ij \alpha \beta}^{(\text{vol})} = \frac{\partial^2 E_{\text{vol}}}{\partial \bar{n}_i^2} \frac{\partial \bar{n}_i}{\partial R_{i\alpha}} \frac{\partial \bar{n}_i}{\partial R_{j\beta}} + \frac{\partial^2 E_{\text{vol}}}{\partial \bar{n}_j^2} \frac{\partial \bar{n}_j}{\partial R_{i\alpha}} \frac{\partial \bar{n}_j}{\partial R_{j\beta}} + \frac{\partial E_{\text{vol}}}{\partial \bar{n}_i} \frac{\partial^2 \bar{n}_i}{\partial R_{i\alpha} \partial R_{j\beta}} + \frac{\partial E_{\text{vol}}}{\partial \bar{n}_j} \frac{\partial^2 \bar{n}_j}{\partial R_{i\alpha} \partial R_{j\beta}} \quad (3.46)$$

where the derivatives of the spatially-averaged pseudoatom density are given by
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\[
\frac{\partial \tilde{n}_{i}}{\partial R_{i\alpha}} = \sum_{k \neq i} \frac{\partial \tilde{n}_{pa} R_{ik}}{\partial R_{ik}} \frac{\partial R_{ik}}{\partial R_{i\alpha}} = - \sum_{k \neq i} \frac{\partial \tilde{n}_{pa} R_{ik} R_{ik}}{\partial R_{i\alpha}} \tag{3.47}
\]

\[
\frac{\partial \tilde{n}_{i}}{\partial R_{j\beta}} = \frac{\partial \tilde{n}_{pa} R_{ij}}{\partial R_{ij}} \frac{\partial R_{ij}}{\partial R_{j\beta}} = \sum_{k \neq j} \frac{\partial \tilde{n}_{pa} R_{jk} R_{jk}}{\partial R_{j\beta}} \tag{3.48}
\]

\[
\frac{\partial^{2} \tilde{n}_{i}}{\partial R_{i\alpha} \partial R_{j\beta}} = - \left( \frac{\partial^{2} \tilde{n}_{pa} R_{ij}}{\partial R_{ij}^{2}} - \frac{1}{R_{ij}} \frac{\partial \tilde{n}_{pa} R_{ij}}{\partial R_{ij}} \right) \frac{R_{ij} R_{ij}}{R_{ij} \partial R_{i\alpha}} - \frac{\partial \tilde{n}_{pa} \delta_{\alpha\beta}}{\partial R_{i\alpha} \partial R_{i\alpha}} \tag{3.49}
\]

\[
\frac{\partial \tilde{n}_{j}}{\partial R_{i\alpha}} = - \frac{\partial \tilde{n}_{pa} R_{ij}}{\partial R_{ij}} \frac{\partial R_{ij}}{\partial R_{i\alpha}} = - \sum_{k \neq j} \frac{\partial \tilde{n}_{pa} R_{jk} R_{jk}}{\partial R_{i\alpha}} \tag{3.50}
\]

\[
\frac{\partial \tilde{n}_{j}}{\partial R_{j\beta}} = - \sum_{k \neq j} \frac{\partial \tilde{n}_{pa} R_{jk} R_{jk}}{\partial R_{i\alpha}} \frac{\partial R_{ij}}{\partial R_{j\beta}} \tag{3.51}
\]

\[
\frac{\partial^{2} \tilde{n}_{j}}{\partial R_{i\alpha} \partial R_{j\beta}} = - \left( \frac{\partial^{2} \tilde{n}_{pa} R_{ij}}{\partial R_{ij}^{2}} - \frac{1}{R_{ij}} \frac{\partial \tilde{n}_{pa} R_{ij}}{\partial R_{ij}} \right) \frac{R_{ij} R_{ij}}{R_{ij} \partial R_{i\alpha}} - \frac{\partial \tilde{n}_{pa} \delta_{\alpha\beta}}{\partial R_{i\alpha} \partial R_{i\alpha}} \tag{3.52}
\]

\[
\frac{\partial \tilde{n}_{k}}{\partial R_{i\alpha}} = \frac{\partial \tilde{n}_{pa} R_{ki}}{\partial R_{ki}} \frac{\partial R_{ki}}{\partial R_{i\alpha}} = \frac{\partial \tilde{n}_{pa} R_{ki}}{\partial R_{i\alpha}} R_{ki} \tag{3.53}
\]

\[
\frac{\partial \tilde{n}_{k}}{\partial R_{j\beta}} = \frac{\partial \tilde{n}_{pa} R_{kj}}{\partial R_{kj}} \frac{\partial R_{kj}}{\partial R_{j\beta}} = \frac{\partial \tilde{n}_{pa} R_{kj}}{\partial R_{j\beta}} R_{kj} \tag{3.54}
\]

\[
\frac{\partial^{2} \tilde{n}_{k}}{\partial R_{i\alpha} \partial R_{j\beta}} = 0. \tag{3.55}
\]

The force constant matrix due to the volume term can then be written as

\[
A^{\text{(vol)}}_{ij\alpha\beta} = \left( \frac{\partial E_{\text{vol}}}{\partial \tilde{n}_{i}} + \frac{\partial E_{\text{vol}}}{\partial \tilde{n}_{j}} \right) K_{ij\alpha\beta} + \sum_{k \neq j \neq i} \frac{\partial^{2} E_{\text{vol}}}{\partial \tilde{n}_{pa} \partial R_{i\alpha} \partial R_{j\beta}} \frac{\partial \tilde{n}_{pa} R_{k\alpha} R_{k\beta}}{\partial R_{i\alpha} \partial R_{j\beta}} \tag{3.56}
\]

where \( K_{ij\alpha\beta} = \frac{\partial^{2} \tilde{n}_{i}}{\partial R_{i\alpha} \partial R_{j\beta}} \). We can expand the pairwise interaction in a similar way to the volume term.
Fig. 3.4: Phonon dispersion relation for mechanically unstable bcc Mg at the equilibrium volume. The averaging sphere radius was taken to be $R_a = 1.8R_{WS}$. The aGPT phonon band structure (magenta) is quantitatively similar to the GPT (cyan) deviating only in the imaginary sector between high-symmetry points $\Gamma$ to $N$. The DFT data (black points) is in good agreement with the aGPT/GPT results. The small qualitative difference in the imaginary sector along $\Gamma$-$N$ is associated with subtle differences in pressure.

$$
\frac{1}{2} \sum'_{k,l} v_2 (R_{kl}, \bar{n}_{kl}) = v_2 (R_{ij}, \bar{n}_{ij}) + \sum_{k \neq j \neq i} [v_2 (R_{ik}, \bar{n}_{ik}) + v_2 (R_{jk}, \bar{n}_{jk})] + \frac{1}{2} \sum_{k \neq j \neq i} \sum_{l \neq k \neq j} v_2 (R_{kl}, \bar{n}_{kl}).
$$

(3.57)

The pairwise interaction term can be evaluated using Eq.(3.57) and the density derivatives that we wrote down previously. This becomes
\[ A_{ij;\alpha\beta}^{(\text{pair})} = \frac{\partial^2 v_2}{\partial R_{ij} \partial R_{ij}} + \frac{\partial^2 v_2}{\partial R_{ij} \partial R_{\alpha}} \frac{\partial^2 R_{ij}}{\partial R_{ij} \partial R_{\beta}} + \frac{\partial^2 v_2}{\partial \tilde{n}_{ij} \partial \tilde{n}_{ij}} \frac{\partial^2 \tilde{n}_{ij}}{\partial \tilde{n}_{ij} \partial \tilde{n}_{ij}} + \frac{\partial^2 v_2}{\partial \tilde{n}_{ij} \partial \tilde{n}_{ij}} \frac{\partial^2 \tilde{n}_{ij}}{\partial \tilde{n}_{ij} \partial \tilde{n}_{ij}} \]

\[ + \frac{\partial v_2}{\partial \tilde{n}_{ij}} \frac{\partial \tilde{n}_{ij}}{\partial \tilde{n}_{ij}} \frac{\partial \tilde{n}_{ij}}{\partial \tilde{n}_{ij}} + \frac{\partial^2 v_2}{\partial \tilde{n}_{ij} \partial \tilde{n}_{ij}} \frac{\partial^2 \tilde{n}_{ij}}{\partial \tilde{n}_{ij} \partial \tilde{n}_{ij}} + \frac{\partial v_2}{\partial \tilde{n}_{ij}} \frac{\partial \tilde{n}_{ij}}{\partial \tilde{n}_{ij}} \frac{\partial^2 \tilde{n}_{ij}}{\partial \tilde{n}_{ij} \partial \tilde{n}_{ij}} \]
This equation can be tidied up somewhat by removing all terms equal to zero and recognising that the first terms correspond to the GPT force-constant matrix in the bulk crystal with ions in their equilibrium configuration

\[
A^{(\text{pair})}_{ij\alpha\beta} = A^{\text{GPT}}_{ij\alpha\beta} + \frac{\partial^2 v_2}{\partial R_{ij} \partial \bar{n}_{ij}} \left( \frac{\partial \bar{n}_{ij}}{\partial R_{i\alpha}} \frac{R_{ij}}{R_{ij}} + \frac{\partial \bar{n}_{ij}}{\partial R_{j\beta}} \frac{R_{ij}}{R_{ij}} \right) - \frac{\partial v_2}{\partial \bar{n}_{ij}} K_{ij\alpha\beta} + \sum_{k \neq j \neq i} \left[ \frac{\partial^2 v_2}{\partial \bar{n}_{ik} \partial R_{ik}} \frac{-R_{k\alpha}}{R_{ik}} + \frac{\partial^2 v_2}{\partial \bar{n}_{ik} \partial R_{i\alpha}} \frac{\partial \bar{n}_{ik}}{\partial R_{j\beta}} + \frac{\partial v_2}{\partial \bar{n}_{ik}} K_{k\alpha\beta} \right] + \frac{1}{2} \sum_{k \neq j \neq i \neq k \neq j} \frac{\partial^2 v_2}{\partial \bar{n}_{kl} \partial R_{i\alpha}} \frac{\partial \bar{n}_{kl}}{\partial R_{j\beta}}
\]

(3.59)

The additional neighbour sums that arise as a result of the local electron density can be seen as the third- and fourth-order terms that are necessary to capture features of the phonon dispersion in certain metals, particularly Be [218]. Despite this, the phonon dispersion is generally dominated by the bulk GPT force constant matrix. Deviations in the band structure in the low \(q\) limit are expected and correspond to changes in the elastic constants.

The phonon dispersion was calculated for mechanically unstable bcc Mg at the equilibrium volume in Fig.(3.4). This crystal structure was chosen as a representative example due to the presence of imaginary phonon frequencies along the \(q\)-point path from \(\Gamma\) to \(N\). The bcc phase will be discussed further in Chapter 4. In addition, the phonon dispersion relation for thermodynamically stable hcp Mg as the equilibrium atomic volume and \(c/a\) ratio is shown in Fig.(3.5). The dispersion relations for the aGPT and GPT were calculated using the analytic formulae and the DFT data was calculated numerically with the code ALAMODE [219] using supercells that were extended by \(3 \times 3 \times 3\). The DFT results were calculating using the FP-LMTO method.
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of van Schilfgaarde and co-workers [220] as implemented in the Questaal suite. The Brillouin zone integrations were performed with Methfessel-Paxton sampling [221] and $30 \times 30 \times 30 \, \mathbf{q}$-point subdivisions. The exchange-correlation functional was taken in the local-density approximation using the correlation function of Perdew and Wang [168]. The local density approximation was used since it is closest to the treatment of exchange and correlation within the GPT. There is good agreement with the DFT data and the aGPT/GPT.

3.2.2 Stress Tensor and Elastic Constants

Molecular dynamics simulations that sample an isobaric ensemble require a barostat to match the external pressure to the internal pressure $P^{\text{int}} = \sum_\alpha \sigma_{\alpha\alpha} / d$ [204] where $\sigma$ is the internal stress tensor and $d$ is the dimension of the cell. This matching is essentially the equilibrium condition; the time average of the internal pressure is the external pressure. In such simulations, only the lattice parameter $a$ is dynamic. This constraint is slightly artificial if the crystal has multiple lattice parameters as in the case of hexagonal crystals. Relaxing this constraint requires that we now sample an isostress ensemble [222, 223] where the internal stress tensor is matched to an external stress tensor. The stress tensor is defined as the infinitesimal change in total energy as a result of an infinitesimal strain [204]

$$\sigma_{\alpha\beta} = \frac{1}{V} \left( \frac{\partial E_{\text{tot}}}{\partial \varepsilon_{\alpha\beta}} \right) \bigg|_{\varepsilon_{\alpha\beta} = 0} \quad (3.60)$$

where the prefactor of the inverse volume $V^{-1}$ is required by dimensional analysis, and $\varepsilon_{\alpha\beta}$ is a first-order strain. The application of a strain changes the lattice vectors
In the following way

\[ h_{\alpha\beta} \rightarrow \tilde{h}_{\alpha\beta} = \sum_\gamma (\delta_{\alpha\gamma} + \varepsilon_{\alpha\gamma}) h_{\gamma\beta} \]  

(3.61)

where \( \delta \) is the Kronecker delta. Since the lattice vectors act as basis vectors for the position vectors of the atoms, a strain transforms the ion at site \( i \) to a new position \( \tilde{R}_{ia} \) i.e.

\[ R_{ia} \rightarrow \tilde{R}_{ia} = \sum_\beta \tilde{h}_{\alpha\beta} S_{i\beta} = R_{ia} + \sum_\beta \varepsilon_{\alpha\beta} h_{\beta\gamma} S_{i\gamma} \]  

(3.62)

where \( S_{ia} \) is the position of site \( i \) in a fractional co-ordinate system. After application of the strain, the Cartesian distance between sites \( i \) and \( j \) is given by

\[ \tilde{R}_{ij} = \sqrt{\sum_{\alpha\beta} \tilde{G}_{\alpha\beta}(\varepsilon) S_{ija} S_{ij\beta}} \]  

(3.63)

where \( \tilde{G}_{\alpha\beta}(\varepsilon) = \sum_\gamma \tilde{h}_{\gamma\alpha}\tilde{h}_{\gamma\beta} \) is the strained metric tensor. If the strain is sufficiently small so as to vanish at quadratic order \( \varepsilon_{\alpha\beta} = \delta\varepsilon_{\alpha\beta} \), we may write

\[ \tilde{G}_{\alpha\beta}(\varepsilon) = G_{\alpha\beta} + 2 \sum_{\mu\nu} \delta\varepsilon_{\mu\nu} h_{\mu\alpha} h_{\nu\beta} \]  

(3.64)

where \( G_{\alpha\beta} \) is the metric tensor of the unstrained crystal. By denoting the second term as \( \delta G_{\alpha\beta} \) and expanding Eq.(3.62) about \( \delta G = 0 \), we find

\[ \tilde{R}_{ij} = R_{ij} + \frac{1}{2R_{ij}} \sum_{\alpha\beta} \delta G_{\alpha\beta} S_{ija} S_{ij\beta} \]  

(3.65)

This Taylor expansion allows us to explicitly evaluate the derivative of the interatomic separation \( R_{ij} \) with respect to strain

\[ \frac{\partial R_{ij}}{\partial \varepsilon_{\alpha\beta}} = \lim_{\delta\varepsilon_{\alpha\beta} \to 0} \left[ \frac{\tilde{R}_{ij} - R_{ij}}{\delta\varepsilon_{\alpha\beta}} \right] = \frac{R_{ija} R_{ij\beta}}{R_{ij}}. \]  

(3.66)
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Turning to the aGPT stress tensor, we make a decomposition of the stress tensor along the same lines of the force

$$\sigma_{\alpha\beta} = \sigma^{[I]}_{\alpha\beta} + \sigma^{[II]}_{\alpha\beta} + \sigma^{[III]}_{\alpha\beta}. \quad (3.67)$$

The second term in the decomposition takes the form of a virial stress tensor

$$\sigma^{[II]}_{\alpha\beta} = \frac{1}{2V} \sum_{ij} F^{[II]}_{ij} R_{ij\beta} \quad (3.68)$$

where the prime over the summation refers to the exclusion of the $i = j$ and $F^{[II]}_{ij}$ is defined as the force on ion $i$ due to ion $j$

$$F^{[II]}_{ia} = \sum_{j \neq i} F^{[II]}_{ij}. \quad (3.69)$$

Including volume dependence of the spatially-averaged pseudoatom density will mean that first contribution to the total stress tensor cannot be written as a virial

$$\sigma^{[I]}_{\alpha\beta} = \frac{1}{V} \sum_{i} \frac{\partial E_{\text{vol}}}{\partial \tilde{n}_i} \frac{\partial \tilde{n}_i}{\partial \varepsilon_{\alpha\beta}} \quad (3.70)$$

where, using the identity $\partial \bar{\Omega} / \partial \varepsilon_{\alpha\beta} = \bar{\Omega} \delta_{\alpha\beta}$, we have

$$\frac{1}{V} \frac{\partial \tilde{n}_i}{\partial \varepsilon_{\alpha\beta}} = \frac{1}{N} \left( \frac{\partial \tilde{n}_a}{\partial \bar{\Omega}} + \sum_{j \neq i} \frac{\partial \tilde{n}_{pa}}{\partial \bar{\Omega}} (R_{ij}, \bar{\Omega}) \right) \delta_{\alpha\beta} + \frac{1}{V} \sum_{j \neq i} \frac{\partial \tilde{n}_{pa}}{\partial R_{ij}} \frac{R_{ij}}{R_{ij}}. \quad (3.71)$$

This form can be inserted into Eq.(3.70) and made more explicitly symmetric in $i$ and $j$. 
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\[ \sigma^{[I]}_{\alpha\beta} = \frac{1}{N} \frac{\partial \bar{n}_a}{\partial \Omega} \sum_i \frac{\partial E_{\text{vol}}}{\partial \bar{n}_i} \delta_{\alpha\beta} + \frac{1}{2N} \sum_{ij} \left( \frac{\partial E_{\text{vol}}}{\partial \bar{n}_i} + \frac{\partial E_{\text{vol}}}{\partial \bar{n}_j} \right) \frac{\partial \bar{n}_{pa}}{\partial \Omega} \delta_{\alpha\beta} \]

\[ + \frac{1}{2V} \sum_{ij} \left( \frac{\partial E_{\text{vol}}}{\partial \bar{n}_i} + \frac{\partial E_{\text{vol}}}{\partial \bar{n}_j} \right) \frac{\partial \bar{n}_{pa}}{\partial R_{ij}} R_{ij} R_{ij} \delta_{\alpha\beta}. \] (3.72)

The final contribution to the total stress tensor is given by

\[ \sigma^{[III]}_{\alpha\beta} = \frac{1}{4V} \sum_{ij} \frac{\partial v_2}{\partial \bar{n}_{ij}} \left( \frac{\partial \bar{n}_i}{\partial \varepsilon_{\alpha\beta}} + \frac{\partial \bar{n}_j}{\partial \varepsilon_{\alpha\beta}} \right). \] (3.73)

We calculate the elastic moduli numerically by approximating the derivative

\[ C_{\alpha\beta\gamma\delta} = \left( \frac{\partial \sigma_{\alpha\beta}}{\partial \varepsilon_{\gamma\delta}} \right)_{\varepsilon_{\alpha\beta}=0}. \] (3.74)

Note that this assumes that we start from an initially unstressed state. Therefore, this tensor is precisely the elastic moduli tensor at the equilibrium lattice parameters. At finite stress, this tensor is the Wallace tensor [204] which does not obey the Voigt symmetry. In Chapter 4, we will elaborate on this difference further.

Since the elastic moduli are extremely sensitive to minor changes in the potential, we choose to approximate the derivative in Eq.(3.74) using a central difference method whose error is of quartic order in the strain parameter. These results are shown alongside GPT and experimental values in Table 3.1. The dynamic bulk modulus \( B_d \) is calculated by using combinations of volume-dependent elastic moduli. The aGPT values (\( B_d = 35.9 \) GPa in Table 3.1) are in excellent agreement with the static bulk modulus \( B_s = 35.8 \) GPa that was calculated from derivatives of the equation of state.

The elastic moduli can be used to find an optimum value of the averaging sphere radius \( R_a \). In particular, the volume-conserving elastic moduli should be equivalent in the GPT and aGPT. The difference arises as a result of the approximations and
Table 3.1: Elastic constants calculated for hcp Mg with the experimentally observed values for $\Omega = 156.8$ a.u. and $c/a = 1.62$. The GPT elastic constants were calculated in two ways, using only the virial stress tensor without basal plane relaxation (labelled ‘Virial’ in the table) and using the virial stress tensor with volume derivatives and basal plane relaxation. The aGPT elastic constants were calculated at two physically reasonable values of the averaging-sphere radius. The experimental values were measured at 4 K [206] and we are comparing against the DFT values of Yin et al. [224].

<table>
<thead>
<tr>
<th></th>
<th>$C_{11}$</th>
<th>$C_{12}$</th>
<th>$C_{13}$</th>
<th>$C_{33}$</th>
<th>$C_{44}$</th>
<th>$C_{66}$</th>
<th>$B_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPT (Virial)</td>
<td>73.2</td>
<td>27.8</td>
<td>24.6</td>
<td>63.6</td>
<td>19.5</td>
<td>22.7</td>
<td>40.5</td>
</tr>
<tr>
<td>GPT</td>
<td>63.9</td>
<td>25.2</td>
<td>21.1</td>
<td>62.6</td>
<td>19.5</td>
<td>19.4</td>
<td>36.1</td>
</tr>
<tr>
<td>aGPT ($R_a = 1.8$)</td>
<td>63.5</td>
<td>25.5</td>
<td>20.6</td>
<td>62.7</td>
<td>19.5</td>
<td>19.0</td>
<td>35.9</td>
</tr>
<tr>
<td>aGPT ($R_a = 3.4$)</td>
<td>63.3</td>
<td>25.3</td>
<td>21.0</td>
<td>61.6</td>
<td>18.9</td>
<td>19.0</td>
<td>35.9</td>
</tr>
<tr>
<td>DFT [224]</td>
<td>61</td>
<td>26</td>
<td>20</td>
<td>63</td>
<td>18</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Exp.[206]</td>
<td>63.4</td>
<td>25.9</td>
<td>21.7</td>
<td>66.6</td>
<td>18.4</td>
<td>18.7</td>
<td>36.9</td>
</tr>
</tbody>
</table>

assumptions made in the aGPT formalism. With reference to our calculated aGPT elastic moduli in Table 3.1, a smaller cut-off radius $R_a = 1.8R_{WS}$ better reproduces the volume-conserving GPT elastic moduli. Also note from Table 3.1 that the bulk modulus discrepancy is removed, with both the GPT and aGPT values of the dynamic bulk modulus $B_d$ in good agreement with the static value $B_s = 35.8$ GPa.

3.3 Results

3.3.1 Vacancy Formation Energy

A vacancy is the primary test case for the aGPT, since it is the simplest defect for which there is considerable local volume change. As a consequence, a large amount of the energy required to create a vacancy is not captured by the GPT and other methods based on second-order pseudopotential perturbation theory. The vacancy formation energy is usually defined as the energy required to remove one atom to infinity and replace it at the surface. The vacancy formation energy $E^{1f}$ can be written without
Table 3.2: Vacancy formation energies calculated for hcp Mg. The vacancy formation energy $E^{\text{ff}}$ was calculated using both the GPT and the aGPT for two values of the average sphere radius at the GPT equilibrium atomic volume $\Omega = 156.8$ a.u. and $c/a = 1.62$. The DFT values [225] were calculated at the zero temperature lattice parameters (excluding zero point phonons).

<table>
<thead>
<tr>
<th></th>
<th>$v_2^{\text{ff}}$</th>
<th>$E^{\text{ff}}_{\text{vol}}$</th>
<th>$\Delta v_2^{\text{ff}}$</th>
<th>$E^{\text{ff}}_{\text{rel}}$</th>
<th>$E^{\text{ff}}$</th>
<th>$\Omega^{\text{ff}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPT</td>
<td>0.44</td>
<td>0.00</td>
<td>-</td>
<td>-0.01</td>
<td>0.43</td>
<td>0.71</td>
</tr>
<tr>
<td>aGPT ($R_a = 1.8$)</td>
<td>0.44</td>
<td>0.47</td>
<td>-0.19</td>
<td>-0.01</td>
<td>0.71</td>
<td>0.65</td>
</tr>
<tr>
<td>aGPT ($R_a = 3.4$)</td>
<td>0.44</td>
<td>0.50</td>
<td>-0.23</td>
<td>-0.01</td>
<td>0.70</td>
<td>0.59</td>
</tr>
<tr>
<td>DFT[225]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.01</td>
<td>0.74</td>
<td>0.69</td>
</tr>
<tr>
<td>Exp.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td>0.79 ± 0.03 [215]</td>
<td>-</td>
</tr>
</tbody>
</table>

approximation as [13]

$$ E^{\text{ff}} = \lim_{N_a \to \infty} \left[ E_{\text{tot}} (N_a, 1) - \left( \frac{N_a - 1}{N_a} \right) E_{\text{tot}} (N_a, 0) \right] $$

(3.75)

where $N_a$ is the number of sites and $E_{\text{tot}}$ is a function of both the number of atoms and number of vacancies. The term in the brackets can be evaluated at finite $N$ and then extrapolated into the thermodynamic limit $N \to \infty$. Provided that the atomic positions are relaxed and we are using the bulk equilibrium lattice parameters, it is unnecessary to relax the lattice parameters for the vacancy cell. We can see this by expanding the bulk and vacancy total energies about the volume at zero pressure. The largest correction to the vacancy formation energy as a result of this expansion is given by $-P \Omega^{\text{ff}}$ where $\Omega^{\text{ff}}$ is the misfit or vacancy formation volume [13].

We have calculated the relaxed vacancy formation energy in hcp Mg at the experimentally observed atomic volume $\Omega = 156.8$ a.u. and $c/a = 1.62$. In our calculations, the atomic volume is kept constant which means that the removal of an atom gives rise to a contraction of the lattice. The vacancy formation energy is calculated at multiple values of $N$ and extrapolated to the thermodynamic limit. In addition, we
also calculate the misfit volume $\Omega^{1f}$ using the following formula [100]

$$\frac{\Omega^{1f}}{\Omega_0} = -B_d^{-1} \frac{\partial E^{1f}}{\partial \Omega}$$

(3.76)

where $B_d$ is the bulk modulus as calculated in Section 3.2.2. These results are given in Table 3.2 and compared to GPT and experimental vacancy formation energies. The vacancy formation energy was calculated for $N_a \in \{54, 128, 250, 432\}$ and then extrapolated to infinity. The extrapolated vacancy formation energy is around 1% less than the vacancy formation energy for $N_a = 432$. The divacancy binding energy was also calculated for hcp Mg using the following formula

$$E_{2b}^{2f_iNN} = 2E^{1f} - E_{2f_iNN}^{2f}$$

(3.77)

where $E_{2f_iNN}^{2f}$ is the divacancy formation energy for a vacancy at the origin and a vacancy in the $i$th neighbour shell. The divacancy formation energy was calculated using an analogous expression to Eq.(3.75). The ordering of the first and second nearest neighbours is dependent on the $c/a$ ratio in hcp crystals. In Mg, the $c/a$ ratio is less than the ideal value which means that the first nearest neighbour lies at a distance less than the lattice parameter $a$. We make a nearest neighbour definition along the same lines as Uesugi et al [225] where we distinguish between neighbour shells that are degenerate at the ideal $c/a$ ratio. The divacancy binding energy compiled in Table 3.3, converges more slowly with $N_a$ than the vacancy formation energy. In addition, the divacancy binding energy converges more slowly for the aGPT than it does for the GPT. As such, the divacancy binding energy was calculated for larger values of $N_a \in \{250, 432, 686, 1024\}$. Both the aGPT and the GPT are under bound over the first two neighbour shells relative to DFT. We note however, that the divacancy binding energy is the difference between two quantities with unknown error bars. Therefore, the underbinding of the divacancy with the aGPT is likely a consequence
of the failure to perfectly cancel the errors in the vacancy and divacancy formation energies.

### 3.3.2 Stacking Fault Energies

Information about the plastic behaviour of a metal can be inferred from a calculation of the stacking fault energies and the profile of the $\gamma$-line. In particular, the stacking fault energy controls the dissociation width of dislocations into partial dislocations. This in turn controls the ability of a dislocation to cross-slip and limits easy-glide. The $\gamma$-line is defined in the following manner. An infinite crystal is partitioned into two subcrystals with their interface being some crystallographic plane. One half of the crystal is displaced relative to the other along some crystallographic direction parallel to the interface until the crystal has been translated by an integer multiple of the lattice vectors. The $\gamma$-line is the relative energy change during this process, normalised by the area of the crystallographic plane.

Practical computations pose several challenges for this procedure. All of the approaches begin by choosing a supercell whose lattice vectors $\{a_1, a_2\}$ define the crystallographic plane over which the slip occurs. For instance, in the basal plane of the hcp structure these can be represented as the Cartesian vectors $a_1 = [1, 0, 0]$ and

---

**Table 3.3:** Relaxed divacancy binding energies calculated for hcp Mg with the equilibrium GPT values for $\Omega$ and $c/a$. We have calculated $E_{2b}^{2b}$ using the GPT and the aGPT for two values of the averaging sphere radius. The DFT values [225] were calculated at the zero temperature lattice parameters (excluding zero point phonons).

<table>
<thead>
<tr>
<th></th>
<th>$E_{2b}^{2b}$</th>
<th>$E_{2b}^{2b}$</th>
<th>$E_{2b}^{2b}$</th>
<th>$E_{2b}^{2b}$</th>
<th>$E_{2b}^{2b}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPT</td>
<td>+0.02</td>
<td>+0.02</td>
<td>−0.01</td>
<td>+0.00</td>
<td>+0.00</td>
</tr>
<tr>
<td>aGPT ($R_a = 1.8$)</td>
<td>+0.01</td>
<td>+0.01</td>
<td>−0.05</td>
<td>−0.03</td>
<td>−0.02</td>
</tr>
<tr>
<td>aGPT ($R_a = 3.4$)</td>
<td>+0.00</td>
<td>+0.01</td>
<td>−0.02</td>
<td>−0.01</td>
<td>−0.01</td>
</tr>
<tr>
<td>DFT[225]</td>
<td>+0.06</td>
<td>+0.07</td>
<td>−0.01</td>
<td>+0.01</td>
<td>+0.01</td>
</tr>
</tbody>
</table>
\( \mathbf{a}_2 = [-1/2, \sqrt{3}, 0] \). The supercell is extended \( n \) times in the \( \mathbf{a}_3 \) direction such that there are \( n \) unit cells. The definition of \( \mathbf{a}_3 \) is not unique and it need not be perpendicular to the crystallographic plane. In fact, the only requirement on \( \mathbf{a}_3 \) is that it connects to an atom which is out of the crystallographic plane. There are a number of ways to create the stacking fault. One such method is the so-called ‘slab’ method [226] whereby the stacking fault is created by moving atoms relative to each other at the approximate centre of the supercell. With periodic boundary conditions, the ‘slab’ method creates an additional stacking fault at the boundary of the supercell with the periodic images. Another method, which we employ, creates the fault by tilting the out-of-plane lattice vector \( \mathbf{a}_3 \rightarrow \mathbf{a}_3 + \alpha \mathbf{t} \) where \( \mathbf{t} \) is some integer combination of the in-plane lattice vectors and \( \alpha \) is a real number in the interval \([0, 1]\). The ‘tilt’ method creates only one stacking fault per supercell whereas the ‘slab’ method creates two. Thus, with the tilt method there is faster convergence with the number of unit cells \( n \).

If a crystal has a stacking fault, the atoms will relax in order to minimize the interatomic forces that were created by the fault. Using the original Vitek description of the \( \gamma \)-line [226], only out-of-plane relaxations are allowed. If such restrictions were not in place then the atoms would relax to either the equilibrium positions or the stable stacking fault up to some strain due to the finite supercell. In certain crystallographic planes and for certain elements, notably the Pyramidal II plane for Mg [224], both the stable stacking fault energy and stacking fault vector calculated using the Vitek method are not very close to fully relaxed values. Along these planes if the entire \( \gamma \)-line is desired then it is necessary to remove the restrictions on in-plane relaxations away from the fault itself [227] or using a nudged elastic band method. The aGPT \( \gamma \)-line was calculated using the Vitek method for hcp Mg along 4 directions in 4 crystallographic planes Fig.(3.6) for both the GPT and aGPT. In general, we find
that there is agreement between the GPT and aGPT at the stable stacking fault. However, for the unstable stacking fault the aGPT improves upon the GPT relative to the DFT results of Yin et al [224].

3.4 Conclusions

We have demonstrated that it is possible to include local volume effects by modifying the GPT so that it now depends on a spatially-averaged local electron density. In particular, we have developed the aGPT formalism to the extent that it is now possible
to do molecular statics and dynamics. To this end, we calculated the vacancy formation energy in hcp Mg at the equilibrium lattice parameters. The aGPT relaxed vacancy formation energy significantly improves upon the relaxed GPT vacancy formation energy relative to the experimentally observed value. In addition, the aGPT provides improved stacking fault energies for hcp Mg.

The computational cost in time of the aGPT is greater than that of the GPT. This is a result of the additional neighbour loop in the calculation of the forces. Provided that the neighbour table maker is linear scaling $O(N)$, for instance using a linked list, both the GPT and aGPT are $O(N)$. Relative to empirical potentials, the major computational cost is due the long range cut-off in both the GPT and aGPT. This can be demonstrated by considering a short ranged empirical pair potential whose neighbour cut-off is roughly 1/3 that of the GPT (i.e. it runs over the first handful of neighbour shells), we would expect the GPT to be approximately $3^3 = 27$ times slower. Furthermore, we expect the aGPT to be $27N_c$ slower than the GPT where $N_c$ is the number of atoms in a linked-list block.

Bulk properties such as phonon dispersion and elastic constants were also calculated as fundamental tests of the aGPT. The inclusion of the spatially-averaged local electron density modifies the bulk phonon dispersion. This is a result of the additional derivatives of the electron density that appear in the expression for the force constant matrix. The elastic constants are also modified although the volume-conserving elastic constants should be the same as for the GPT. It is only the assumptions and approximations in the aGPT that make them differ. Thus, we can use the volume conserving elastic constants to find an optimum value for the averaging sphere radius $R_a$ which is the lone free parameter in the aGPT. This constraint would appear to favour near-neighbor values of $R_a$, for instance $R_a = 1.8R_{WS}$.

The aGPT can be used to accurately calculate self-diffusion and defect-defect inter-
actions in elemental metals. However, further work needs to be done on extending the aGPT to alloys in order to study solute diffusion or solute-defect interactions. We plan to use the aGPT to further study vacancies and, in particular, the high-temperature deviation from Arrhenius behavior [228]. All of the results presented in this paper were calculated using our in-house Fortran codes. There is a planned future project to incorporate the aGPT into LAMMPS [229].
Chapter 4

Stability of the BCC Structure in the Mg-Ca Alloy System

"...If metallurgists of this country do not learn about the electron theories they may discover too late, that the industry in other countries has benefitted from knowledge of modern theories and is developing alloys.”

Geoffrey V. Raynor FRS

Magnesium (Mg) is the lightest structural metal, with a density 78% lower than steel and 37% lower than aluminium (Al) [5]. It is seen by the automotive industry as a potential replacement for Al due to its potential to reduce vehicle mass and increase efficiency. Whilst there are applications for Mg, these have typically been confined to components which can be cast. On the other hand, wrought Mg has rarely been used due to its poor formability [230–232] which arises due to highly anisotropic deformation and a strong basal texture in the microstructure. There have been attempts to
solve both of these issues through alloying. In particular, rare earth metals have been found to soften the basal texture [233–235] and improve the formability. An alternative approach, is to bypass the plastic anisotropy altogether by stabilising a crystal structure which is fundamentally more isotropic like bcc. This has been achieved in the past through alloying with lithium (Li) which has a thermodynamically stable bcc phase at roughly 30% Li.

In this chapter, we will explore the possibility of stabilising the bcc phase with small amounts of Ca. For this purpose, we have created new Mg-Ca alloy GPT potentials which are discussed in Section 4.2. In the next section, we will briefly discuss the problem of the plastic anisotropy in hcp Mg. Finally, the results of this chapter will be detailed in Section 4.4.

4.1 The Plastic Anisotropy in Mg

4.1.1 The von Mises-Taylor Criterion

We need to introduce the relevant dislocation theory concepts before discussing the plastic anisotropy directly. The primary deformation mode for a metal is via slip in close-packed directions [111]. Slip can be viewed as the sliding of one plane of atoms over another and generally occurs through the motion of dislocations. Contrast this to the collective sliding of atomic layers which is energetically unfavourable. A dislocation is an extended line defect characterised by two quantities: the Burgers vector and line sense. The Burgers vector is a measure of the lattice distortion due to the presence of a dislocation and is a topological quantity that is conserved during the dislocation motion [236]. The glide plane is the plane which contains both the Burgers vector and the dislocation line, and is the plane in which a dislocation can move without the need for assistance from point defects.
The Burgers vector and the dislocation glide plane can be associated with the slip direction and slip plane. We define the slip system as the family of symmetrically equivalent slip planes and associated slip directions. In the following, we will assume for generality that the crystal is made up of many differently oriented grains. In other words, that the crystal is a *polycrystal*. For a crystal to exhibit generalised polycrystalline ductility it requires at least five independent slip systems [237, 238]. If five independent slip systems are not available then the crystal may deform via twinning. Imagine that we can decompose the crystal into infinitesimal volume elements and that the strain on such a volume element is homogenous. The total plastic strain on the crystal can be written as a sum of these infinitesimal homogenous strains

$$\eta_{ij}^{\text{tot}} = \sum_k \eta_{ij}^{(k)}.$$  \hspace{1cm} (4.1)

The volume must be conserved during the slip which places a constraint on the total strain. The volume change under an arbitrary strain can be written as

$$\Delta V = \det (\delta_{\alpha\beta} + \eta_{\alpha\beta}) \approx 1 + \sum_\alpha \eta_{\alpha\alpha} + \cdots$$  \hspace{1cm} (4.2)

where the additional terms are of higher order in the strain. For there to be no volume change during slip, we require that the trace of the strain tensor vanishes i.e.

$$\eta_{11}^{\text{tot}} + \eta_{22}^{\text{tot}} + \eta_{33}^{\text{tot}} = 0.$$  \hspace{1cm} (4.3)

Therefore, Eq.(4.1) contains only five independent total strain components and thus only five independent slip systems are required to achieve an arbitrary plastic strain. Given the assumptions of the von Mises-Taylor model, only five independent slip systems can exist in a polycrystal [111]. In a real crystal, more than five slip systems may exist due to inhomogeneities in the plastic strain near dislocation cores.
4.1.2 Slip Systems and the Critically Resolved Shear Stress

Not all slip planes possess 5 independent slip systems. Whilst a crystal structure may possess 5 independent slip systems, it may be the case that slip is not energetically favourable along one or more of these slip systems. For a metal to be ductile, we require five independent slip systems to be active. In the hcp crystal structure, which Mg assumes at ambient temperatures and pressures, there are 5 independent slip systems. However, it also true that basal and/or prismatic \( \langle a \rangle \)-type slip is predominant in hcp metals. The basal plane contains 3 slip systems as there are 3 possible slip directions, corresponding to rotations of \( \langle 11\bar{2}0 \rangle \), and only 2 of these slip systems are independent. If prismatic \( \langle a \rangle \)-type slip is activated too, there are a further 2 independent slip systems. This gives a combined total of 4 independent slip planes, out of a possible 9 slip systems. Furthermore, if slip is possible on any plane for which \( \langle 11\bar{2}0 \rangle \) is a zone-axis, there remains only 4 independent slip systems. This is a direct result of the inability of \( \langle a \rangle \)-type slip to produce a normal component of strain in the \( \langle c \rangle \) direction.

In order to satisfy the von Mises-Taylor criterion, \( \langle c + a \rangle \)-type pyramidal slip needs to be activated. The pyramidal plane has the requisite 5 independent slip systems, including both \( \langle a \rangle \)- and \( \langle c + a \rangle \)-type slip, which can be chosen in 6 ways. Despite pyramidal slip being able to support a general deformation alone, it is energetically unfavourable. This can be attributed to the large Burgers vector \( \mathbf{b} \) since the energy of a dislocation \( E_{\text{dis}} \propto b^2 \) and the interplanar spacing is narrow. The inability of \( \langle a \rangle \)-type slip to support a general deformation is responsible for the prevalence of twinning in hcp metals. In Mg, the twinning systems are not associated with large deformations [239], so they do not contribute significantly to a general deformation.

The hcp crystal structure can support a general deformation. Whether a particular metal is ductile depends on the energetics too. An important notion in this discussion
is the critically resolved shear stress (CRSS). The CRSS is the component of the shear stress resolved in the direction of the slip that is required to initiate slip. In Mg single crystals [5], the CRSS for pyramidal \( \langle c + a \rangle \)-type slip is 67 times larger than the CRSS for basal slip. Similarly, the CRSS for prismatic \( \langle a \rangle \)-type slip is 46 times larger. This is known as the plastic anisotropy and is common to all hcp metals. In recent years, there has been a lot of theoretical work towards understanding the important pyramidal \( \langle c + a \rangle \) dislocation in elemental Mg [6–8].

The situation in the bcc crystal structure is very different. There are two important types of slip system: slip in the \( \langle 111 \rangle \) direction and the glide plane normal to \( \{110\} \), and slip in the \( \langle 111 \rangle \) direction and the glide plane normal to \( \{211\} \). The first slip system gives 384 different ways of choosing 5 independent slip systems whilst the second gives 792 ways. As a result, the bcc crystal structure does not suffer from a plastic anisotropy. It is true however that bcc metals are prone to brittle fracture at low temperature. This is due to a typically large Peierls stress, which is the stress required to move the entire dislocation one lattice vector along the glide direction [240–242]. At elevated temperatures, thermal fluctuations are able to move segments of the initially straight dislocation into the next Peierls valley. The resultant kinks are far more mobile than the original dislocation. This process is known as kink-pair nucleation and is an important factor in considering the ductility of bcc metals. In the following sections, we will not consider kink-pair nucleation, only the stability of the crystal structure.
4.2 GPT Potentials for the Mg-Ca Alloy System

4.2.1 Methods for Random Substitutional Alloys

Realistic simulations of random substitutional alloys require a large number of atoms in the supercell and a statistically significant number of configurations to sample. The calculation of properties should in principle be averaged over configurations. For an A-B binary substitutional alloy, the total number of configurations $N_c$ is given by

$$N_c = \frac{N!}{N_A!N_B!},$$  \hspace{1cm} (4.4)

where $N$ is the total number of atoms, $N_A$ is the total number of A atoms and $N_B$ is the total number of B atoms. Not all of these configurations will give the same total energy and so they are not all equally likely. Clearly for large $N$, the total number of configurations is an extremely large number needs to be sampled statistically. Since $N_c$ is of the same order as Avogadro’s number, we typically apply periodic boundary conditions to a finite supercell. This induces spurious short range order into the calculation and some of these supercells will be symmetrically equivalent due to the restoration of lattice translational symmetry. For instance, in the simplest case where $N_A$ or $N_B = 1$, each configuration is symmetrically equivalent. This scenario is exactly that of a single vacancy in a finite periodic supercell. In the general case, we may decompose the A or B atomic configuration into figures $f = (k, m)$ which are graphs that connect atoms within the supercell. Each figure has $k$ vertices and neighbour distance $m$ \[243\]. This decomposition allows for a simple comparison between two configurations; if all the figures match then the configuration is symmetrically equivalent.

There are several approaches to random substitutional alloys which bypass the need to average over configurations by building the configurational average directly.
into the electronic structure. One such approach is the conceptually-simple *virtual crystal approximation* (VCA)

\[
W_{\text{VCA}} (\mathbf{r}, \mathbf{r}') = c_A W_A (\mathbf{r}, \mathbf{r}') + c_B W_B (\mathbf{r}, \mathbf{r}')
\]

where \(c_B = N_B/N\) and \(c_A = N_A/N\) are the concentrations of A and B respectively. Due to the normalisation of probability, we will work with single concentration variable \(x \equiv c_B = 1 - c_A\). The VCA is nothing more than a concentration averaged pseudopotential and allows one to calculate random substitutional alloys without the need for large supercells. Thus, only a primitive cell is necessary for calculations of elastic constants, equations of state and lattice parameters. Unfortunately, the VCA only provides qualitative agreement with experiment for a number of properties including lattice parameters [244–247].

Similar to the VCA, but physically more justifiable, is the coherent potential approximation (CPA) which is based on multiple scattering theory [248–251]. The goal of the CPA is to obtain a self-energy \(\Sigma^{\text{CPA}}\). The self-energy is a complex and energy-dependent periodic potential that captures the features of disorder in the alloy. The self-energy can be written, without approximation, in terms of the single-site scattering matrices \(\{t_i\}\). The CPA imposes the condition that

\[
\langle t_i \rangle \equiv (1 - x) t_i^A + x t_i^B = 0
\]

where \(t_i^\alpha\) is the \(\alpha\)-component of the single-site scattering matrix on the site \(i\). This directly leads to an integral equation for the CPA self-energy \(\Sigma^{\text{CPA}}\). The CPA has been used to calculate total energies and pressures with some success [252, 253]. The CPA formalism becomes extremely complex when the effect of disorder is off-diagonal in the VCA eigenbasis. There are more obvious limitations to the CPA, particularly in the calculation of defects where the local atomic configuration is important. The
CPA is not designed to capture this kind of inhomogeneity and a real-space supercell method is required.

The averaging over configurations may be eliminated by carefully selecting a representative sample that best replicates a truly random alloy. A randomly populated supercell approximating a disordered A-B substitutional alloy may contain spurious ordering due to periodic boundary conditions. Firstly, we map the problem of a random A-B substitutional alloy onto a classical spin-1/2 Ising model. We define \( \Pi_f \) as the product of all ‘spins’ which comprise the figure. For example, if \( k = 2 \) and the figure is a graph which connects two A atoms then \( \Pi_f = 1 \). Alternatively, if the figure connects an A atom with a B atom then \( \Pi_f = -1 \). In this sense, \( \Pi_f \) is the correlation between atoms which comprise the figure. The average of these correlation functions can then be used as a measure of the ordering within the alloy. For \( k = 2 \), these averaged correlation functions are related to Cowley’s short range order parameters [254]. The average correlation function \( \bar{\Pi}_f \) for a figure \( f(k,m) \) is given by

\[
\bar{\Pi}_f (\mathcal{S}) = \frac{1}{ND_f} \sum_i \Pi_f (i, \mathcal{S}).
\]

(4.7)

where the sum is over the sites in the supercell, \( \mathcal{S} \) is the crystal structure, \( D_f \) is the number of figures per site and \( \Pi_f \) is the spin-spin correlation function. For a perfectly random alloy \( \mathcal{S} = \mathcal{R} \) with concentration \( x \), there is an exact result for the averaged correlation functions [255, 256]

\[
\bar{\Pi}_{k,m} (\mathcal{R}) = \langle \bar{\Pi}_{k,m} \rangle_\mathcal{R} = (2x - 1)^k.
\]

(4.8)

We search for supercells which best match this exact result for a handful of figures. These supercells are called special quasi-random structures (SQS) [255, 256]. For a
given physical property $P$, the error in the expectation value may be written

$$\langle P \rangle - P(S) = \sum_{k,m}' D_{k,m} \left[ (2x-1)^k - \bar{\Pi}_{k,m}(S) \right] p_{k,m} \quad (4.9)$$

where the checked sum refers to the omission of $k = 0, 1$ and $p_{k,m}$ is the contribution to $P$ of the figure with $k$ vertices over a neighbour distance $m$. The physical property $P$ depends primarily on the neighbours within a radius $L$ where $L$ is the characteristic length scale. For neighbour distances greater than $L$, we expect the contribution to the expectation value to fall off exponentially with increasing neighbour distance [257]. Therefore, by matching the correlation functions of the SQS according to Eq.(4.8), we expect that configurational properties will be close to the true configurational average.

The SQS formalism is used throughout the remainder of this chapter.

### 4.2.2 The Binary Alloy GPT Applied to Mg-Ca

In the previous subsection, we have stressed the importance of real-space methods as applied to alloys and showed the considerable reduction in complexity granted by an SQS representation. As the GPT is primarily a linear-scaling real-space method, it is ideally suited to the calculation of the properties of random alloys. The GPT was extended to $A$-$B$ binary compounds and alloys, where $A$ is a simple metal and $B$ is a transition metal, in a series of papers by Moriarty and Widom [258, 259] based on the earlier ideas of Hafner [97]. It was then extended to ternary compounds and alloys in a subsequent paper [260]. Our starting point for discussion of the alloy GPT is the full transition metal GPT. The transition metal GPT, which goes well beyond Chapter 2, contains an expansion of the electron density and total energy in terms of a weak $sp$ pseudopotential, $sp$-$d$ hybridisation and $d$-$d$ tight binding matrix elements. In real space, the derived interatomic potentials become well-defined functionals of these matrix elements. This leaves us with the central result of the GPT; a rigorous
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many body expansion of the total energy

\[ E_{\text{tot}} (\{R\}, \Omega) = NE_{\text{vol}} (\Omega) + \frac{1}{2} \sum_{ij} v_2 (ij, \Omega) + \frac{1}{3!} \sum_{ijk} v_3 (ijk, \Omega) + \frac{1}{4!} \sum_{ijkl} v_4 (ijkl, \Omega) + \cdots \]  

(4.10)

where the indices are shorthand for the interatomic separations. As a result of the dependence on relative ion separation and volume, all of the potentials are transferable to any ion configuration. For A-B metallic compounds and alloys, both the volume term \( E_{\text{vol}} \) and the multi-ion terms will become concentration dependent. The volume term \( E_{\text{vol}} \) simply becomes

\[ E_{\text{vol}} (\Omega) \rightarrow E_{\text{vol}} (\Omega, x) . \]  

(4.11)

As \( x \rightarrow 0 \) we must recover the simple metal volume term for A and, correspondingly, as \( x \rightarrow 1 \) we recover the transition metal volume term for B. The interatomic potentials \( v_2 \) will become species dependent, as well as concentration- and volume-dependent. For an A-B binary alloy or intermetallic compound, there are three independent two-ion potentials

\[ v_2 \rightarrow v_{2A}^A, v_{2A}^B, v_{2B}^B . \]  

(4.12)

four independent three-ion potentials

\[ v_3 \rightarrow v_{3AA}^A, v_{3AAB}^A, v_{3ABB}^B, v_{3BBB}^B . \]  

(4.13)
Stability of the BCC Structure in the Mg-Ca Alloy System

and five independent four-ion potentials

\[ v_4 \rightarrow v_4^{AAAA}, v_4^{AAAB}, v_4^{AABB}, v_4^{ABBB}, v_4^{BBBB}. \] (4.14)

Additional self-consistent electron-density constraints must now be satisfied. This links the \( sp \)-valences \( Z_A \) and \( Z_B \) with the \( d \)-band occupations \( Z_d^A \) and \( Z_d^B \) as functions of both volume and concentration. In the case where \( A \) is a simple metal and \( B \) is a transition metal, both \( Z_A \) and \( Z_d^A \) are fixed whilst \( Z_B \) and \( Z_d^B \) are variable. In our specific case, the Mg-Ca alloy system where \( A = \text{Mg} \) and \( B = \text{Ca} \), Mg is a simple metal for all the atomic volumes of interest \( \Omega_{\text{Mg}} \in [92.9, 197.5] \) a.u.. On the other hand, Ca is an empty \( d \)-band metal at its observed equilibrium atomic volume \( \Omega_{0, \text{Ca}} = 290.0 \) a.u. [116, 136]. The GPT description for empty \( d \)-band metals includes \( sp-d \) hybridisation, which is important for structural stability and phonon spectra despite these states lying above the Fermi level. For low concentrations of Ca \( x \leq 0.25 \), the Ca atoms are effectively at high pressure and there is some \( s-d \) transfer. We proceed by including a finite overlap potential into the description, as we would for filled \( d \)-band metals such as Zn [10]. Our goal will be to find analytic expressions for 4 terms: \( E_{\text{vol}}, v_2^{AA}, v_2^{AB} \) and \( v_2^{BB} \).

Extending the GPT to binary intermetallic compounds and alloys requires a re-definition of the effective valences and atomic volumes to ensure electron density continuity. The zeroth-order \( sp \) valence density of the system is \( Z/\Omega \) where \( Z \) is the concentration-weighted average effective \( sp \) valence occupation

\[ Z = c_A Z_A + c_B Z_B = (1 - x) Z_A + x Z_B, \] (4.15)

where \( Z_A \) and \( Z_B \) are the respective \( sp \) valences of the \( A \) and \( B \) components. We can
also define effective individual atomic volumes $\Omega_A$ and $\Omega_B$ with

$$\Omega = c_A \Omega_A + c_B \Omega_B = (1 - x) \Omega_A + x \Omega_B. \quad (4.16)$$

To ensure electron density continuity we require

$$Z/\Omega = Z_A/\Omega_A = Z_B/\Omega_B. \quad (4.17)$$

These parameter tuples $(Z_A, \Omega_A)$ and $(Z_B, \Omega_B)$ define zeroth-order pseudoatoms [181] for the $A$ and $B$ components. These pseudoatoms may have been expanded or contracted from their elemental sizes. If both $A$ and $B$ are simple metals, then the $sp$ valence occupations, $Z_A$ and $Z_B$, are fixed. In this case, the above equations are sufficient to calculate the effective atomic volumes. However, if $A$ is a simple metal and $B$ is a transition metal, there will be some $sp$-$d$ transfer as $Z_B$ and $Z_d^B$ are not fixed quantities. Further equilibrium constraints are needed to be calculate these quantities. These conditions link $Z_B$ and $Z_d^B$ through the Fermi level $\varepsilon_F$ and the $l = 2$ scattering phase shift $\delta_2$ associated with the $B$ pseudoatom [10]

$$Z_d^B = \frac{10}{\pi} \delta_2 (\varepsilon_F), \quad (4.18)$$

$$\varepsilon_F = \frac{\hbar^2}{2m} \left( \frac{3\pi^2 Z}{\Omega} \right)^{2/3}. \quad (4.19)$$

We also have the following constraint that the total number electrons is fixed

$$Z_B + Z_d^B = Z_a^B - Z_c^B, \quad (4.20)$$

where $Z_a^B$ is the atomic number of the $B$ atom and $Z_c^B$ is the number of inner-core electrons. The Fermi energy $\varepsilon_F$ and the phase shift $\delta_2$ are highly-dependent on the in-
termetallic environment, and will be shifted away from their bulk elemental values. For given values of $\Omega$, $x$ and $Z_A$, the seven equations introduced in this subsection can be used to determine the unknown parameters. Due to their inherent non-linearity, these parameters must be iterated numerically. There are some necessary modifications to the pseudoatom formalism to be made. The primary concern is to guarantee that the now concentration-dependent minimum of the valence-band $V'_0$ are in agreement between $A$ and $B$. To determine $V'_0$, we first define a mean pseudoatom plane-wave matrix element with respect to concentration,

$$\langle \mathbf{k} | w_{pa} | \mathbf{k} \rangle = c_A \langle \mathbf{k} | w_{pa}^A | \mathbf{k} \rangle + c_B \langle \mathbf{k} | w_{pa}^B | \mathbf{k} \rangle \quad (4.21)$$

where the $A$- and $B$-component atomic pseudopotentials are given by

$$\langle \mathbf{k} | w_{pa}^\alpha | \mathbf{k} \rangle = \langle \mathbf{k} | v_{pa}^\alpha | \mathbf{k} \rangle - V'_0 + \sum_c \left( \varepsilon_k - E_{c}^{vol,\alpha} \right) \langle \mathbf{k} | \phi_c^\alpha \rangle \langle \phi_c^\alpha | \mathbf{k} \rangle \quad (4.22)$$

with $\alpha = A$ or $B$. Note that Eq.(4.21) is reminiscent of the VCA introduced in Eq.(4.5). The quantity $\phi_c^\alpha$ is an $\alpha$-component core state, while $E_{c}^{vol,\alpha}$ is the volume component of the corresponding core energy

$$E_{c}^{vol,\alpha} = E_{c}^{pa,\alpha} - \langle \phi_c^\alpha | \delta V_{\text{unif}} | \phi_c^\alpha \rangle - V'_0 \quad (4.23)$$

where $\delta V_{\text{unif}} = v_{\text{unif}} - V_{\text{unif}}$ is the small structure-independent difference between the Coulomb potential $v_{\text{unif}}$ due to a sphere containing charge density $n_{\text{unif}}$ and the total uniform electron gas potential $V_{\text{unif}}$

$$\delta V_{\text{unif}}(r) = \begin{cases} 
0 & r \leq R_{WS} \\
Ze^2 [1/r - (3 - r^2/R_{WS}^2)/(2R_{WS})] & r > R_{WS}
\end{cases} \quad (4.24)$$
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The other term, $E_{E_{pa,\alpha}}$, is the core eigenvalue of the $\alpha$-component pseudoatom

$$\left(T + v_{pa}^{\alpha}\right) |\phi_c\rangle = E_{E_{pa,\alpha}} |\phi_c\rangle$$

where the $\alpha$-pseudoatom potential $v_{pa}^{\alpha}(r) = v_{\text{unif}}^{\alpha}(r) + v_{\text{ion}}^{\alpha}(r)$. At $k = 0$, we require

$$\langle 0 | w_{pa}| 0 \rangle = 0$$

which places the zero of energy at the bottom of the valence bands in the full intermetallic system. If we explicitly remove the $V_0'$ dependence from the pseudoatom matrix element, then,

$$\langle 0 | w_{pa}^\alpha | 0 \rangle = \langle 0 | w_{pa}^\alpha | 0 \rangle + V_0' \left(1 - \langle 0 | p_c^\alpha | 0 \rangle \right),$$

with $p_c^\alpha$ is the $\alpha$-component inner-core projection operator. This leaves us with the following expression for $V_0'$

$$V_0' = \frac{c_A \langle 0 | w_{pa}^A | 0 \rangle + c_B \langle 0 | w_{pa}^B | 0 \rangle - \Gamma_{vol,B} \langle 0 | p_c^B | 0 \rangle}{1 - c_A \langle 0 | p_c^A | 0 \rangle - c_B \langle 0 | p_c^B | 0 \rangle}.$$ (4.28)

The simple metal $A$ pseudoatom depends on the transition metal $B$ pseudoatom indirectly through the atomic volume $\Omega_A$, and does not otherwise depend on $V_0'$. However, the transition metal $B$ pseudoatom depends on the simple metal $A$ pseudoatom through both its atomic volume $\Omega_B$ and effective valence $Z_B$, which depend directly on $V_0'$. The one-ion integrated density of $d$-states can be written [99]

$$D_d(E) = -\frac{2}{\pi} \text{Im} \sum_d \log \left[ E - E_{d}^{\text{vol},B} - \Gamma_{dd}^{\text{vol},B} (E) \right].$$ (4.29)

where $\Gamma_{dd}^{\text{vol},B}$ is the volume component of the $d$-state self-energy [99] and $E_{d}^{\text{vol},B}$ is
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defined in an analogous way to Eq.(4.23)

\[ E_{d}^{\text{vol},B} = E_{d}^{\text{pa},B} - \langle \phi_{d}^{B} | \delta V_{\text{unif}} | \phi_{d}^{B} \rangle - V'_{0} \]  

(4.30)

Therefore, the effective \( d \)-state occupation for the \( B \) pseudoatom can be written as

\[ Z_{d}^{B} = -\frac{2}{\pi} \text{Im} \sum_{d} \log \left[ \varepsilon_{F} - E_{d}^{\text{vol}} - \Gamma_{dd}^{\text{vol}}(\varepsilon_{F}) \right] . \]  

(4.31)

We will broadly detail the steps used to calculate the pseudoatom parameters in the intermetallic GPT self-consistently. For a given atomic volume \( \Omega \) and concentration \( x \), we have:

(i) We choose a trial \( \Omega_{A} \) and calculate the \( A \) pseudoatom which determines values for \( \langle 0 | w_{\text{pa}}^{A} | 0 \rangle_{0} \) and \( \langle 0 | p_{c}^{A} | 0 \rangle \) entering Eq.(4.28) for \( V'_{0} \).

(ii) Next, we calculate \( \Omega_{B} \) from Eq.(4.16) and infer \( Z_{B} \) from the electron density continuity constraint i.e. \( Z/\Omega = Z_{B}/\Omega_{B} \). This gives us values for \( Z_{B}, Z_{d}^{B}, \varepsilon_{F} \) and \( V'_{0} \).

(iii) Finally, we check whether \( Z_{A}/\Omega_{A} = Z_{B}/\Omega_{B} \) is satisfied. If not, we repeat (i) and (ii) until it is satisfied to some tolerance. We use \( 10^{-4} \) in our calculations.

The real-space total energy for an \( A-B \) alloy, with mean atomic volume \( \Omega \) and concentration \( x \), can be written as

\[ E_{\text{tot}}(\{R\}, \Omega) = N E_{\text{vol}}(\Omega, x) + \frac{1}{2} \sum_{\alpha \beta} \sum_{ij}' v_{2}^{\alpha \beta} R_{ij}^{(\alpha \beta)}(\Omega, x) + \cdots \]  

(4.32)

where the sum is over the species labels \( \alpha, \beta = A, B \). We also have \( v_{2}^{AB} = v_{2}^{BA} \) by symmetry and the three- and four-ion contributions are generalized in a similar way. The interatomic separation \( R_{ij}^{(\alpha \beta)} \) becomes implicitly species dependent too. We will
attempt to evaluate the volume term $E_{\text{vol}}$ and $\nu_2^{\alpha\beta}$ along the same lines as Chapter 2. The volume term $E_{\text{vol}}$ is most readily expressed as a sum of contributions up to quadratic order in the concentration variables $c_A$ and $c_B$

$$E_{\text{vol}} = c_A E_1^A + c_B E_1^B + c_A^2 E_2^{AA} + c_A c_B E_2^{AB} + c_B^2 E_2^{BB} + \delta E_{\text{vol}}$$

$$= (1 - x) E_1^A + x E_1^B + (1 - x)^2 E_2^{AA} + (1 - x) x E_2^{AB} + x^2 E_2^{BB} + \delta E_{\text{vol}}. \tag{4.33}$$

We make the following definitions for the various contributions to the volume term $E_{\text{vol}}$ and $\nu_2^{\alpha\beta}$. The reciprocal space diagonal element of the pseudopotential can be written as

$$w_{\alpha}^{p_\alpha}(k) \equiv \langle k | w_{\alpha}^{p_\alpha} | k \rangle \tag{4.34}$$

for $\alpha = A$ and $B$. We are also able to write the reciprocal space diagonal element of the inner-core projection operator as

$$p_{\alpha}^{c}(k) \equiv \langle k | p_{\alpha}^{c} | k \rangle. \tag{4.35}$$

We will ignore the complications of self-consistent electron screening. We may immediately write down $E_1^A$ and $E_2^{AA}$ since we have come across them previously in Chapter 2. Firstly, $E_1^A$ is given by

$$E_1^A = E_{\text{ic}}^A + \frac{2\Omega}{(2\pi)^3} \int dk f_k w_{\alpha}^{A}(k) - E_{\text{bind}}^{\text{atom},A}(Z_A) + E_{\text{oh}}^A$$

$$+ (Z_A^*)^2 \left[ \frac{9}{10} \frac{1}{R_{\text{WS}}^A} - \frac{1}{\pi} \int_0^\infty dq F_N^{AA}(q, \Omega, x) \right]. \tag{4.36}$$

where $E_{\text{oh}}^A$ is the self-energy of the orthogonalisation-hole correction in Eq.(2.171), $F_N^{AA}$
is the normalised energy-wavenumber characteristic (see Fig.(4.1) for Mg-Ca) and $E_{\text{fe}}^{\alpha}$ is the zeroth-order $\alpha$-component of the free-electron energy (i.e. Eq.(2.111))

$$
E_{\text{fe}}^{\alpha} = \frac{3}{5} Z_{\alpha} \varepsilon_F + Z_{\alpha} \varepsilon_{xc} - \frac{3}{5} (Z_{\alpha} \varepsilon)^2 / R_{\text{WS}}^A + ZV_0'
$$

(4.37)

where $\varepsilon_{xc}$ is the exchange-correlation energy of the free-electron gas and $R_{\text{WS}}^A$ is the Wigner-Seitz radius corresponding to atomic volume $\Omega_{\alpha}$. The second-order term $E_{2}^{AA}$ is given by

$$
E_{2}^{AA} = \frac{2\Omega}{(2\pi)^3} \int \text{d}k \, f_k P^{A} (k) w^{A}_{pa} (k) + (Z_{\alpha}^* e)^2 \frac{\pi}{\Omega} \frac{\partial^2 F_{N}^{AA} (0, \Omega, x)}{\partial q^2}.
$$

(4.38)
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To account for \( sp-d \) hybridisation, we define a hybridisation form factor \([99]\)

\[
h_{nm}^B (k, q) = -\frac{1}{\pi} \text{Im} \int_0^{\varepsilon_F} dE \frac{\sum_d v'_{k+qd} (E) v'_d (E)}{(E - E_r^B)^n (E - \varepsilon_k)^m} \tag{4.39}
\]

where \( n \) and \( m \) are integers, and \( E_r^B \) is the complex energy-dependent \( d \)-state resonance position

\[
E_r^B = E_{\text{vol}}^d + \Gamma_{\text{dd}}^\text{vol} (E). \tag{4.40}
\]

The matrix elements \( v'_{k+qd} \) and \( v'_d \) can be written in terms of the overlap matrix \( S_{kd}^B = \langle k | \phi_d^B \rangle \) and the volume-part of the \( d \)-state hybridisation potential \( \Delta_{\text{vol}} \), first introduced by Harrison \([131]\),

\[
v_{kd} = - \left( E - E_{\text{vol}}^d \right) S_{kd}^B - \langle k | \Delta_{\text{vol}} | \phi_d^B \rangle \tag{4.41}
\]

The term at linear order in the concentration variable for the \( B \)-pseudoatom \( E_1^B \) can be written analogously to \( E_1^A \)

\[
E_1^B = E_{\text{fe}}^B + E_{\text{vol}}^d + \frac{2\Omega}{(2\pi)^3} \int dk \ f_k w_{pa}^B (k) - E_{\text{atom}}^B (Z_B) + E_{\text{prep}} + E_{\text{oh}}^B \\
+ (Z_B^\ast e)^2 \left[ \frac{9}{10} \frac{1}{R_{\text{WS}}} - \frac{1}{\pi} \int_0^{\infty} dq \ F_N^{BB} (q, \Omega, x) \right] + \frac{1}{\pi} \text{Im} \sum_d \int_0^{\varepsilon_F} dE \frac{\Gamma_{\text{dd}}^\text{vol} (E)^2}{(E - E_r^B)^2} \tag{4.42}
\]

where \( E_{\text{vol}}^d \) is the transition metal \( d \)-state contribution

\[
E_{\text{vol}}^d = Z_d^B (\varepsilon_F - E_{\text{vol}}^d) - \frac{10}{\pi} \int_0^{\varepsilon_F} dE \ \delta_2 (E), \tag{4.43}
\]

The quantity \( E_{\text{bind}}^{\text{atom}, \alpha} \) is the free-atom binding energy of the \( \alpha \)-component. This is
precisely the free-atom binding energy of the \( Z_{\alpha} \) s and p valence electrons. In the simple metal \( A \), this is the same as the quantity introduced in Eq.(2.52). However, for the transition metal \( B \)-component, this quantity is not quite the same as the binding energy of the free-atom as there will be a different sp-valence occupation in the intermetallic environment i.e. \( Z_{B} \neq Z_{fa}^{B} \). There is an energy associated with forcing the free-atom to assume this particular electron configuration. This energy is the so-called preparation energy \( E_{\text{prep}} \) and can be calculated within DFT [99]. The second-order terms in the concentration can also be written down. Firstly, for \( E_{2}^{AB} \) we have

\[
E_{2}^{AB} = \frac{2\Omega}{(2\pi)^{3}} \int \text{d}k \ f_{k} \left[ p_{c}^{A}(k) w^{B}_{pa}(k) + w^{A}_{pa}(k) p_{c}^{B}(k) \right] \\
+ \frac{2\Omega}{(2\pi)^{3}} \int \text{d}k \ f_{k} \left[ w^{A}_{pa}(k) h_{12}^{B}(k,0) + p_{c}^{A}(k) h_{11}^{B}(k,0) \right] \\
+ \left( Z_{A}^{*} Z_{B}^{*} e^{2} \right) \frac{2\pi}{\Omega} \frac{\partial^{2} F_{N}^{AB}(0,\Omega,x)}{\partial q^{2}}, \tag{4.44}
\]

and for \( E_{2}^{BB} \) we have,

\[
E_{2}^{BB} = \frac{2\Omega}{(2\pi)^{3}} \int \text{d}k \ f_{k} p_{c}^{B}(k) w^{B}_{pa}(k) \\
+ \frac{2\Omega}{(2\pi)^{3}} \int \text{d}k \ f_{k} \left[ w^{B}_{pa}(k) h_{12}^{B}(k,0) + p_{c}^{B}(k) h_{11}^{B}(k,0) + \frac{1}{2} h_{22}^{B}(k,0) \right] \\
+ \left( Z_{B}^{*} e^{2} \right) \frac{2\pi}{\Omega} \frac{\partial^{2} F_{N}^{BB}(0,\Omega,x)}{\partial q^{2}}, \tag{4.45}
\]

The final correction in Eq.(4.33) is due to the change in Fermi energy [99] and is given
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by

\[ \delta E_{\text{vol}} = -\frac{1}{2} w_{\text{pa}} (k_F) \delta Z_{\text{band}}, \]  

where

\[ \delta Z_{\text{band}} = w_{\text{pa}} (k_F) \frac{c_B \rho_0 (\varepsilon_F) \rho_d (\varepsilon_F)}{\rho_0 (\varepsilon_F) + c_B \rho_d (\varepsilon_F)}, \]  

with \(\rho_0\) and \(\rho_d\) are the free-electron and \(d\)-state density of states at the Fermi level respectively. The simple metal \(AA\) pair potential has precisely the same form as Eq.(2.134)

\[ v_{AA}^{\Omega} (r, \Omega, x) = \left( \frac{Z_A^* e}{r} \right)^2 \left[ 1 - \frac{2}{\pi} \int_0^{\infty} dq \, F_{\text{ss}}^{AA} (q, \Omega, x) \sin \left( \frac{qr}{q} \right) \right]. \]  

The normalised energy-wavenumber characteristic \(F_{\text{ss}}^{AA}\) (see Fig.(4.1) for Mg-Ca) is also written in precisely the same way as in Eq.(2.133)

\[ F_{\text{ss}}^{AA} (q, \Omega, x) = \frac{q^2 \Omega}{2\pi (Z_A^* e)^2} F_{\text{ss}}^{AA} (q, \Omega, x), \]  

where \(F_{\text{ss}}\) is the energy-wavenumber characteristic due to the itinerant \(s\) and \(p\) valence electrons. In general, we have

\[ F_{\text{ss}}^{\alpha\beta} (q, \Omega, x) = \frac{2\Omega}{(2\pi)^3} \int \text{d}k \, f_k \frac{w^\alpha (k, q) w^\beta (k, q)}{\varepsilon_k - \varepsilon_{k+q}} \]

\[ - \frac{2\pi e^2 \Omega}{q^2} \left( (1 - G (q)) n_{\text{scr}}^\alpha (q) n_{\text{scr}}^\beta (q) + G (q) n_{\text{oh}}^\alpha (q) n_{\text{oh}}^\beta (q) \right). \]  

The simple-metal screening density for \(A\) is once again the same as for the elemental
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Fig. 4.2: Pair potentials \( v_2 \) for the Mg-Ca alloy system in the low solubility limit \( x \to 0 \) at the observed equilibrium volume for hcp Mg (\( \Omega_0 = 156.8 \) a.u.\(^3\)).

We have also defined the pseudopotential form factor \( w_\alpha(k, q) \) for the \( \alpha \)-component as

\[
\Omega = 156.8 \text{ a.u.}
\]

\[ n_{scr}^A(q) = \frac{4}{(2\pi)^3} \int dk f_k \frac{w^A(k, q)}{\varepsilon_k - \varepsilon_{k+q}} \]  \hfill (4.51)

whilst the \( B \)-component screening density gets an \( sp-d \) hybridisation correction

\[ n_{scr}^B(q) = \frac{4}{(2\pi)^3} \int dk f_k \frac{w^B(k, q)}{\varepsilon_k - \varepsilon_{k+q}} + \frac{4}{(2\pi)^3} \int dk f_k \frac{h^{B}_{11}(k, q)}{\varepsilon_k - \varepsilon_{k+q}}. \]  \hfill (4.52)

We have also defined the pseudopotential form factor \( w_\alpha(k, q) \) for the \( \alpha \)-component as
\[ w^\alpha(k, q) = \langle k + q | w^\alpha | k \rangle = \langle k + q | v^\alpha | k \rangle + \sum_c \left( \varepsilon_k - F_{c}^{\text{vol},\alpha} \right) \langle k + q | \phi_c^\alpha \rangle \langle \phi_c^\alpha | k \rangle. \]  

(4.53)

The quantities \( v^\alpha \) are the self-consistently screened \( A \)- and \( B \)-component atomic potentials which depend on the screening densities \( n_{\text{scr}}^A \) and \( n_{\text{scr}}^B \) through a generalised Poisson equation. The orthogonalisation-hole density \( n_{\text{oh}}^\alpha \) of the \( \alpha \)-component contains a contribution from the inner-core projection operator \( p_0^\alpha \). This contribution is given by

\[ n_{\text{oh}}^{c,\alpha}(r) = \frac{2\Omega}{(2\pi)^3} \int dk \ f_k \left[ \langle r | p_0^\alpha | k \rangle \langle k | p_0^\alpha | r \rangle - \langle r | p_0^\alpha | k \rangle \langle k | r \rangle - \langle r | k \rangle \langle k | p_0^A | r \rangle \right]. \]  

(4.54)

For the simple-metal \( A \)-component, the full orthogonalisation-hole density is equal to the inner-core component i.e. \( n_{\text{oh}}^A = n_{\text{oh}}^{c,A} \). On the other hand, the transition-metal \( B \)-component gains an additional \( sp-d \) hybridisation contribution from \( v_{kd}' \)

\[ n_{\text{oh}}^B(r) = n_{\text{oh}}^{c,B}(r) - \frac{2}{\pi} \text{Im} \sum_{dk} \int_{E_F}^{E_F} dE \left[ - \frac{\langle k | \phi_d^B \rangle v_{dk}' \langle \phi_d^B | r \rangle}{(E - E_d^B)(E - \varepsilon_k)} + \frac{\langle r | \phi_d^B \rangle v_{dk}' \langle \phi_d^B | k \rangle - S_{kd} \langle \phi_d^B | r \rangle}{(E - E_d^B)(E - \varepsilon_k)} + \text{c.c.} \right] + \frac{\delta Z_{\text{band}}}{Z_d} n_d(r). \]  

(4.55)

where \( S_{kd} \) is the plane-wave \( d \)-state overlap matrix element. The effective valence \( Z_\alpha^* \) due to the orthogonalisation-hole density is given by

\[ Z_\alpha^* = Z_\alpha - \int dr \ n_{\text{oh}}^\alpha(r). \]  

(4.56)
The $A-B$ pair potential has the form

$$v_{2}^{AB}(r, \Omega, x) = \frac{Z_{A}^{*}Z_{B}^{*}e^{2}}{r} \left[ 1 - \frac{2}{\pi} \int_{0}^{\infty} dq \ F_{N}^{AB}(q, \Omega, x) \frac{\sin(qr)}{q} \right] \quad (4.57)$$

where $F_{N}^{AB}$ is given by

$$F_{N}^{AB}(q, \Omega, x) = -\frac{q^{2}\Omega}{2\pi Z_{A}^{*}Z_{B}^{*}e^{2}} \left[ F_{ss}^{AB}(q, \Omega, x) + F_{sd}^{AB}(q, \Omega, x) \right] \quad (4.58)$$

with $F_{ss}^{AB}$ being given by Eq.(4.50) for $\alpha = A$ and $\beta = B$. We have the energy-wavenumber characteristic for the $sp$-$d$ hybridisation

$$F_{sd}^{AB} = \frac{2\Omega}{(2\pi)^{3}} \int dk \ \frac{v_{A}(k, q) \ h_{11}^{B}(k, q)}{\varepsilon_{k} - \varepsilon_{k+q}}. \quad (4.59)$$

Finally, the $BB$ or transition-metal pair potential has the form

$$v_{2}^{BB}(r, \Omega, x) = \frac{(Z_{B}^{*}e)^{2}}{r} \left[ 1 - \frac{2}{\pi} \int_{0}^{\infty} dq \ F_{N}^{BB}(q, \Omega, x) \frac{\sin(qr)}{q} \right] + v_{ol}^{BB}(r, \Omega, x), \quad (4.60)$$

with the $BB$ energy-wavenumber characteristic given by (see Fig.(4.1) for Mg-Ca)

$$F_{N}^{BB}(q, \Omega, x) = -\frac{q^{2}\Omega}{2\pi(Z_{B}^{*}e)^{2}} \left[ F_{ss}^{BB}(q, \Omega, x) + 2F_{sd}^{BB}(q, \Omega, x) + F_{dd}^{BB}(q, \Omega, x) \right]. \quad (4.61)$$

The $dd$ contribution to the energy-wavenumber characteristic is given by

$$F_{dd}^{BB}(q, \Omega, x) = \frac{2\Omega}{(2\pi)^{3}} \int dk \ \frac{h_{21}^{B}(k, q)}{\varepsilon_{k} - \varepsilon_{k+q}}. \quad (4.62)$$

The full overlap potential $v_{ol}$ is given by Moriarty [99]. In our calculation, for $x \leq 0.25$, Ca is effectively under high pressure with the effective Ca pseudoatom volume being
\( \Omega_0^{\text{Ca}} = 127.5 \text{ a.u.} \) in the low solubility limit at Mg’s observed equilibrium volume. There is a small amount of \( s-d \) transfer at this effective pseudoatom volume with \( Z_d^{\text{Ca}} = 0.37 \). As \( x \) increases and under constraint of zero pressure, the effective Ca volume relaxes and the system approaches the empty \( d \)-band metal behaviour of elemental Ca. Empty \( d \)-band metals pose an additional challenge for the GPT as the \( d \)-states required for the hybridisation function will be unbound as they lie above the Fermi level. As such, a localisation potential \( v_{\text{loc}} \) is introduced into the pseudoatom calculation [10]. Filled \( d \)-band metals such as Zn pose similar difficulties, as the \( d \)-states are too deeply bound and inappropriate to add into the valence without modification. Despite there being partial occupation of the initially empty \( d \)-band, we proceed under the assumption of good physical convergence at the pairwise level, albeit with a now finite overlap potential. As a result, we won’t explicitly write the transition metal \( v_3 \) and \( v_4 \) multi-ion potentials.

The potentials are dependent on the concentration \( x \). This occurs in two ways: firstly through the explicit appearance of \( x \) in the formulae previously listed in this chapter and secondly through the implicit concentration dependence of the equilibrium volume. We note that despite this, the low solubility limit \( x \to 0 \) is adequate for concentrations up to \( x = 0.25 \) which is testament to the transferability of the GPT (see Fig.(4.3)).

### 4.3 Stability

Stability is the property of a crystal structure to remain invariant under some shift in the ionic positions away from equilibrium. There are multiple classes of stability, distinguished by the magnitude of displacements that can made before returning to their equilibrium positions. If a crystal structure is thermodynamically stable, then it is tolerant to all fluctuations in ion positions that occur at thermal equilibrium. In other
words, a thermodynamically stable crystal structure is that which the metal adopts provided that the metal has been allowed to fully equilibrate. In order to determine whether a particular crystal structure is thermodynamically stable, we would have to minimize the relevant thermodynamic potential, say the Gibbs free energy $G$ if the natural variables are temperature $T$ and pressure $P$, over the entire space of crystal structures. For instance, an arbitrary expansion of the Gibbs free energy $G$

$$G = G_0 + \delta G$$

(4.63)

in terms of ionic displacements leads to $G \geq G_0$ if the crystal structure is thermodynamically stable. At ambient pressure and temperature, Mg assumes the hcp phase. At high pressure ($\sim 50$ GPa), Mg undergoes a phase transition to the bcc structure as
a result of the lowering and partial filling of the initially empty 3d band under compression [9]. This is discussed in the next subsection. The bcc phase just below the transition pressure $P^*$ is not thermodynamically stable but it is stable to small virtual displacements of its ions from equilibrium. In this sense, the bcc phase is mechanically stable [204]. We usually take the view that a crystal structure is mechanically stable if $\delta G \geq 0$ for displacements at quadratic order. Furthermore, there are some crystals, including bcc Ti [261], which are mechanically unstable at low temperatures but become stable at higher temperatures. This is because higher order corrections, corresponding to the phonon-phonon interaction, renormalise $\delta G$ from negative to positive.

4.3.1 Thermodynamic Stability in Mg

One of the early successes of the GPT applied to Mg was the prediction of the high pressure structural phase transition from hcp $\rightarrow$ bcc at 50 GPa [9, 139, 262] which was subsequently discovered experimentally [263]. The explanation for this transition is lowering and subsequent $sp$-$d$ hybridisation of the 3d band that lies above the Fermi level. The $P$-$T$ phase diagram of Mg including the melt line and anharmonic corrections to the solid was calculated with the GPT [139, 262]. The hcp-bcc phase boundary was recalculated using DFT including electronic entropy through the Fermi-Dirac distribution [264]. A comprehensive measurement of the $P$-$T$ phase diagram was performed by Stinton et al [265] using diamond-anvil cell experiments. They found that the phase boundary was significantly steeper than had been predicted theoretically and confirmed the existence of the double hcp phase (a phase which is broadly speaking a mixture of fcc and hcp stacking), at pressures between 10-20 GPa and temperatures between 1250-1500 K.

We have repeated the calculation of the hcp-bcc phase boundary using DFT, specifically the plane-wave plus muffin-tin orbital method of Kotani and van Schilfgaarde
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This method is based on the FP-LMTO method of van Schilfgaarde and co-workers [220]. Additional plane-waves are added into the basis to improve the completeness of the basis set. If too many plane waves are added into the basis, the Hamiltonian becomes singular. The plane waves which cause basis set overcompleteness are eliminated through diagonalisation of the overlap matrix and removing the subspace corresponding to eigenvalues less than some tolerance (in our case $10^{-7}$).

We calculated the total energy and phonon spectrum over a wide range of volumes with the PBEsol exchange-correlation functional [170]. We first fit a Birch-Murnaghan equation of state to the internal energy of the electrons [267, 268]. We capture the volume dependence of the quasiharmonic free energy by using the free energy for the quasiharmonic Einstein approximation where all phonons oscillate with the same frequency i.e. $\omega_{q\sigma} \equiv \omega_E$

$$F_{\text{qh,E}} (\Omega, T) = \frac{3}{2} k_B \Theta_E (\Omega, T) + \frac{3}{\beta} \log \left(1 - e^{-\Theta_E (\Omega, T)/T}\right)$$  \hspace{1cm} (4.64)

where $k_B$ is Boltzmann’s constant and $\Theta_E = h\omega_E/k_B$ is Einstein’s temperature. The logarithm of the Einstein temperature can be expanded as a low-order polynomial in the volume with temperature-dependent coefficients

$$\log \Theta_E (\Omega, T) = \sum_i c_i (T) \Omega^i.$$  \hspace{1cm} (4.65)

The Gibbs free energy can then be calculated at each pressure $P$ by minimising

$$G (P, T) = \min_{\Omega} \left[ E_{\text{tot}} (\{R\}, \Omega) + F_{\text{qh,E}} (\Omega, T) + P \Omega \right].$$  \hspace{1cm} (4.66)

For each pressure $P$, we then find the temperature $T^*$ such that $G_{\text{bcc}} = G_{\text{hcp}}$. The resulting bcc-hcp phase boundary is shown in Fig.(4.4). Our results are in line with those calculated previously both quantitatively and qualitatively. The calculated phase
still underestimates the gradient in Stinton et al [265]. The additional steepness in the gradient may arise from a non-negligible electron-phonon coupling, the removal of errors associated with the less accurate treatment of exchange and correlation, or a quantum-mechanical treatment of the anharmonicity.

### 4.3.2 Conditions for Mechanical Stability

There are two related methods for testing whether a crystal structure is mechanically stable. Both can be derived by expanding the thermodynamic potential in a Taylor series. For now, we shall take this to be the internal energy $U$ where $U = E_{\text{tot}}$ in the previous chapters. We expand the internal energy $U$ about its equilibrium
configuration to second order in terms of virtual displacements

\[ U (\{R\}) = U (\{R^0\}) + \frac{1}{2} \sum_{ij \alpha \beta} \frac{\partial^2 U}{\partial R_{i \alpha} \partial R_{j \beta}} u_{i \alpha} u_{j \beta} \] (4.67)

where \( \{R^0\} \) are the equilibrium ion positions, the second order partial derivative term is the force-constant matrix and \( u_{i \alpha} \) is the displacement vector

\[ u_{i \alpha} = R_{i \alpha} - R_{i \alpha}^0. \] (4.68)

The linear term in Eq.(4.67) vanishes identically by the broader mechanical equilibrium condition which requires for there to be no nett force or torque on the crystal. The truncation of Eq.(4.67) at quadratic order is the basis for the harmonic or quasi-harmonic approximation. The requirement for mechanical stability is that the force-constant matrix be positive definite for any small virtual displacement. Recall that a matrix is positive definite if its eigenspectrum is positive. We remember that Eq.(4.67) constitutes the potential part of the quasi-harmonic lattice dynamics Hamiltonian whose kinetic part is given by

\[ K = \frac{1}{2} \sum_{i \alpha} M_i \dot{u}_{i \alpha}^2. \] (4.69)

The Hamiltonian is diagonalised by constructing a dynamical matrix \( D \) which is the mass-reduced Fourier transform of the force-constant matrix. The eigenvalues of \( D \) are the square frequencies of oscillation of the lattice normal modes. Therefore, for mechanical stability, we require the frequencies to be real

\[ \omega_{q, \sigma}^2 \geq 0, \quad \forall q, \sigma \] (4.70)

where \( \sigma \) is the branch number. Once we have solved for the eigenfrequencies and
eigenmodes, we can write the displacement vector in terms of them

\[ u_{i\alpha}(t) = \left( \frac{\hbar}{2NM_i} \right)^{1/2} \sum_{q\sigma} \omega_{q\sigma}^{-1/2} \left[ a_{q\sigma} e^{-i\omega_{q\sigma}t} + a_{q\sigma}^\dagger e^{i\omega_{q\sigma}t} \right] e^{iq R_i} d_{i\alpha,q\sigma} \]  \hspace{1cm} (4.71)

where \( \{a_{q\sigma}\} \) and \( \{a_{q\sigma}^\dagger\} \) are the phonon creation and annihilation operators respectively, and \( \{d_{i\alpha,q\sigma}\} \) are the normal mode vectors. If one of the eigenfrequencies has a non-zero imaginary part, the displacement blows up exponentially fast.

### 4.3.3 Wallace Tensor & Stability Criteria

Another condition for mechanical stability applies for homogenous deformations only. Let \( X \) describe an initial configuration and \( x \) describe a final configuration. These two configurations are related by a linear transformation \( \alpha_{ij} \)

\[ x_i = \sum_j \alpha_{ij} X_j \]  \hspace{1cm} (4.72)

with \( \alpha_{ij} = (\partial x_i / \partial X_j) \). The displacement in the strain from \( X \) to \( x \) is the vector \( u = x - X \). Therefore, the displacement gradients are simply \( u_{ij} = (\partial u_i / \partial X_j) \) and clearly

\[ \alpha_{ij} = \delta_{ij} + u_{ij} \]  \hspace{1cm} (4.73)

where \( \delta \) is the Kronecker delta. We can calculate the square of the distance between \( x \) and \( X \)

\[ \sum_i x_i^2 = \sum_{ijk} \alpha_{ij} \alpha_{ik} X_j X_k = \sum_i X_i^2 + 2 \sum_{ij} \eta_{ij} X_i X_j \]  \hspace{1cm} (4.74)
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where the Lagrangian strain parameters $\eta_{ij}$ are given by

$$
\eta_{ij} = \frac{1}{2} \left( u_{ij} + u_{ji} + \sum_k u_{ki}u_{kj} \right). \tag{4.75}
$$

We can see that the Lagrangian strain is symmetric $\eta_{ij} = \eta_{ji}$ and also that

$$
\eta_{ij} = \frac{1}{2} \left( \sum_k \alpha_{ki} \alpha_{kj} - \delta_{ij} \right). \tag{4.76}
$$

The final configuration of the crystal may be completely specified in terms of the initial configuration and either the transformation coefficients $\alpha_{ij}$ or displacement gradients $u_{ij}$. Importantly, it cannot be specified in terms of the Lagrangian strains alone as they contain no information with regard to rotations. This makes the discussion more subtle than in the inhomogeneous case. We note that the ratio of volume change between configurations is given by the Jacobian

$$
V(x)/V(X) = \det [\alpha_{ij}]. \tag{4.77}
$$

The internal energy $U$ is a function of final configuration $x$ and the entropy $S$, and both $U$ and the system of applied stresses should possess translational and rotational invariance. The system has an arbitrarily chosen origin so that translational invariance is automatically guaranteed. The rotational invariance implies that $U$ in the final configuration $x$ depends on the initial configuration $X$ only through the Lagrangian strains $\eta_{ij}$

$$
U(x, S) = U(X, \eta_{ij}, S) = U(X, S) + V \sum_{ij} \sigma_{ij} \eta_{ij} + \frac{1}{2} V \sum_{ijkl} C^S_{ijkl} \eta_{ij} \eta_{kl} + \cdots \tag{4.78}
$$

where $V$ is the volume of the initial configuration, $\sigma_{ij}$ is the 2nd Piola-Kirchoff stress
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tensor [112, 269]

\[
\sigma_{ij} = \frac{1}{V} \left( \frac{\partial U}{\partial \eta_{ij}} \right) \bigg|_{S,\eta=0} \tag{4.79}
\]

and the adiabatic elastic moduli tensor \( C \) is given by

\[
C_{ijkl}^S = \frac{1}{V} \left( \frac{\partial^2 U}{\partial \eta_{ij} \partial \eta_{kl}} \right) \bigg|_{S,\eta=0}. \tag{4.80}
\]

Consider the case in Eq.(4.78) when the stress tensor \( \sigma_{ij} = 0 \), then we have a situation similar to before. The crystal structure is stable to virtual strains at zero stress if

\[
C_{ijkl}\delta \eta_{ij}\delta \eta_{kl} \geq 0. \tag{4.81}
\]

We typically reshape the elastic moduli tensor’s indices according to the Voigt prescription which also removes the redundancy due to symmetry. In Voigt notation, this condition is simply that the eigenvalues of the elastic moduli tensor are positive. Given that the structure of the elastic moduli tensor is fixed by crystal symmetry, this leads to a set of Born stability criteria for each crystal structure [205]. The general case is more subtle, and requires a more careful treatment of the relationship between stress and strain [204]. We consider two configurations \( \mathbf{X} \) and \( \bar{\mathbf{X}} \) which can be related by symmetric strains from \( \bar{\mathbf{X}} \) to \( \mathbf{X} \). The transformation from \( \bar{\mathbf{X}} \) to \( \mathbf{X} \) is given by

\[
a_{ij} = a_{ji} = \frac{\partial X_i}{\partial \bar{X}_j}. \tag{4.82}
\]

The corresponding Lagrangian strain parameters \( n_{ij} \) are given by an equation analogous to Eq.(4.76)

\[
n_{ij} = \frac{1}{2} \left( \sum_k a_{ki}a_{kj} - \delta_{ij} \right). \tag{4.83}
\]
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This can be inverted leaving us with a power series in the Lagrangian strains \( n_{ij} \)

\[
a_{ij} = \delta_{ij} + n_{ij} - \frac{1}{2} \sum_k n_{ki} n_{kj} + \cdots \tag{4.84}
\]

which can be readily verified. The ratio of volume change during this transformation is given by

\[
\frac{V}{\overline{V}} = \det[a_{ij}] = 1 + \sum_i n_{ii} + \cdots \tag{4.85}
\]

which for infinitesimal strains can be truncated at the trace. If the Lagrangian strains from \( \overline{X} \) to the final configuration \( x \) are given by \( \bar{\eta}_{ij} \) and those from \( X \) to \( x \) are given by \( \eta_{ij} \), then we can write

\[
\bar{\eta}_{ij} + \frac{1}{2} \delta_{ij} = \frac{1}{2} \sum_k \frac{\partial x_k}{\partial \bar{X}_i} \frac{\partial x_k}{\partial \bar{X}_j}; \tag{4.86}
\]

\[
= \frac{1}{2} \sum_k \sum_{rs} \frac{\partial x_k}{\partial X_r} \frac{\partial x_k}{\partial X_s} \frac{\partial x_r}{\partial \bar{X}_i} \frac{\partial x_s}{\partial \bar{X}_j}, \tag{4.87}
\]

\[
= \sum_{rs} \left( \eta_{rs} + \frac{1}{2} \delta_{rs} \right) a_{ri} a_{sj}. \tag{4.88}
\]

This gives us the result for the derivative,

\[
\frac{\partial \bar{\eta}_{ij}}{\partial \eta_{rs}} = a_{ri} a_{sj} \tag{4.89}
\]

and if we carry out the transformation \( \overline{X} \) to \( X \) adiabatically then we can calculate the stress tensor evaluated at \( X \) as

\[
\sigma_{ij} = \frac{1}{V} \left( \frac{\partial U}{\partial \bar{\eta}_{ij}} \right) = \frac{1}{\overline{V}} \left( \frac{\bar{V}}{V} \right) \sum_{kl} \left( \frac{\partial U}{\partial \bar{\eta}_{kl}} \right) \left( \frac{\partial \bar{\eta}_{kl}}{\partial \eta_{ij}} \right). \tag{4.90}
\]
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Using the internal energy expansion in Eq.(4.78) and Eq.(4.89), we have

$$\sigma_{ij} = \left(\frac{V}{V}\right) \sum_{kl} a_{ik} a_{jl} \left[ \tilde{\sigma}_{kl} + \sum_{mn} \tilde{C}^{S}_{klmn} n_{mn} + \cdots \right]$$  \hspace{1cm} (4.91)

where $n_{ij}$ appears as a result of the evaluation at $X$. Inserting the expression for the transformation matrices into the above yields

$$\sigma_{ij} = \tilde{\sigma}_{ij} + \sum_{kl} n_{kl} \left[ -\tilde{\sigma}_{ij} \delta_{kl} + \tilde{\sigma}_{il} \delta_{jk} + \tilde{\sigma}_{jk} \delta_{il} + \tilde{C}^{S}_{ijkl} \right].$$  \hspace{1cm} (4.92)

Returning to the original notation, we write

$$\sigma_{ij}(x, S) = \sigma_{ij}(X, S) + B^{S}_{ijkl} \eta_{kl} + \cdots$$  \hspace{1cm} (4.93)

where we have defined the adiabatic Wallace tensor $B^{S}_{ijkl}$

$$B^{S}_{ijkl} = \frac{1}{2} \left( \sigma_{il} \delta_{jk} + \sigma_{jl} \delta_{ik} + \sigma_{ik} \delta_{jl} + \sigma_{jk} \delta_{il} - 2\sigma_{ij} \delta_{kl} \right) + \tilde{C}^{S}_{ijkl}. \hspace{1cm} (4.94)$$

The extra terms appear as a result of the symmetry present in the dummy variables $k$ and $l$ in Eq.(4.91). The Wallace tensor can be thought of as the generalisation of the elastic constants at finite stress. It is important to note that the Wallace tensor does not generally possess full Voigt symmetry. The change in internal energy for an initially stress configuration is thus

$$\frac{1}{V} \delta U \approx \sum_{ij} \sigma_{ij} \delta \eta_{ij} + \sum_{ijkl} \lambda^{S}_{ijkl} \delta \eta_{ij} \delta \eta_{kl} \hspace{1cm} (4.95)$$

where $\lambda^{S}_{ijkl} = \frac{1}{2}(B^{S}_{ijkl} + B^{S}_{klij})$ is the symmetrised Wallace tensor with the Voigt symmetry reimposed

$$\lambda_{ijkl} = \lambda_{jikl} = \lambda_{ijik} = \lambda_{klij}.$$  \hspace{1cm} (4.96)
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![Graph showing the cohesive energies of hcp, bcc, and fcc structures as a function of calcium concentration.](image)

**Fig. 4.5:** The cohesive energies were calculated as an average over many representative SQSs in the Mg-Ca alloy system. The bcc structure becomes relatively more stable as the Ca concentration is increased.

The first term in the internal energy expansion in Eq.(4.95) is equal to the applied stress due to the mechanical equilibrium condition. The second term provides the condition for mechanical stability which is that the symmetrised Wallace tensor is positive definite. Therefore, the crystal structure is stable under homogenous deformation if the eigenvalues of the symmetrised Wallace tensor are all positive.
4.4 Practical Considerations & Results

4.4.1 Thermodynamic Stability and Solubility

At zero pressure and ambient temperatures, Mg forms in the hcp crystal structure as previously stated. We have calculated the enthalpy $H_{\text{tot}}$ as a function of concentration for representative SQSs in each of the common metallic crystal structures. The correlation functions were matched out to range $R_a = 1.8a$ for the pairs and $R_a = 1.4a$ for the triplets. The enthalpy per atom was calculated using the GPT Mg-Ca alloy potentials introduced in Section 4.2.2 and plotted in Fig.(4.5). The volume was relaxed until the magnitude of the internal pressure $|P^{\text{(int)}}|$ was less than 0.1 MPa and the forces were relaxed with the FIRE algorithm [148] such that the root mean square force was less than $10^{-6}$ Ry a.u.$^{-1}$. We see in Fig.(4.5) that the fcc structure is more favourable than bcc at low Ca concentrations. As we increase the Ca concentration to $x = 0.1$, the bcc structure is more favourable than fcc. The enthalpy difference between bcc and hcp at this point is 0.78 mRy. The phonon contribution to the free energy was also considered. The phonon density of states (DOS) was calculated for hcp and bcc at their respective calculated equilibrium volumes with the tetrahedron method [270]

$$g(\omega, \Omega) = \sum_{q, \sigma} \delta(\omega - \omega_{q, \sigma}(\Omega)). \quad (4.97)$$

The full quasi-harmonic contribution to the free energy can be written in terms of the phonon DOS

$$F_{\text{qh}}(\Omega, T) = \int d\omega \ g(\omega, \Omega) \left[ \frac{1}{2} \hbar \omega + \frac{1}{\beta} \log \left( 1 - e^{-\beta \hbar \omega} \right) \right] \quad (4.98)$$

where $\beta$ is the inverse temperature. The difference between the quasiharmonic free
Fig. 4.6: The phonon contribution to the quasi-harmonic free energy difference (blue) between the hcp and bcc structures for the Mg-Ca alloy system with $x = 0.15$. The dotted line represents the electronic enthalpy difference between the hcp and bcc structures. The intersection of these lines gives the temperature at which the bcc structure is thermodynamically preferable to hcp.

energies calculated for an SQS with $x = 0.16$ is plotted in Fig. (4.6). The intersection of the dotted line represents the temperature at which the bcc phase becomes thermodynamically preferable to the hcp phase under the assumption that

$$G(0,T) \approx H_{\text{tot}}(\{R\}, \Omega) + F_{\text{qh}}(\Omega, T) - TS_{\text{conf}}$$

(4.99)

where $G$ is the Gibbs free energy and $S_{\text{conf}}$ is the ideal configurational entropy

$$S_{\text{conf}} = -k_B [x \log x + (1-x) \log (1-x)].$$

(4.100)
In principle, there are additional contributions from electronic entropy, electron-phonon coupling and phonon anharmonicity which also shift the zero of pressure. These contributions are expected to be small at ambient temperatures. Recently, there has been an extension of the GPT to include an electronic entropy contribution \cite{271, 272}. Furthermore, the GPT is well suited to the calculation of anharmonic corrections since radial derivatives are easily derived analytically to arbitrary order. The explicit electron-phonon contribution is more challenging and it is not clear how this could be done using the GPT formalism.

Returning to zero temperature, the heat of formation $\Delta H$ determines whether the solute, in this case Ca, is soluble. It is the energy required to keep the alloy from separating and can be written as

$$\Delta H = H_{\text{tot}} - x E_{\text{tot}}^{\text{Ca}} - (1 - x) E_{\text{tot}}^{\text{Mg}}.$$  \hspace{1cm} (4.101)

A negative heat of formation indicates that the solute is soluble. The results for Mg-Ca are shown in Fig. (4.7) where $E_{\text{tot}}^{\text{Ca}} = -0.1389$ Ry is taken from GPT calculations in the fcc phase of elemental Ca. In Fig. (4.7), we see that Ca is not soluble in any of the three metallic crystal structures that we have looked at. However, the bcc heat of formation is negative if the total enthalpy at $x = 0$ is taken in the bcc phase. This means that the largest contribution to Ca’s insolubility in the bcc phase is from the thermodynamic instability at $x = 0$. In the next subsection, we will explore the metastability of the bcc phase.

### 4.4.2 Mechanical Stability

We have investigated the mechanical stability of Mg-Ca alloy system in the bcc phase as a function of Ca concentration using the conditions outlined in the previous subsection. Since the bcc phase is a cubic phase and we are primarily concerned with the
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Fig. 4.7: The heat of formation is calculated for representative SQSs in the three common metallic crystal structures. Whilst Ca is not soluble in any of the three structures, the bcc structure has a negative heat of formation relative to the bcc Mg cohesive energy.

The stability of these alloys at zero pressure, the eigenvalues of the Wallace tensor reduce to the Born criteria for cubic crystals

\[
C_{11} - C_{12} \geq 0, \quad C_{44} \geq 0, \quad C_{11} + 2C_{12} \geq 0
\]  

(4.102)

where we have used Voigt notation. We notice that first condition is that the shear modulus \( C' \) is positive. Similarly, the final condition is equivalent to one specifying that the bulk modulus \( B_d \) is positive. The configurational degrees of freedom are treated using the special quasi-random structure (SQS) procedure [255, 256] whereby a finite periodic supercell is constructed with cluster correlation functions that best
Table 4.1: In cubic crystals, the Born stability criteria require the shear moduli $\bar{C}'$ and $\bar{C}_{44}$, and the bulk modulus $\bar{B}_d$ to be positive. These combinations of averaged elastic constants were calculated for the Mg-Ca alloy systems in the bcc phase following a force and volume relaxation of an SQS at different concentrations of Ca. The relaxed (zero pressure) atomic volumes $\Omega$ are listed too.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\Omega$ [a.u.$^3$]</th>
<th>$\bar{C}'$ [GPa]</th>
<th>$\bar{C}_{44}$ [GPa]</th>
<th>$\bar{B}_d$ [GPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>159.25</td>
<td>-1.2</td>
<td>31.9</td>
<td>32.4</td>
</tr>
<tr>
<td>0.05</td>
<td>165.66</td>
<td>12.5</td>
<td>17.7</td>
<td>31.4</td>
</tr>
<tr>
<td>0.10</td>
<td>170.00</td>
<td>5.8</td>
<td>16.3</td>
<td>31.2</td>
</tr>
<tr>
<td>0.15</td>
<td>174.16</td>
<td>4.1</td>
<td>10.3</td>
<td>30.5</td>
</tr>
</tbody>
</table>

match those of the truly random alloy. This was done for 1000 atom supercells at different concentrations of Ca up to 25% using the ATAT framework [273]. The correlation functions were matched out to range $R_a = 2a$ for the pairs and $R_a = 1.6a$ for the triplets and quadruplets. Both the volume and forces were relaxed using the Mg-Ca GPT alloy interatomic potentials of Section 4.2. The forces were relaxed using the FIRE minimisation scheme [148] until the root mean square total force was less than $10^{-6}$ Ry a.u.$^{-1}$. Similarly, the volume was relaxed until the magnitude of the internal pressure $|P^{(int)}|$ was less than 0.1 MPa. The elastic constants were calculated numerically using a first-order central difference scheme for the variation in stress tensor with strain

$$C_{ijkl} = \left. \frac{\partial \sigma_{ij}}{\partial \eta_{kl}} \right|_{\eta=0}$$  \hspace{1cm} (4.103)$$

where the GPT stress tensor $\sigma_{ij}$ can be written in terms of radial and volume derivatives of the volume term $E_{\text{vol}}$ and pair potential $v_2$ is given by
Following the relaxation of the atomic co-ordinates, the SQSs may have deviated somewhat from the initial cubic symmetry resulting in an elastic moduli tensor which does not have cubic symmetry. Before applying the Born stability criteria, we first average the elastic moduli tensor over the point group operations [274, 275]. In a cubic crystal, this corresponds to the simple arithmetic averages over the crystallographic directions [100], [010] and [001]

\[
\bar{C}_{11} = \frac{C_{11} + C_{22} + C_{33}}{3}, \quad \bar{C}_{12} = \frac{C_{12} + C_{13} + C_{23}}{3}, \quad \bar{C}_{44} = \frac{C_{44} + C_{55} + C_{66}}{3}. \quad (4.105)
\]

The results of the Born stability criteria with these averaged cubic elastic constants for these SQSs at different concentrations of Ca are listed in Table 4.1. We have also calculated the phonon density of states \( g(\omega) \) in the quasi-harmonic approximation in Eq.(4.97). The harmonic phonon frequencies can be calculated by diagonalising the dynamical matrix \( D \) which is given by

\[
D_{\mu\nu}(\kappa\kappa'; \mathbf{q}) = \frac{1}{\sqrt{M_{\kappa}M_{\kappa'}}} \sum_{\nu'} A_{\mu\nu}(\kappa0; \kappa'\nu') e^{i\mathbf{q} \cdot \mathbf{R}(\nu')}, \quad (4.106)
\]

where \( A_{\mu\nu} \) is GPT force constant matrix given by the binary alloy generalisation of Eq.(3.8). The quasi-harmonic density of states is calculated by turning Eq.(4.97) into the form given by the tetrahedron method [270] for the same zero-pressure Mg-Ca SQSs in Table 4.1. In Fig.(4.8), the density of states for zero pressure elemental Mg
exhibits imaginary frequencies (denoted as negative in the diagram) corresponding to
the mechanical instability. With small amounts of Ca \( x \in [0.05, 0.15] \), the phonon
density of states no longer exhibit imaginary frequencies. This is in agreement with
the elastic stability criteria in Table 4.1.

### 4.5 Conclusions

In this chapter, we have derived novel Mg-Ca alloy interatomic potentials and applied
them to random substitutional Mg-Ca alloys. These interatomic potentials utilised the
GPT alloy theory and are transferable to any ion configuration, ordered or disordered,
for a particular concentration \( x \). We have used these potentials to understand and
predict bcc metastability in the Mg-rich region of the phase diagram. These findings are significant for a number of reasons. Firstly, elemental Mg suffers from a plastic anisotropy which leaves it prone to brittle fracture since 5 slip planes are not guaranteed to be active under an arbitrary deformation. The bcc structure naturally has the 5 requisite slip systems for all its common dislocations. Secondly, we have found that metastability occurs at very small concentrations of Mg i.e. $x = 0.05$. At this concentration, the heat of formation for the bcc structure whilst positive is dominated by the structural energy difference. This leads us to believe that such an alloy may be producible in laboratory perhaps at high pressure in a diamond anvil cell.
4.5.1 Future Work

We finish with a discussion of possible future research directions. The expansion of the thermodynamic potential in terms of virtual crystal displacements was central to the derivation of the conditions for mechanical stability. The expansion in Eq.(4.67) was terminated at second order in the displacements. The presence of imaginary eigenfrequencies was interpreted to mean that the crystal was mechanically unstable. Higher order contributions may work to renormalise the quasi-harmonic phonon frequencies. These contributions may be large enough to stabilise the crystal structure as in bcc Ti [261]. For a strongly anharmonic crystal, such as those which are mechanically unstable at the harmonic level, we can expect the phonon-phonon coupling to be large. This requires a nonperturbative approach to anharmonicity such as the self consistent phonon approximation [204, 276, 277]. We assume the existence of an effective quasi-harmonic Hamiltonian and use a cumulant expansion of the free energy together with the Gibbs-Bogoliubov bound to derive a set of equations for the renormalised frequencies which can be self-consistently iterated. Alternatively, we can view it in the context of many-body perturbation theory and the calculation of a self-energy to infinite order. Preliminary calculations in Fig.(4.9) show that there are significant positive contributions to the original harmonic frequencies in bcc Mg at 300 K at the equilibrium volume. These calculations were performed with ALAMODE and they neglect cubic anharmonic terms [219, 276, 277]. Thus, at present, we cannot make any statements with regards to mechanical stability. Further work is necessary to connect with previous results in this chapter.

The nucleation of kinks and pairs is central to the ductility of bcc metals as previously discussed. Firstly, the Peierls barrier would need to be calculated as that would dictate whether the kink-pair nucleation mechanism is necessary for slip. However, the quantity itself is not well defined in an alloy as the dislocations are not straight.
Methods based on the Labusch statistical theory exist for low concentration alloys [278–280]. Central to these methods is the calculation of the solute-defect interaction energies. These calculations place an individual solute atom in an otherwise pure metal at each site in some neighbourhood of the dislocation. In our particular case, this is confused by the fact that Ca is required to be present as it stabilises the structure. One possible solution would be to retain the Ca outside a neighbourhood of the dislocation and calculate the solute-defect interaction energy in the same manner as before.
Chapter 5

Conclusions

“In the long run, we are all dead.”

John Maynard Keynes

The purpose of this thesis was to develop QBIPs and extend the GPT formalism for use in Mg and its alloys. The GPT in its modern density functional formulation is the closest method there is to a $O(N)$ implementation of KS-DFT suitable for metals at low temperature. Previous work with the GPT demonstrated its predictive and explanatory power in bulk elemental simple metals [9, 96]. In Chapter 3, we addressed the central problem with the GPT applied to simple metals i.e. that it cannot describe free surfaces or defects with a large associated free volume. By allowing the GPT total energy to depend on a theoretically-motivated representation of the average local electron density, we found a considerable correction to the fully-relaxed vacancy formation energy. In Chapter 4, we derived Mg-Ca interatomic potentials using the alloy GPT formalism. Ca is of interest to metallurgists in Mg because it is seen as a potential replacement for rare-earth metals in Mg. In our case, we used these potentials to investigate the thermodynamic and mechanical stability of the bcc phase for small concentrations of Ca. We found that at just 5% Ca, the bcc structure was mechanically stable.
The Adaptive Generalised Pseudopotential Theory

In Chapter 3, we introduced the aGPT as a method for including local variations in the electron density into the GPT. We derived forces and the atomic stress tensor and applied them to a range of bulk properties including phonon dispersion, elastic constants and stacking fault energies. We found good agreement with experiment and KS-DFT values for the relaxed vacancy formation energies. We also used the volume conserving elastic constants to determine the optimal values of the distribution function for the averaging of the pseudoatom density. This selected out a smaller averaging sphere radius of $R_a = 1.8R_{WS}$.

There was some disagreement, $\sim 50$ meV, with KS-DFT for divacancy binding energies where one vacancy was in the first or second neighbour shell of the other vacancy. There are a couple of things that can be said about this discrepancy. Firstly, the scale of the divacancy binding energy is small and could well be within the unknown DFT and aGPT error bars. Assuming that the error bars are small and non-overlapping, then the problem is with the averaging distribution function. Whilst other distribution functions have been trialled without success, it is still an area that can be explored. An ideal distribution would produce a more localised background electron density function.

Future work should centre on applying the aGPT to free surfaces such as cleaved surfaces, voids and cracks. Previous work by Moriarty and Phillips [147], found good agreement with unrelaxed experimental surface formation energies using the aGPT. It is expected that this would also be the case for relaxed surfaces including those with surface reconstructions. Combined with KS-DFT calculations for comparison, these surface calculations would form a precision test of the form of the averaging distribution function.

The results were produced with our own in-house Fortran codes without much in
the way of code optimisation. Even so, these codes have been used by our research group to study basal kinks in hcp Mg with 1.5 million atoms with the GPT. The computational scaling of the aGPT remains linear with a prefactor $27N_c$ times larger than the GPT where $N_c$ is the size of a linked-list cell block [41, 112]. This increase in scaling is approximately analogous to the difference between MEAM and EAM. Both of these empirical potentials, alongside the GPT/MGPT, have been efficiently implemented within LAMMPS [229]. Building an efficient implementation of the aGPT within LAMMPS remains an open project. A good test application once completed, would be self-diffusion using molecular dynamics [281].

We have thought about applying the aGPT to alloys (using a similar formalism to Chapter 4), but there are a couple of unresolved problems. Firstly, if the $B$ atom were a non-simple metal, we may expect some $s$-$d$ transfer in the alloy. The $B$ atom valence occupation $Z_B$ would become configuration dependent. In principle, this would require a self-consistency cycle for $Z_B$ and $Z_d^B$. We could make the approximation that the $B$ atom valence occupation is static, however we would still run into the second problem.

In the elemental aGPT, we avoided an explicit calculation of the on-site density $\bar{n}_a$ by using the bulk-constraining equation which doesn’t apply in the alloy. It is unclear how to calculate $\bar{n}_a$ in the alloy without resorting to an integration.

**Stability of the BCC Structure in the Mg-Ca Alloy System**

We derived Mg-Ca interatomic potentials using the GPT alloy formalism. We then used these potentials to determine whether the bcc structure was mechanically stabilised for small Ca concentrations up to $x = 0.25$. Using two mechanical stability criteria, the Born stability criteria and the absence of imaginary frequencies in the phonon spectrum, we have determined that the bcc structure was stabilised at $x = 0.05$. The solubility of Ca in Mg was also investigated. We found that the heat of
formation was generally positive for the common metallic crystal structures. However, the enthalpy for bcc had a negative gradient with respect to concentration at small amounts of Ca. These results are important for a number of reasons. Firstly, the bcc structure is free of the plastic anisotropy that plagues hcp metals. This is because the lowest energy dislocations in bcc possess the requisite 5 independent slip systems. The metastability occurs at very low concentrations of Ca, which leads us to believe that it should be possible to produce the alloy experimentally.

Whilst the bcc structure possesses the requisite number of slip systems, bcc metals are often not ductile at low temperatures. This is due to presence of a large Peierls stress. Before a bcc alloy is declared generally ductile, the Peierls stress would need to be calculated. If the Peierls stress is indeed large, then slip must occur via a kink-pair nucleation mechanism; a thermally activated process. Unfortunately dislocation calculations are challenging in alloys, as the simplifying assumption of a straight dislocation is not applicable. This can usually treated with the Labusch statistical theory [278–280]. In our particular case this is extremely challenging due to the bcc structure being unstable in elemental Mg.

It is also worth investigating the temperature dependence of the mechanical stability of the crystal structure. This is done by introducing anharmonicity into the phonon spectra. The higher order derivatives in the expansion of the potential in terms of virtual displacements renormalise the quasi-harmonic frequencies. The GPT is an ideal electronic structure method for such a calculation, since fourth-order derivatives are easy to calculate and are known analytically. At finite temperature, the amount of Ca required to stabilise the structure may be smaller.
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