Abstract—Understanding and classifying electromyogram (EMG) signals is of significance for dexterous prosthetic hand control, sign languages, grasp recognition, human-machine interaction, etc. The existing research of EMG-based hand gesture classification faces the challenges of unsatisfied classification accuracy, insufficient generalization ability, lack of training data and weak robustness. To address these problems, this paper combines unsupervised and supervised learning methods to classify an EMG dataset consisting of 10 classes of hand gestures. To lessen the difficulty of classification, clustering methods including subtractive clustering and fuzzy c-means (FCM) clustering algorithms are employed first to obtain the initial partition of the inputs. In particular, modified FCM algorithm is proposed to accustom the conventional FCM to the multi-classification problem. Based on the grouping information obtained from clustering, a type of two-step supervised learning approach is proposed. Specifically, a top-classifier and three sub-classifiers integrated with windowing method and majority voting are employed to accomplish the two-step classification. The results demonstrate that the proposed method achieves 100% test accuracy and the strongest robustness compared to the conventional machine learning approaches, which shows the potential for industrial and healthcare applications, such as movement intention detection, grasp recognition and dexterous prostheses control.

Index Terms—EMG signals, clustering, hand gesture classification, machine learning, deep learning, fuzzy c-means (FCM).

I. INTRODUCTION

The electromyogram (EMG) signals from human muscle are widely used to identify neuromuscular diseases. Apart from medical and diagnostic applications, the recognition of patterns of EMG signals generated by different movements has great values and potential in Biomechanics, Kinesiology, Mechanical bionics, etc. One of the most successful and significant applications is the EMG controlled prosthesis, which is beneficial for amputees and patients who have difficulties to make specific movements. Understanding and classifying EMG signals are also helpful for recognising gestures, sign languages, human-machine interaction [1], etc.

Recently, the machine learning based approaches have been employed in classification of EMG signals [2]–[6].
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To overcome the disadvantages of human interpretation of physiological signals such as dependency on expert knowledge and inevitable human errors, the computer supported signal analysis including signal processing, feature extraction, classification, etc. were developed and various on-line and off-line systems have been established [7]–[10]. Rami N. Khushaba et al. collected a series of EMG signals having different number of finger movements and channels and proposed a variety of EMG signal processing techniques [11]–[14]. This paper adopts the dataset provided by Rami N. Khushaba et al. in [15] which includes 10 single and combine finger movements recorded through 2 electrodes. K. Anam et al. used the recurrent neural network on this dataset and achieved 96.3% validation accuracy. Rami N. Khushaba et al. employed k-nearest neighbors (KNN) algorithm, support vector machine and Bayesian fusion methods on this dataset which achieved 92.0% offline accuracy. Also, with this dataset, K. Anam et al. proposed system employing spectral regression discriminant analysis for dimensionality reduction, extreme learning machine for classification and the majority vote for the classification smoothness, which was able to recognize the individual and combined fingers movements with up to 98.0% classification accuracy [16].

Having reviewed the success of the reported results, the existed study on EMG-based hand gesture classification has some limitations and challenges. At first, EMG signals are prone to contaminations caused by real-world factors such as electrode shift and muscle fatigue. Small changes of the EMG traces may result in great impacts on classification results [17], [18]. Also, due to the limitation of data acquisition, the number of available data tends to be insufficient for deep learning’s training [15]. To compensate the weak robustness of the established models and the insufficient training data, more data are employed for training in some literatures [17], [18], which further complicates the classification. In addition, the trained models tend to be subject-specific and are not easy to be generalized to other datasets, since different subjects have different data characteristics such as contractions’ strength, skin thickness and muscular mass [18].

This paper attempts to solve the relevant challenges including model’s weak generalization capability, lack of training data, weak robustness and unsatisfied classification performance with the dataset [15] mentioned above by Rami N. Khushaba. The dataset is used for the reason that it includes 10 single and combined figure movements, two electrodes was used when data collection which has less intrusion and
lower computational cost, besides, the dataset has been used in the above literature which can be regarded as the benchmark dataset for comparison. Unsupervised and supervised learning methods are used to handle the classification of EMG signals. The main classification procedures are shown in Fig. 1. Data preprocessing is conducted first to de-noise and prepare data for classifiers. Then unsupervised learning approaches including two clustering methods are adopted to obtain the initial partition of the dataset. Based on the proximal information provided by clustering methods, supervised learning is then employed to implement the classification. The experimental results demonstrate that the proposed method achieves 100% test accuracy as well as the strongest robustness compared to conventional machine learning methods. The contributions of this paper are summarised as follows:

- Modifying the algorithm of fuzzy c-means (FCM) clustering to accustom to the problem of multi-class classification.
- Two-step classification method is designed to lessen the difficulty of model’s training compared to the one-step classification.
- The generalization ability of the proposed model is improved by introducing majority voting at two classification stages.
- The proposed model obtains 100% test accuracy and the strongest robustness compared to five widely used machine learning methods, which shows the feasibility of practical application.
- Auxiliary data preprocessing methods including feature extraction, normalization as well as windowing method are used for different classifiers.
- Comprehensive comparisons with conventional machine learning methods including feed-forward neural network (FNN), CNN, decision tree, random forest, KNN are conducted.

The structure of the rest of this paper is as follows. Section II introduces the preliminaries used in this paper. The overall picture of the experiment is illustrated in Section III. Data information and processing methods are elaborated in Section IV. The unsupervised learning algorithm is introduced in Section V. Section VI describes the supervised learning approaches, the classification procedures and the obtained results. The robustness analysis is presented in Section VII. Section VIII draws the conclusion.

II. PRELIMINARIES

In this section, the preliminaries about the algorithms used in this paper are presented.

A. Subtractive Clustering

To determine the appropriate number of clusters and the initial value of the cluster centers, subtractive clustering algorithm, which is an extension of the mountain clustering method proposed in [19], is adopted in this paper. Assumed that the dataset $X$ consists of $n$ samples awaiting clustering, i.e., $X = (x_1, x_2, \ldots, x_n)$. With subtractive clustering, it is assumed that each sample $x_i$ is a potential cluster center and possesses the density of surrounding samples as follows [20]:

$$D_i = \sum_{z=1}^{n} e^{-\alpha||x_i-x_z||^2}, \quad \alpha = \frac{4}{\pi^2}, \quad (1)$$

where $r_a$ is a positive constant. Obviously, if $x_i$ has lots of neighbouring samples, it will have a high density value. Calculate the density of all samples and the data point with the highest density $D_{c_1}$ is selected to be the first cluster center $x_1^*$. To avoid that the neighbouring data points of cluster center become a new cluster center, all samples’ density is updated by

$$D_i = D_i - D_{c_1} e^{-\beta||x_i-x_1^*||^2}, \quad \beta = \frac{4}{r_b^2}, \quad (2)$$

where $r_b$ is a positive constant $r_b$ is generally greater than $r_a$. Repeat the above procedures of obtaining new cluster center and modifying densities until

$$D_{c_k} < \epsilon D_{c_1},$$

where $\epsilon$ is a specific fraction [20].

B. Other Machine Learning Models

To compare the classification performance of the proposed model, other conventional machine learning models in the literature including FNN [21], random forest [22], decision tree [23] and KNN [24], [25] are also employed in this paper.

Particularly, when training FNN, the optimization algorithms used in this paper including Levenberg-Marquardt (LM) method, conjugate gradient backpropagation with Powell-Beale restarts and adaptive moment estimation (Adam), in which LM algorithm achieved the best performance in most cases of the experiments in this paper. The update rule of LM algorithm is given below [26].

$$W_{k+1} = W_k - (J_k^T J_k + \lambda I)^{-1} J_k e_k, \quad (3)$$
where \( k \) is the index of iterations, \( W_k \) represents the weights to be updated, \( J_k \) denotes the Jacobian matrix, \( \lambda \) is the combination coefficient, \( I \) is the identity matrix and \( e_k \) denotes the error vector containing the output errors for each input vector \([26]\). An example of FNN structure used in this paper is shown in Fig. 2, where there are \( m + 1 \) hidden layers with \( n \) nodes in each layer and the number of classes is \( N \).

### III. Overall Implementation Procedures

The overall working principle of this paper is illustrated as follows.

In the clustering process, all training inputs are processed by normalization (Section IV-B1) and feature extraction (Section IV-B2). The processed data are first clustered by subtractive clustering (Section II-A, V) which determines the number of clusters and the initial values of the cluster centres. The obtained cluster numbers and the values of cluster centres are then used by FCM algorithm which aims to offer the explicit partition of the dataset by means of updating the clusters’ centers and the membership degree according to the optimization procedures (Section V). As each data point has been given a targeted class, FCM is modified to be able to provide the same cluster number for all samples in the same class.

In the classification process, the classifiers in Fig. 3 takes training samples as inputs which are processed by normalization (Section IV-B1) and windowing method (Section IV-B3) to generate the windowing data. When the samples get into the top classifier, as three clusters and the corresponding classes are determined by the clustering methods, the top classifier will classify the windowing data into three classes (Section V). The outputs of the top classifier indicate which sub-classifier to be used for the further classification, and they will be processed by majority voting which aims to rectify the classification results of windowing samples. Next, the windowing samples will be classified by the corresponding sub-classifier, and the classification results of sub-classifiers will be processed by majority voting. The final predicted outputs are then modified to be the corresponding classes, i.e., the predicted results 1, 2, 3, 4 by the first sub-classifier indicate the corresponding original classes 1, 5, 7, 9, similarly for the results obtained by other sub-classifiers.

At the test stage, each sample processed by normalization and windowing method will go through the top classifier first and obtain a cluster (group) number \( i \), \( i \in \{1, 2, 3\} \), then the \( i \)-th sub-classifier will be used accordingly to provide the final classification result of this data point.

The overall structure of the implementation procedures is demonstrated in Fig. 3. The following sections elaborate the details of the experiment.

### IV. Data Information and Processing

#### A. Data Information

The data used in this paper is the public dataset in [15] by Rami N. Khushaba. 8 subjects aged between 20 and 35 years old without neurological or muscle disorders were recruited to execute the required order of the finger movements. Ten classes of fingers movements shown in Fig. 4 are collected: Thumb (T), Index (I), Middle (M), Ring (R), Little (L) and the pinching of combined Thumb-index (TI), Thumb-Middle (TM), Thumb-Ring (TR), Thumb-Little (TL), and finally the hand close (HC). The data information is summarized in Table I.

1) Advantages of the dataset: This dataset [15] is selected for the reason that it detected single and combined finger movements with just two electrodes, which leads to less intrusion, lower computational load and would make the prosthesis design more dexterous and flexible. Plenty of other related datasets either used more than two EMG electrodes for data collection [27]–[30] or did not consider combined finger movements [31], [32].

2) Sampling method: The sampling method used in this paper is the stratified sampling which is implemented by dividing the dataset into subgroups and selecting the samples from each group. As there are 10 classes of hand gestures, to make the inputs contain the balanced amount of samples from each class, we randomly select training, validation and test samples from each class and combine them to form the final datasets. Thus the classifier is fed by the data consisting of the equal number of samples from each class.

#### B. Data Processing

As shown in Fig. 3, the input data will go through the data processing procedures including normalization, which is introduced in Section IV-B1, feature extraction in Section IV-B2 and windowing in Section IV-B3.

1) Normalization: To de-noise and eliminate the large difference of signal amplitude between different subjects, the input signals of each subject were rescaled to the range \([0, 1]\) through

\[
y_N = \frac{y - y_{\text{min}}}{y_{\text{max}} - y_{\text{min}}},
\]

where \( y \) is the signal to be normalized, \( y_N \) is the normalized signal, \( y_{\text{min}} \) and \( y_{\text{max}} \) denote the minimum and maximum elements in \( y \), respectively.

2) Feature extraction: Feature extraction is used to extract important information from the raw data and reduce the redundancy. After trying more than 30 time-domain and frequency-domain features as well as their combinations [33]–[35], the two features which achieve the best performance were
Fig. 3: Diagram of the overall structure of the experiment. The solid lines indicate the process of the implementation and the dashed lines represent the auxiliary information provided for training.

Table I: Data Information

<table>
<thead>
<tr>
<th>Sampling rate</th>
<th>Sampling time</th>
<th>Number of electrodes</th>
<th>Sample’s size</th>
<th>Number of subjects</th>
<th>Number of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>4000 Hz</td>
<td>5 seconds</td>
<td>2</td>
<td>20000 x 2</td>
<td>8</td>
<td>480 (training: 320, test: 160)</td>
</tr>
</tbody>
</table>

Fig. 4: Ten classes of finger movements. The sub-figures from left to right correspond to the single finger movements (Thumb (T), Index (I), Middle (M), Ring (R) and Little (L) in this first line) and combined finger movements (ThumbIndex (TI), ThumbMiddle (TM), ThumbRing (TR), ThumbLittle (TL) and hand close (HC) in this second line), respectively.

selected, i.e., in time domain, the sum of absolute value (SAV) of each channel:

\[ \text{SAV} = \sum_{i=1}^{L} |e_i|, \]

where \( e_i \) represents the EMG signal in a segment \( i \), \( L \) denotes length of the whole signal and \( |\cdot| \) represents the absolute value of the signal. The second feature is obtained in frequency domain, that is, the standard deviation (STD) of each channel:

\[ \text{STD} = \sqrt{\frac{1}{L-1} \sum_{i=1}^{L} (|F(e_i)| - \mu)^2}, \]

\[ \mu = \frac{1}{L} \sum_{i=1}^{L} |F(e_i)|, \]

where \( F(\cdot) \) denotes the Fourier transform of the signal.

3) Windowing scheme & majority voting: As shown in Fig. 5, windowing scheme is implemented by sliding a window of the size \( w \) with increment \( \epsilon \) over the original sample to cut the sample before and after the window while not modifying the contents within the window [36], which has proved to be effective for deep learning training [37]. Through this operation, subsets of original samples can be obtained.

Windowing method is adopted for the following reasons. First, the complete sample is too large to process and contains redundancy. Secondly, in the scenarios that data are insufficient for training (we just have 480 EMG samples in implementation), this method provides the large number of input data and can force the CNN to learn features from each windowing data rather than the complete sample, which was shown efficient and provided satisfactory performance for deep learning training [37]. Thirdly, the instantaneous sample of the EMG signal has incomplete information of the overall muscle activity. We found that the integration of windowing method and majority voting can improve the accuracy by means of increasing the training samples and providing comprehensive decision making procedure.

Denote the number of newly generated samples by \( n_1 \), original data length by \( n_2 \), window size by \( n_3 \) and the window increment by \( n_4 \), the number of generated samples can be computed as:

\[ n_1 = (n_2 - n_3)/n_4 + 1. \]

After training, the new generated samples will be given predicted labels. Majority voting is used at this stage to gather the predicted information of the newly generated samples and derive the final results of all samples. For example, as the
length of sliding window in this paper is set to 500 with increment 10, each sample can generate 1951 new samples. After training, majority voting is used to obtain the predicted label for each sample from 1951 corresponding results. If 1500 newly generated samples are classified into class 1, 100 samples are in class 7 and the rest 351 samples are in class 3, after majority voting, the label of the original sample should be class 1.

As there are two classification stages in implementation, voting has been conducted twice at two stages. The first voting is conducted for the top classifier to rectify the predicted results. Then, voting is implemented again after the sub-classifiers to further improve the classification performance.

V. UNSUPERVISED LEARNING APPROACH

Unsupervised learning approach is adopted beforehand to alleviate the difficulty and complication of classification. As mentioned above, we use clustering method including subtractive clustering and FCM to analyze the commonality of the data and group the data into specific number of groups for further classification. Subtractive clustering is commonly used when not knowing how many clusters there should be for a specific dataset and what the initial values of the cluster centers are. Therefore, to find out the number of clusters as well as the cluster centers for the EMG dataset, subtractive clustering is employed first. Then we use FCM to update the cluster centers and provide the degree that each sample belongs to a cluster, where the degree is described by a membership grade. A general FCM is based on minimizing the objective function as follows:

\[
\begin{align*}
\min_{U,C} J_m(U,C) &= \sum_{i=1}^S \sum_{j=1}^N \mu_{ij}^m ||x_j - c_i||^2, \\
\text{s.t.} \sum_{i=1}^S \mu_{ij} &= 1, \quad j = 1, 2, \ldots, N, 
\end{align*}
\]

where \(x_j\) represents the \(j\)-th sample, \(\mu_{ij}\) denotes the membership degree with respect to the sample \(x_j\) in the \(i\)-th cluster. \(m\) represents the fuzzy overlap degree, \(c_i\) denotes the center of the \(i\)-th cluster. \(U = \{u_{ij}\}, C = \{c_i\}, j = 1, 2, \ldots, N, i = 1, 2, \ldots, S\) in which \(N\) is the number of samples and \(S\) is the number of clusters. Based on the FCM algorithm, the cluster centers and the degree of membership are updated through

\[
\begin{align*}
c_i &= \frac{\sum_{j=1}^N x_j \mu_{ij}^m}{\sum_{j=1}^N \mu_{ij}^m}, \quad \mu_{ij} = \frac{1}{\sum_{p=1}^S \left( \frac{||x_j - c_p||}{||x_j - c_p||^2 + m^2} \right)^{\frac{1}{m-1}}},
\end{align*}
\]

However, the problem is that the FCM clustering groups the data only based on the features inherent in the EMG signals and does not take into account the corresponding labels, thus, the data points belong to the same class might be grouped into different clusters through FCM, which is not supposed to happen. Therefore, we cannot directly use the solution (8) for the 10-class dataset. In order to tackle this problem, i.e., taking samples’ labels into consideration, making use of the label information when clustering and making the samples in the same class share the same cluster number, the modified FCM clustering is proposed as follows.

Assume that there are \(P\) classes of samples, and each class has \(Q\) samples, then we have \(N = P \times Q\). As each sample will be assigned to a specific cluster by using FCM method, the problem of using the above objective function is that the samples in the same class might be assigned to different clusters. To avoid this problem, i.e., to make the \(Q\) samples which belong to the same class are in the same cluster, \(J_m\) is modified as follows.

\[
\begin{align*}
\min_{U,C} J_m(U,C) &= \sum_{i=1}^S \sum_{j=1}^P \mu_{ij}^m \sum_{k=1}^Q ||x_{kj} - c_i||^2, \\
\text{s.t.} \sum_{i=1}^S \mu_{ij} &= 1, \quad j = 1, 2, \ldots, P.
\end{align*}
\]

The Lagrangian function of problem (9) is

\[
F(\lambda, U, C) = \sum_{i=1}^S \sum_{j=1}^P \mu_{ij}^m \sum_{k=1}^Q ||x_{kj} - c_i||^2 + \sum_{j=1}^P \lambda_j \sum_{i=1}^S (\mu_{ij} - 1).
\]

Then, \(\mu_{ij}\) and \(c_i\) are obtained as follows. First, calculate the derivative of \(F\) with respect to \(\mu_{ij}\)

\[
\begin{align*}
\frac{\partial F(\lambda, U, C)}{\partial \mu_{ij}} &= m \cdot \mu_{ij}^{m-1} \sum_{k=1}^Q ||x_{kj} - c_i||^2 + \lambda_j = 0.
\end{align*}
\]

Obviously,

\[
\mu_{ij} = \frac{1}{\left( \sum_{k=1}^Q ||x_{kj} - c_i||^2 \right)^{\frac{1}{m-1}}} \cdot \left( -\frac{\lambda_j}{m} \right)^{\frac{1}{m-1}}.
\]

Since

\[
\sum_{i=1}^S \sum_{j=1}^P \mu_{ij} = 1,
\]

substituting Eq. (12) into Eq. (13), we obtain the equation as follows:

\[
\sum_{i=1}^S \left( \frac{1}{\sum_{k=1}^Q ||x_{kj} - c_i||^2} \right)^{\frac{1}{m-1}} \cdot \left( -\frac{\lambda_j}{m} \right)^{\frac{1}{m-1}} = 1.
\]

Obviously it follows,

\[
\left( -\frac{\lambda_j}{m} \right)^{\frac{1}{m-1}} = \left( \frac{1}{\sum_{i=1}^S \left( \sum_{k=1}^Q ||x_{kj} - c_i||^2 \right)^{\frac{1}{m-1}}} \right)^{-1}.
\]

Substituting Eq. (15) to Eq. (12), we have

\[
\mu_{ij} = \sum_{k=1}^P \left( \sum_{i=1}^S \frac{1}{\left( \sum_{k=1}^Q ||x_{kj} - c_i||^2 \right)^{\frac{1}{m-1}}} \right)^{-1}.
\]

To obtain the centers of the clusters, we can calculate the derivative of \(F\) with respect to \(c_i\):

\[
\frac{\partial F(\lambda, U, C)}{c_i} = -2 \sum_{j=1}^P \sum_{k=1}^Q \mu_{ij} \cdot (x_{kj} - c_i) = 0.
\]

Then we have,

\[
c_i = \frac{\sum_{j=1}^P \sum_{k=1}^Q x_{kj} \mu_{ij}^m}{Q \cdot \sum_{j=1}^P \mu_{ij}^m}.
\]
In essence, the modification of FCM is to consider a class of data points as a whole and calculating the membership degree for each class instead of each sample. After the modification, the samples in the same class share a membership degree $\mu_{ij}$ and the updating rule of cluster centers and membership degree is transformed from (8) to (19) as follows.

\[
c_i = \frac{\sum_{j=1}^{P} \mu_{ij}^m \sum_{k=1}^{Q} x_{kj}}{\sum_{j=1}^{P} \mu_{ij}^m}, \tag{19a}
\]

\[
\mu_{ij} = \left( \sum_{p=1}^{S} \left( \frac{\sum_{k=1}^{Q} \|x_{kj} - c_i\|^2}{\sum_{k=1}^{Q} \|x_{kj} - c_p\|^2} \right) \right)^{-1}. \tag{19b}
\]

The algorithm of clustering the original dataset is shown in Algorithm 1. Note that the data fed into the subtractive clustering model and FCM is the data after feature extraction. In Algorithm 1, we first use the subtractive clustering method to get the intuition of appropriate cluster numbers and initialize the cluster centers. The objective of the optimization problem (9) is reached by updating the values of $\mu_{ij}$ and $c_i$.

**Algorithm 1 Integration of Subtractive Clustering and Modified FCM**

1. Using subtractive clustering method (introduced in Section II-A) to obtain the number of clusters $N$ and initial centers $C$. Assume that the maximum number of iteration is $T$ and the minimum number of improvement is $\delta$.
2. repeat
3. Calculate $\mu_{ij}$ according to Eq. (19b).
4. Update the cluster centers $c_i$ by Eq. (19a).
5. Calculate the objective function Eq. (9a).
6. until the objective value improves by less than the threshold $\delta$ or after $T$ iterations.

The STOP conditions are reaching the threshold $\delta = 0.0001$ or the maximum number of iterations $T = 50$. If any one of the conditions is satisfied, the algorithm stops.

VI. SUPERVISED LEARNING APPROACHES

The supervised learning approaches are employed to implement the classification based on the cluster results obtained in Section V. As described in Section III and Section V, three clusters are obtained after using subtractive clustering and modified FCM algorithm:

- **Cluster 1**: class 1, class 5, class 7, class 9
- **Cluster 2**: class 2, class 3, class 8
- **Cluster 3**: class 4, class 6, class 10

Thus, we establish a top model to classify the inputs into three classes first, then use three classifiers respectively to classify the data in three clusters. To train the top model, the target of inputs in classes 1, 5, 7, 9 is set to 1, the target of inputs in classes 2, 3 and 8 is set to 2 and that of the rest is set to 3.

A. Top Classifier

Five different models for the top classifier are attempted: CNN, FNN, decision tree, KNN and random forest. The specifications of the classifiers are shown in Table II. The architecture of the top CNN is shown in Fig. 6.

![Fig. 6: The structure of the CNN used in this paper.](image)

For the whole classification structure, the top classifier’s accuracy is significant for the final accuracy. If a data point is wrongly classified in the beginning by the top classifier, it is impossible that the sample is predicted correctly in the end, which is also the main fragility of this two-step classification structure.

In order to find out the most appropriate data processing method, feature extraction, windowing method and the combination of them are adopted in this paper. That is, three data types: (i) data after feature extraction, (ii) data after windowing and (iii) data after the combination of windowing and feature extraction, are respectively fed into the classifiers FNN, CNN, KNN, decision tree and random forest. Each classifier is fed by three types of inputs (i)-(iii) and the data type which achieves the best performance is chosen for this classifier. Table III shows the selected data processing method for each classifier and the corresponding classification accuracy.

The training and test performance of various classifiers with different input types is shown in Table III. It can be seen from the results that FNN, KNN and random forest are fed by the data after feature extraction, CNN’s input is the windowing data. Decision tree uses the data processed by feature extraction and windowing, which means doing windowing first and then extract the features from the newly generated windowing samples. Two features used here are illustrated in Section IV-B2.

The results in Table III shown that CNN with windowing method achieves the best performance, i.e., 100% test accuracy when classifying the data into three clusters. Decision tree and random forest also have high accuracy, 97.50% and 96.25% respectively, FNN and KNN follows with the test accuracy 95.63% and 95.00%. From the results shown in Table III, it can also be concluded that the dimension reduction method is more preferable for the conventional machine learning methods while the deep learning method relies on large amount of training data to learn and abstract out the patterns inherent in the data.

Based on the classification performance of different models, CNN with the windowing method is selected to be the top classifier.

B. Sub-Classifiers

As CNN with windowing method achieves satisfied performance at the first classification stage, to train three sub-classifiers, we also adopt windowing method to generate windowing samples. Since the windowing inputs are used by sub-classifiers, majority voting is conducted again when collecting the results. More specifically, majority voting is used twice in the process of two-step classification. The first
voting is conducted to rectify the predicted results of the top classifier. It is implemented again after the sub-classifiers to further improve the classification performance. The three sub-classifiers are modeled by CNNs which have the same specification as the top classifier’s. Because there are four classes in Cluster 1, the structure of the first sub-classifier has four nodes in the output layer, the second and the third sub-classifier have the same structure as the top classifier shown in Fig. 6.

After training, the training and test accuracy of three sub-classifiers are all 100%. Till now, the proposed two-step approach achieves 100% test accuracy (the test accuracy is 94.98% before the majority voting), meaning every original sample in the test dataset can be correctly classified.

VII. ROBUSTNESS

Robustness analysis aims to evaluate the model’s tolerance of input perturbations. We add different levels of Gaussian noise to the test data and feed the contaminated data into the classifiers. Assume that the inputs are represented by a matrix \( a \) whose dimensions are \( s_1 \times s_2 \). After adding additive form of noise, the inputs becomes

\[
\tilde{a} = a + m \cdot \text{randn}(s_1, s_2),
\]

where \( \tilde{a} \) denotes the contaminated inputs, \( m \) represents the noise levels which are positive values, \( \text{randn()} \) represents the function of Gaussian noise and \( \cdot \) denotes the element-wise multiplication, the size of \( \text{randn}(s_1, s_2) \) is the same as the size of \( \tilde{a} \). Given that the raw inputs’ order of magnitude is \( 10^{-5} \), the noise levels are accordingly set to \( m = 1 \times 10^{-5}, 2 \times 10^{-5}, 1 \times 10^{-4} \).

To make comparative comparison with other conventional machine learning approaches, we also employ decision tree, random forest, KNN, FNN and CNN for one-step training. Different from the proposed method, the comparative models are fed by regular data, i.e., 10 classes inputs and targets as well as the corresponding contaminations for robustness analysis. The results are shown in Table IV. The proposed model achieves the 100% test accuracy when giving the level of \( 1 \times 10^{-5} \) additive noise, and has 95.63% test accuracy when the noise level is \( 2 \times 10^{-5} \).

VIII. CONCLUSION

In this paper, the unsupervised learning approaches and supervised learning methods are employed to classify EMG signals consisting of 10 classes of hand gestures. The clustering algorithms including subtractive clustering and the modified FCM are first employed to group the classes which have similarity and are difficult to be classified. Based on the obtained clusters, the classification procedure is divided into two steps. At the first stage, a top classifier is used to classify the data into three clusters; at the second stage, sub-classifiers are trained accordingly to classify the data in each cluster. The proposed method achieves 100% test accuracy and the strongest robustness compared to five widely used classifiers. The main contributions of this paper include the modification of conventional FCM algorithm to make it accustomed to multi-class classification, the design of two-step classification which reaches 100% classification accuracy and strong robustness, and the comprehensive comparison with five widely used machine learning models.

TABLE II: Configurations of Machine Learning Models.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Input type</th>
<th>FNN</th>
<th>CNN</th>
<th>KNN</th>
<th>Random Forest</th>
<th>Decision Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>FNN</td>
<td>Feature extraction</td>
<td>98.75%</td>
<td>95.63%</td>
<td>95.63%</td>
<td>97.50%</td>
<td>96.25%</td>
</tr>
<tr>
<td>KNN</td>
<td>Feature extraction</td>
<td>100.00%</td>
<td>95.00%</td>
<td>96.25%</td>
<td>98.75%</td>
<td>98.75%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>Windowing &amp; Feature extraction</td>
<td>100.00%</td>
<td>97.50%</td>
<td>97.50%</td>
<td>94.98%</td>
<td>94.98%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>Feature extraction</td>
<td>99.69%</td>
<td>96.25%</td>
<td>96.25%</td>
<td>94.98%</td>
<td>94.98%</td>
</tr>
<tr>
<td>CNN</td>
<td>Windowing</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

TABLE III: Training and test performance of the top classifiers

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Input type</th>
<th>Training Accuracy</th>
<th>Test Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>FNN</td>
<td>Feature extraction</td>
<td>100.00%</td>
<td>95.63%</td>
</tr>
<tr>
<td>KNN</td>
<td>Feature extraction</td>
<td>98.75%</td>
<td>95.00%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>Windowing &amp; Feature extraction</td>
<td>100.00%</td>
<td>97.50%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>Feature extraction</td>
<td>99.69%</td>
<td>96.25%</td>
</tr>
<tr>
<td>CNN</td>
<td>Windowing</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

TABLE IV: Robustness result: test accuracy of classifiers* when giving different levels of noise.

<table>
<thead>
<tr>
<th>Noise Level</th>
<th>Proposed method</th>
<th>CNN</th>
<th>FNN</th>
<th>KNN</th>
<th>RF</th>
<th>DT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1e-5</td>
<td>100.00%</td>
<td>94.06%</td>
<td>75.62%</td>
<td>71.88%</td>
<td>75.62%</td>
<td>81.88%</td>
</tr>
<tr>
<td>2e-5</td>
<td>95.63%</td>
<td>92.50%</td>
<td>60.63%</td>
<td>41.25%</td>
<td>73.13%</td>
<td>78.13%</td>
</tr>
<tr>
<td>1e-4</td>
<td>42.50%</td>
<td>58.96%</td>
<td>24.37%</td>
<td>32.50%</td>
<td>53.75%</td>
<td>56.25%</td>
</tr>
</tbody>
</table>

* RF and DT respectively denote random forest and decision tree.
** Optimization algorithm in training NN: cgb.

From Table IV, it can be concluded that the proposed model provides the best performance among the classifiers, CNN, FNN, decision tree, random forest and KNN follow successively, which further demonstrates that the proposed method has better generalization ability to accept wider range of data and its suitability to real-life application when there are inevitable data perturbations caused by electrode shifts, muscle fatigue, etc..
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