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Abstract

An efficient and robust predictive technique has been developed for the analysis of dynamically loaded, flexible journal bearings using the finite element method. The work is in two parts. In the first part a fast predictive technique is developed for the analysis of dynamically loaded, rigid journal bearings. The finite element formulation of Reynolds equation is presented using both 3-node triangular and 8-node isoparametric elements to model the lubricant film. The latter are shown to approximate the problem more closely using fewer nodal points and hence requiring fewer equations. The Gauss-Seidel over-relaxation method is used to solve the resulting system equations and the sparseness of these equations is exploited. Comprehensive results are presented for the Ruston and Hornsby 6VEB Mk III marine diesel engine connecting rod bearing. Two different time stepping methods are considered and the effects of incorporating various oil feed features in the analysis are also presented.

The second part of the work deals with the flexible bearing problem. The method of carrying out the structural modelling and the way in which the structural compliance relationships are obtained is described. A fast matrix inversion technique used to obtain these relationships is also described. Based on the rigid bearing work 8-node isoparametric elements are used to model the lubricant film. Two methods are presented for coupling the structural and lubrication analysis. The first method, the under-relaxation method, although proving straightforward to implement is shown to be unsatisfactory for this particular problem due to convergence problems. The second method is the Newton-Raphson method which is shown to be highly convergent. The Newton-Raphson method is subsequently highly modified to produce a fast solution method. This is shown to be several orders of magnitude faster than any previously developed method making this technique viable as a general design tool rather than just providing benchmarks against which to compare simpler analysis techniques. Again results are presented for the Ruston bearing showing the effect upon the predicted performance of incorporating elasticity into the analysis.
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Nomenclature

Symbols

\( a \)  \quad \text{weighting factor for Gauss-Legendre quadrature}
\( A^e \)  \quad \text{area of element}
\( B \)  \quad \text{length to diameter ratio}
\( c \)  \quad \text{radial clearance}
\( D \)  \quad \text{bearing diameter}
\( E \)  \quad \text{Youngs modulus}
\( e \)  \quad \text{eccentricity}
\( F \)  \quad \text{load}
\( H \)  \quad \text{power loss}
\( h \)  \quad \text{oil film thickness}
\( h_{def} \)  \quad \text{housing deformation}
\( L \)  \quad \text{bearing length}
\( \dot{m} \)  \quad \text{mass flow rate}
\( M \)  \quad \text{number of circumferential nodes}
\( N \)  \quad \text{shape function}
\( P \)  \quad \text{oil film pressure}
\( P_c \)  \quad \text{cavitation pressure}
\( P_o \)  \quad \text{atmospheric pressure}
\( P_s \)  \quad \text{oil supply pressure}
\( q \)  \quad \text{oil flow}
\( R \)  \quad \text{bearing radius}
\( R_e \)  \quad \text{Reynolds number}
\( T \)  \quad \text{friction torque}
\( t \)  \quad \text{time}
\( U \)  \quad \text{surface velocity}
\( \bar{U} \)  \quad \text{average fluid velocity}
\( u \)  \quad \text{velocity in } x \text{ direction}
\( u_r \)  \quad \text{radial displacement}
\( v \)  \quad \text{velocity in } y \text{ direction}
\( W \)  \quad \text{bearing load}
\( W_a \) externally applied load
\( w \) velocity in \( z \) direction
\( w_f \) weighting factor for under-relaxation
\( w_f \) weighting factor for over-relaxation
\( z \) coordinate in axial direction

\textbf{Greek Symbols}

\( \alpha \) crank angle
\( \varepsilon \) eccentricity ratio \( e/c \)
\( \eta \) local element coordinate
\( \mu \) dynamic viscosity
\( \nu \) Poissons ratio
\( \omega \) angular velocity
\( \bar{\omega} \) average fluid angular velocity
\( \psi \) attitude angle
\( \rho \) density
\( \tau \) shear stress
\( \theta \) angle measured around the bearing
\( \dot{\theta}_r \) relative angular velocity of two bearing surfaces
\( \xi \) local element coordinate
Chapter 1

Introduction

1.1 Hydrodynamic Lubrication

Hydrodynamic lubrication deals with two surfaces in relative motion separated by a load carrying fluid film. Hydrodynamically lubricated bearings, which allow relative motion between machine elements and transmit loads, may be divided into two main types: those used to support or transmit radial loads, and those used to support thrust or axial loads. In the former category the most common type of bearing is the journal bearing, the analysis of which is one of the most important aspects of hydrodynamic theory.

A journal bearing consists of a central journal or shaft moving inside a housing. Journal and housing are normally cylindrical with a small clearance between the two surfaces for the lubricant. Either surface may contain holes or grooves to supply lubricant essential for the bearing operation and for certain applications the housing may be irregularly shaped.

One of the main applications of journal bearings in engineering is the connecting rod bearings and main bearings in an internal combustion engine. The connecting rod transmits the driving force from the piston through the big-end bearing to the crankshaft and the main bearings support the crankshaft. To achieve the high performance and reliability that these bearings are required to provide it is essential that the bearing performance can be predicted with a high degree of confidence at the design stage.

The main bearing parameters that the bearing designer is interested in are:

i) The minimum oil film thickness
ii) The power loss in the bearing
iii) The peak pressures generated in the oil film
iv) The flow of oil out of the bearing

The minimum oil film thickness is perhaps of most interest to the designer. It is a useful comparator for comparing the performance of similar engines and relating the predicted performance to experimental results. If it falls below a certain value during the engine cycle bearing damage may occur. This value depends on a
number of factors such as surface roughness, bearing alignment, temperature and oil feed. The minimum oil film thickness is generally of the order of a few microns.

The hydrodynamic power loss is important for heat balance calculations to determine the effective viscosity of the lubricant which is required for other bearing calculations. It provides an indication of how efficiently the bearing is operating and clearly it is desirable to minimise the power loss though reducing engine friction too much in highly loaded bearings can have an adverse effect on the bearing durability.

The peak pressures generated in the bearing can also serve as a useful comparator for bearing performance. The pressures are also required for calculating fatigue loading on the housing and for identifying the most highly loaded parts of the bearing.

The side flow or leakage from the bearing is required when calculating the engine heat balance. It is also required to determine if adequate oil feed features have been included in the bearing and for estimating the required oil pump capacity.

With the need to conserve energy, and with engines being designed to be lighter, engine bearings are being made smaller and are required to operate under higher loads with lower viscosity oils. In some cases bearings are therefore operating close to their limits of performance. This means it is increasingly important that the bearing performance can be predicted as accurately and realistically as possible at the design stage. Although many design techniques have been developed for the predictive analysis of engine bearings there is still a need to develop analysis techniques that allow the designer to consider more realistic operating conditions and to give greater understanding and insight into the processes occurring at the bearing and how these affect the bearing performance.

1.2 Bearing analysis techniques

The theoretical analysis of engine bearings is primarily based upon the solution of Reynolds equation, derived by Osborne Reynolds [1], which governs the generation of pressure in the lubricant film. Since the analytical solution of this partial differential equation is not generally possible early techniques for predicting bearing behaviour relied on no more than a rough assessment of the bearing operating
conditions and the experience of the designer with his knowledge of other bearings.

Initial attempts to solve Reynolds equation were achieved by making major assumptions about the bearing, such as the early work by Sommerfeld [2] who neglected pressure derivatives in the axial direction in order to achieve a closed-form analytical solution. An alternative method proposed by Michell [3], and later developed by Ocvirk and DuBois [4], neglected the circumferential pressure derivatives by assuming that the pressures were determined primarily by the conditions at the bearing edges. A comprehensive review paper by Campbell et al [5] presents a study of early bearing analysis methods. Most of these methods are only useful for assessing bearing behaviour on a qualitative and not quantitative basis. They cannot accurately model oil feed features such as holes or grooves, and in some cases they over simplify the boundary conditions. One of the most notable of these early methods was a graphical method, the mobility method, developed by Booker [6]. This method, based on the short bearing theory, is still used extensively today for dynamically loaded bearing analysis and relies upon splitting the journal motion into two separate components, squeeze and whirl. This enables a dynamic analysis to be carried out without having to use iterative techniques. As pointed out by Jones [7] this technique is only really suitable for bearings with no oil feed features and medium eccentricities.

With the advent of the digital computer a third method for journal bearing analysis, along with theoretical and experimental methods, became available. Although experimental work is invaluable, and theoretical analysis provides useful results and can give quick solutions, numerical methods allow a more rigorous analysis to be carried out at the design stage. Numerical techniques such as the finite difference (FD) and finite element (FE) methods have been developed. These methods rely upon carrying out a large number of calculations, which is ideally suited to computerisation, to approximate Reynolds equation over the bearing. This allows complex boundary conditions such as oil feed features to be incorporated into the analysis and makes it possible to solve the finite bearing problem.

One of the earliest solutions for the finite journal bearing problem was achieved by Christopherson [8] using finite difference methods to model the oil film and a relaxation technique to solve the resulting set of equations to incorporate the Reynolds zero pressure gradient boundary condition. Similar methods were
employed by several other authors [9,10,11,12] enabling design charts to be developed to allow designers to more accurately predict finite journal bearing behaviour. The application of the finite difference method to the solution of Reynolds equation is covered in depth by Holmes and Ettles [13] who consider five different finite difference formulations and several different iterative schemes to solve the resulting set of equations.

The main difficulties with the finite difference method were incorporating irregularly shaped boundaries and graded meshes in the analysis. The finite element method can achieve this in a routine fashion and has been shown [14] to be superior to the finite difference method when applied to the lubrication problem. It was first applied to field problems by Zienkiewicz and Cheung [15] and Visser [16], the early development of functionals for the solution of the lubrication problem by Hayes [17] and Tao [18] provided the possibility of applying the finite element method to the lubrication problem. One of the earliest applications of the finite element method was by Reddi [19] who considered the incompressible lubrication problem, this work was later extended to cover the compressible lubrication problem by Reddi and Chu [20]. An extensive presentation of the finite element method as applied to the lubrication problem is given by Booker and Huebner [21]. The finite element method is now well-established as a useful and versatile method for journal bearing analysis. Goenka [22] at General Motors recently demonstrated the full versatility of the method by analysing 17 different bearing cases with a wide variety of shapes and oil feed features. Goenka [23] also produced a rapid curve fitting program using the results from a finite element analysis to predict the performance of an ideal bearing reducing the computer time by an order of magnitude.

The advances made in computer techniques has also meant that more realistic boundary conditions and oil flow effects can be incorporated into the bearing analysis. Early work simply considered that the pressure region extended over half of the bearing surface (π solution). More realistic conditions such as the Reynolds boundary condition are easily incorporated into numerical solution methods as shown by Christopherson [8] and Goenka [22]. Rohde and Mc Allister [24] showed that this boundary condition resulted from the variational formulation rather than being a condition imposed upon it.
The more comprehensive flow boundary conditions proposed by Jakobssen and Floberg [25] and Olsson [26] (the JFO theory) which takes into account oil transport within the cavitated region, proved considerably more complicated to implement. Elrod and Adams [27] developed an algorithm for incorporating this boundary condition by solving for a modified pressure variable. This analysis was developed further by Elrod [28] and was extended to the analysis of dynamically loaded bearings by Brewe [29]. Milne [30,31,32] working at the National Engineering Laboratory, adopted a more complex approach for keeping track of the oil flow by using a movable finite element mesh to locate the flow boundary examining both steady state and transient bearing behaviour. An easier method to keep track of the oil flow or 'oil film history' using a fixed mesh, was developed by Jones [7,33] at the Glacier Metal Co. This method considered the internodal flows using control volumes around each node, a similar approach was adopted by Jakeman [34,35]. This work showed that in certain cases the oil film history could have a very marked effect on the predicted bearing performance.

The effect of incorporating the elastic distortion of the bearing housing, caused by the high pressures generated in the oil film, has also been shown to have a significant effect on the predicted bearing performance. The distortion of the housing can be several times greater than the predicted minimum film thickness which is typically of the order of a few microns. There has been a large amount of work carried out to investigate the elastohydrodynamic (EHD) behaviour of highly loaded contacts such as gear teeth. This work is extensively covered by Dowson and Higginson [36]. However, until recently there has been little work carried out on the EHD behaviour of journal bearings. This is due to the problems encountered with coupling the structural and lubrication analysis, which leads to a highly nonlinear problem, and the difficulties of modelling the housing accurately. With improved computing capabilities, especially memory and processing speed, and the development of more rigorous analysis techniques, especially the finite element method for structural modelling, it has become possible to attempt to examine this problem. Taylor and O'Callaghan [37] were amongst the first to apply the FE method to the lubrication problem They used a high degree of under-relaxation to couple the structural and lubrication problems which lead to a highly iterative solution procedure. This method has proved fairly straightforward to implement and has been used by a large number of authors [37-45]. All of this work has shown that the
bearing flexibility can significantly alter the predicted bearing performance.

The main problems with the under-relaxation method are the large number of iterations required and achieving a converged solution under heavy loading. This has meant that for a dynamically loaded bearing the required computing time for a complete analysis has proved prohibitively high, unless major simplifications are made.

Rohde and Oh [46] developed a robust, highly convergent method for predicting the EHD bearing performance by applying the Newton-Raphson method to the problem. Oh and Goenka [47] at General Motors recently presented the results of the analysis of a dynamically loaded engine bearing using this method. The computing time for the analysis was in the region of 35 hours which made it impractical as a design tool. In an attempt to improve upon this Goenka and Oh [48] proposed a short bearing theory which reduced the required computer time by an order of magnitude but showed some major discrepancies with the more rigorous analysis. Combining these two techniques [49] though provided the means for optimising a connecting rod design. The short bearing method was used on a qualitative basis to optimise the design and the more rigorous method was used at the final stages to obtain an accurate prediction of the bearing performance.

From the work carried out in journal bearing analysis it is clear that although simple, fast, analytical methods can provide useful information about bearing behaviour more rigorous methods are essential for obtaining a better understanding of the processes behind the bearing behaviour and for analysing the effect of incorporating new features into bearing design. The advances made in modern computer facilities and techniques have meant that previously lengthy and memory intensive forms of numerical analysis are more readily available to the designer. However with the need to integrate the bearing analysis into the design of the engine as a whole it is important that more efficient and realistic predictive techniques are developed, especially in the field of EHD lubrication.
1.3 Outline of the present investigation

The main object of the work described in this thesis was to develop an efficient finite element model for the predictive analysis of dynamically loaded flexible journal bearings.

Initially, as a first step towards this and to gain a better understanding of the problem, a fast predictive technique was developed for the analysis of dynamically loaded, rigid journal bearings. The finite element method was used to formulate Reynolds equation over the solution domain using 3-node triangular and 8-node isoparametric elements to model the lubricant film. The 8-node isoparametric elements were found to approximate the problem more closely than the 3-node elements requiring fewer nodal points and hence resulting in fewer equations [50]. The Gauss-Seidel over-relaxation solution method was used to solve the resulting equations for the nodal pressures using an algorithm similar to that used by Christopherson [8] to apply the non-negativity constraint upon the pressure distribution. The sparseness of the system equations was fully exploited and it was found that due to the high convergence rate of the Gauss-Seidel method the number of equations to be solved could be considerably reduced by exploiting the early definition of the cavitation region. Comprehensive results were obtained for the Ruston and Hornsby 6VEB Mk III marine diesel engine big-end bearing. Two different time stepping methods, the implicit and explicit methods, were investigated. It was found that the explicit method, although proving unstable when a large time step was employed, was considerably more efficient than the implicit method. The effects of incorporating various oil feed features in the analysis were also investigated and the results compared with similar work carried out by Goenka at General Motors [22].

The second part of the investigation was concerned with the flexible bearing problem. 8-node isoparametric elements were used to model the lubricant film and 20-node brick elements were used for the finite element structural analysis. From the structural analysis a structural compliance relationship was obtained in the form of a compliance matrix relating the nodal deformations to the nodal pressures which was then used in the lubrication part of the analysis. A fast matrix inversion technique was also developed which was used to obtain the compliance matrix.

Two methods were investigated for coupling the structural and lubrication analysis. The first of these, the under-relaxation method, proved straightforward to
implement but was unsatisfactory for this particular problem. This was due to the convergence problems encountered caused by the variation of the bearing load during the engine cycle. The second method that was used was the Newton-Raphson method which proved to be highly convergent for a wide range of load conditions but required a prohibitively large amount of computing time. This method was therefore subsequently highly modified to produce a fast solution method [51]. This proved to be several orders of magnitude faster than previous methods that had been developed by other workers making this method viable as a general design tool rather than a method for providing benchmarks against which to compare more simplified analysis techniques. Results were again presented for the Ruston bearing showing the effect upon the predicted performance of incorporating elasticity into the analysis.
2.1 Introduction

The analysis of hydrodynamically lubricated bearings is based upon the solution of Reynolds equation. This equation was derived by Osborne Reynolds [1] from the Navier-Stokes equations of fluid flow in an attempt to determine the generation of pressure in a lubricant film between two surfaces in relative motion.

Since the turn of the century this equation has been used in many forms to solve problems in fluid film lubrication. More recently, with the advances in computational solution techniques, more exact solutions have been achieved for a wide variety of problems, previously only possible analytically by making major simplifying assumptions.

In this chapter Reynolds equation is derived for the hydrodynamic journal bearing problem using appropriate assumptions. The equations for calculating the power loss in the bearing are also developed and the two most common analytical solutions of Reynolds equation are presented.

2.2 Reynolds equation

In order to derive Reynolds equation for the hydrodynamic journal bearing problem the following assumptions are made:

i) The flow is laminar.

In most engine bearings the dimensions and speeds are such that Reynolds number $Re$ is well below the critical value for the onset of turbulence so it is reasonable to assume laminar flow.

ii) The fluid is Newtonian.

That is the shear stress, $\tau$, is related to the shear rate, $\partial u/\partial y$, through the viscosity, $\mu$, as $\tau = \mu \frac{\partial u}{\partial y}$. 
iii) The viscosity is constant through the film thickness.

iv) The fluid inertia forces may be neglected.

Provided that \( Re \) is low the inertia forces are negligible compared to the
viscous shear forces.

v) Body forces may be neglected.

This means that there are no external forces acting on the lubricant such as
gravitational or magnetic field forces.

vi) There is no slip at the solid liquid interface.

vii) The pressure is constant through the oil film.

As the oil film is very thin there can be no significant pressure variation
across it.

viii) The curvature of the bearing surfaces is very large compared to the film
     thickness.

Consider two surfaces, one moving with velocities \( U_1 \) and \( V_1 \), the other
with velocities \( U_2 \) and \( V_2 \) (Figure 2.1). For an infinitesimally small volume of
liquid with the axes shown of side \( dx, dy \) and \( dz \) on which pressure and shear stresses act, the
fluid velocities are \( u, v \) and \( w \) in the \( x, y \) and \( z \) directions. Equating forces in the \( x \)
direction, assuming fluid acceleration effects are negligible, we have

\[
p \ dy \ dz + \left( \frac{\partial \tau_x}{\partial y} \right) dx \ dz - \left( p + \frac{\partial p}{\partial x} \right) dy \ dz - \tau_x \ dx \ dz = 0 \tag{2.1}
\]

where \( p \) and \( \tau \) are the pressure and shear stress. Multiplying out (2.1) and cancel-
ling, the expression reduces to

\[
\frac{\partial p}{\partial x} = \frac{\partial \tau_x}{\partial y} \tag{2.2}
\]

where the shear stress is defined by (assumption (ii))

\[
\tau_x = \mu \frac{\partial u}{\partial y} \tag{2.3}
\]

Combining (2.2) and (2.3) gives

\[
\frac{\partial p}{\partial x} = \mu \frac{\partial^2 u}{\partial y^2} \tag{2.4}
\]
Similarly in the $z$ direction

$$\frac{\partial p}{\partial z} = \mu \frac{\partial^2 w}{\partial y^2} \quad (2.5)$$

Note that there is no pressure variation in the $y$ direction (assumption (vii)).

Equations (2.4) and (2.5) may be integrated with respect to $y$, since the pressure is independent of $y$, to give

$$u = C_1 + C_2 + \frac{1}{2\mu} y^2 \frac{\partial p}{\partial x} \quad (2.6)$$

$$w = C_3 + C_4 + \frac{1}{2\mu} y^2 \frac{\partial p}{\partial z} \quad (2.7)$$

where $C_1, C_2, C_3$ and $C_4$ are the constants of integration.

Applying the boundary conditions of the system, given by

$$u = U_1 \text{ at } y = 0 \ , \ u = U_2 \text{ at } y = h$$

$$w = 0 \text{ at } y = 0 \ , \ w = 0 \text{ at } y = h$$

to (2.6) and (2.7) we obtain

$$u = U_1 + \frac{(U_2 - U_1)}{h} y - y (h - y) \frac{\partial p}{2\mu} \quad (2.8)$$

and

$$w = \frac{(h - y)}{2\mu} \frac{\partial p}{\partial z} \quad (2.9)$$

The next step in the derivation is to consider flow continuity. Considering the volume flow rate per unit width, the flows in the $x$ and $z$ direction are calculated by integrating the velocities across the film thickness, $h$, to give

$$q_x = \int_0^h u \ dy = \overline{U} h - \frac{h^3}{12\mu} \frac{\partial p}{\partial x} \quad (2.10)$$

$$q_z = \int_0^h w \ dy = -\frac{h^3}{12\mu} \frac{\partial p}{\partial z} \quad (2.11)$$

where
is the average fluid velocity in the oil film. Considering a volume of fluid of cross section \(dx \, dz\) extending across the film thickness \(h\) (Figure 2.2), the net mass flow rate out of the volume is given by

\[
\dot{m} = \frac{\partial}{\partial x} (\rho q_x) \, dx \, dz + \frac{\partial}{\partial z} (\rho q_z) \, dx \, dz
\]

(2.12)

where \(\rho\) is the fluid density. To satisfy flow continuity this must equal the rate of change of mass in the volume and therefore

\[
\frac{\partial}{\partial x} (\rho q_x) \, dx \, dz + \frac{\partial}{\partial z} (\rho q_z) \, dx \, dz = -\rho(V_2 - V_1) \, dx \, dz
\]

(2.13)

where \(V_2 - V_1\) can be expressed as the rate of change of film thickness \(\partial h/\partial t\). Substituting equations (2.10) and (2.11) into (2.13) gives

\[
\frac{\partial}{\partial x} \left( \frac{\rho h^3}{12\mu} \frac{\partial p}{\partial x} \right) + \frac{\partial}{\partial z} \left( \frac{\rho h^3}{12\mu} \frac{\partial p}{\partial z} \right) = \frac{\partial}{\partial x} (\rho \bar{U} h) + \frac{\partial (\rho h)}{\partial t}
\]

(2.14)

Assuming the flow is incompressible, and that therefore \(\rho\) is constant we have

\[
\frac{\partial}{\partial x} \left( \frac{h^3}{12\mu} \frac{\partial p}{\partial x} \right) + \frac{\partial}{\partial z} \left( \frac{h^3}{12\mu} \frac{\partial p}{\partial z} \right) = \frac{\partial}{\partial x} (\bar{U} h) + \frac{\partial h}{\partial t}
\]

(2.15)

which is Reynolds equation in two dimensions for incompressible flow.

For the journal bearing problem Reynolds equation is expressed in a slightly different form. Figure 2.3 shows a journal bearing and housing with the appropriate sign convention. In this case the film thickness \(h\) is expressed as

\[
h = c (1 + \epsilon \cos \theta)
\]

(2.16)

where \(c\) is the radial clearance and \(\epsilon\) is the eccentricity ratio given by

\[
\epsilon = \frac{\epsilon}{c}
\]

(2.17)

The \(x\) coordinate, which is the distance around the bearing, is expressed as

\[
x = R \theta
\]
and therefore

\[ \frac{\partial}{\partial x} = \frac{1}{R} \frac{\partial}{\partial \theta} \]

where \( R \) is the bearing radius and Reynolds equation for the bearing problem now becomes

\[ \frac{\partial}{R^2 \partial \theta} \left( \frac{h^3}{12 \mu} \frac{\partial p}{\partial \theta} \right) + \frac{\partial}{\partial z} \left( \frac{h^3}{12 \mu} \frac{\partial p}{\partial z} \right) = \frac{1}{R} \frac{\partial}{\partial \theta} (\bar{U} h) + \frac{\partial h}{\partial t} \]  

(2.18)

It is useful to express this equation in dimensionless form using the following dimensionless quantities (where * indicates a dimensionless quantity) :-

\[ z^* = z/L \]

\[ h^* = h/c \]

\[ B = R/L \]

\[ p^* = p c^2 / (6 \omega_c R^2 \mu) \]

where \( R \) is the bearing radius, \( L \) is the bearing length and \( \omega_c \) is the crank angular velocity.

Reynolds equation now becomes

\[ \frac{\omega_c}{2} \frac{\partial}{\partial \theta} \left( h^* \frac{\partial p^*}{\partial \theta} \right) + B^2 \frac{\omega_c}{2} \frac{\partial}{\partial z^*} \left( h^* \frac{\partial p^*}{\partial z^*} \right) = \frac{1}{R} \frac{\partial}{\partial \theta} (h^* \bar{U}) + \frac{\partial h^*}{\partial t} \]  

(2.19)

Since the bearing load is defined as function of crank angle \( \alpha \), it is convenient to take \( \alpha \) as the dimensionless time variable where

\[ \omega_c = \frac{d \alpha}{dt} \]  

(2.20)

Measuring relative to one of the two surfaces, the surface velocities are therefore given by

\[ U_1 = 0, \quad U_2 = \frac{d \theta_r}{dt} R \]  

(2.21)

where \( d \theta_r/dt \) is the relative angular velocity between the two surfaces. Further assuming that \( U \) is not a function of \( \theta \),
Reynolds equation may be written as (dropping * for clarity)

\[
\frac{\partial}{\partial \theta} \left( h^3 \frac{\partial p}{\partial \theta} \right) + B^2 \frac{\partial}{\partial z} \left( h^3 \frac{\partial p}{\partial z} \right) = \frac{d \theta}{d \alpha} \frac{dh}{d \theta} + 2 \frac{dh}{d \alpha}
\]

(2.22)

This is the two-dimensional incompressible Reynolds equation in dimensionless form applied to the journal bearing problem.

2.3 Load generated and attitude angle

The resultant load vector caused by the pressures generated in the oil film is obtained by integrating the pressures over the bearing surface. For a small element on the bearing surface of side \( r \partial \theta \) by \( dz \) at an angle \( \theta \) and at a pressure \( p \) (Figure 2.4), the resultant load caused by the pressure, \( p \), is \( p R d \theta dz \). This load will have \( x \) and \( y \) components \( p R d \theta dz \cos \theta \) and \( p R d \theta dz \sin \theta \) and, ignoring the effect of shear stresses, the resultant load vectors in the \( x \) and \( y \) directions may then be obtained from

\[
W_x = \int_{\theta}^{2\pi} \int_{\theta}^{L} p \cos \theta R \ d \theta \ dz
\]

(2.23)

\[
W_y = \int_{\theta}^{2\pi} \int_{\theta}^{L} p \sin \theta R \ d \theta \ dz
\]

(2.24)

The attitude angle \( \psi \), which is the angle between the line of centres and the resultant load vector, is given by

\[
\psi = \tan^{-1}(W_y/W_x) - \tan^{-1}(e_y/e_x)
\]

(2.25)

where \( e_x \) and \( e_y \) are the \( x \) and \( y \) components of the bearing eccentricity.

2.4 Power loss in bearings

The power loss in a journal bearing is made up of two components, one due to the shear tractions, the other due to the normal tractions on the fluid surfaces. The power loss is also known as the hydrodynamic friction power which is the rate of work done on the film or dissipated by it. Considering two surfaces moving relative to one another with velocities \( U_1 \) and \( U_2 \). The shear stress in any part of the film is given by
\[ \tau = \mu \frac{\partial u}{\partial y} \]  \hspace{1cm} (2.26)

and

\[ \mu \frac{\partial^2 u}{\partial y^2} = \frac{\partial p}{\partial x} \]  \hspace{1cm} (2.27)

Integrating (2.27) with respect to \( y \) gives us

\[ \frac{\partial u}{\partial y} = \frac{1}{\mu} \frac{\partial p}{\partial x} y + C_1 \]  \hspace{1cm} (2.28)

Applying the boundary conditions and substituting into equation (2.26) we obtain

\[ \tau = \frac{\partial p}{\partial x} \frac{h}{2} \left( \frac{U_1 - U_2}{h} \right) \mu \]  \hspace{1cm} (2.29)

and putting

\[ x = R \theta \]

(2.29) becomes

\[ \tau = \pm \mu \Delta \omega \frac{R}{h} + \frac{h}{2R} \frac{\partial p}{\partial \theta} \]  \hspace{1cm} (2.30)

Figure 2.5 shows the normal and shear tractions on the fluid surfaces where the indices 1 and 2 apply to the film surfaces. The normal and shear tractions are expressed as

\[ p_i = p \]  \hspace{1cm} (2.31)

and

\[ \tau_i = \delta \mu \Delta \omega \frac{R}{h} + \frac{h}{2R} \frac{\partial p}{\partial \theta} \]  \hspace{1cm} (2.32)
where

\[ \Delta \omega = \omega_1 - \omega_2 \]

\[ \delta_1 = 1 \]

\[ \delta_2 = -1 \]

The resultants of the normal tractions are obtained by integrating over the bearing surface as

\[ F_{ix} = -\delta_i R \iint p \cos \theta \, d\theta \, dz \] (2.33)

and

\[ F_{iy} = -\delta_i R \iint p \sin \theta \, d\theta \, dz \] (2.34)

The resultant moments of the shear tractions \( \tau_i \) are given by

\[ T_i = R \iint \tau_i dA = R^2 \iint \tau_i d\theta dz \]

\[ = \delta_i R^2 \Delta \omega \iint \frac{dA}{h} + \frac{1}{2} \iint h \frac{\partial p}{\partial \theta} dA \] (2.35)

The rate of work done on the film is then given by

\[ H = \sum_{i=1}^{2} [F_i \dot{e} + T_i \omega_i] \] (2.36)

\( T_i \) may be expressed as [52]

\[ T_i = \delta_i R^2 \Delta \omega I_1 + I_2 \] (2.37)

where

\[ I_1 = \iint \frac{dA}{h} \] (2.38)

and

\[ I_2 = \frac{R}{2} \iint h \frac{\partial p}{\partial \theta} dA \] (2.39)
therefore

\[
\sum_{i=1}^{2} T_i \omega_i = R^2 \Delta \omega \omega_1 - R^2 \Delta \omega \omega_2
\]

\[
= R^2 I_1 \Delta \omega \Delta \omega + 2 I_2 \bar{\omega}
\]  (2.40)

where \(\bar{\omega}\) is defined as

\[
\bar{\omega} = (\omega_1 + \omega_2)/2
\]

which is the average angular velocity of the fluid film. The power loss in the bearing may therefore be expressed as

\[
H = F \dot{e} + R^2 \Delta \omega \Delta \omega I_1 + 2 I_2 \bar{\omega}
\]  (2.41)

2.5 Sommerfeld infinite bearing theory

Reynolds equation as it stands cannot be solved directly using closed form analytical techniques. Sommerfeld [2] presented an analytical solution for Reynolds equation by assuming that the bearing was infinitely wide. In this case the pressure derivative in the axial direction, \(\partial p/\partial z\), is zero, and Reynolds equation now becomes, for a steadily running bearing,

\[
\frac{\partial}{\partial x} \left[ \frac{h^3}{\mu} \frac{\partial p}{\partial x} \right] = 6U \frac{\partial h}{\partial x}
\]  (2.42)

Integrating this equation gives

\[
\frac{\partial P}{\partial x} = 6U \mu \frac{(h - \bar{h})}{h^3}
\]  (2.43)

where \(\bar{h}\) is the film thickness at the point of maximum pressure where \(\partial p/\partial x = 0\). Using the substitutions

\[
h = c (1 + \epsilon \cos \theta)
\]

\[
x = R \theta
\]
(2.43) becomes
\[
\frac{c^2 \partial p}{6U \mu R} = \left\{ \frac{d \theta}{1+\cos \theta} \right\} \left\{ \frac{(1+\varepsilon \cos \bar{\theta})d \bar{\theta}}{(1+\varepsilon \cos \theta)^2} \right\}
\]
(2.44)

where \( \bar{\theta} \) is the angle at which \( \bar{h} \) occurs.
To integrate this equation Sommerfeld used the substitution
\[
\cos \gamma = \frac{\varepsilon + \cos \theta}{1+\varepsilon \cos \theta}
\]
(2.45)

which has the property that at \( \theta = 0, \pi \) and \( 2\pi \), \( \gamma \) is also 0, \( \pi \) and \( 2\pi \). This gives
\[
\frac{c^2}{6U \mu R} = \frac{\gamma - \varepsilon \sin \gamma}{(1-\varepsilon^2)^{3/2}} \left\{ \frac{1-\varepsilon^2}{1-\varepsilon \cos \gamma} \right\} \left\{ \gamma - 2\varepsilon \sin \gamma + \varepsilon^2 \gamma^2 + (\varepsilon^2 \sin 2\gamma)/4 \right\} + C
\]
(2.46)

The value of \( C \) depends upon the boundary conditions used. The three main boundary conditions are:

i) \( p = 0 \) at \( \theta = 2\pi \) and \( \pi \).

This is the Sommerfeld condition and assumes a continuous fluid film around the bearing giving an antisymmetric pressure distribution about \( \theta = \pi \). This gives rise to a large region of negative pressure which is only physically possible if these pressures are very small since it is physically impossible for the film to withstand a high negative pressure.

ii) \( p = 0 \) for \( \theta \geq \pi \)

This is the half Sommerfeld condition and assumes that the pressure distribution extends over half the bearing. This solution has the disadvantage that there is a discontinuity in the flow at \( \theta = \pi \).

iii) \( p = 0 \) at \( \partial p/\partial \theta = 0 \) at \( \theta > \pi \)

This condition is known as the Reynolds condition and it states that the end of the pressure region is at the point where \( \partial p/\partial \theta = 0 \) which guarantees flow continuity.
2.6 Narrow bearing theory.

An alternative method for the solution of Reynolds equation was first proposed by Michell [3] who considered that the conditions at the edge of the bearing had more influence over the flow in a finite length bearing so the \( \partial p / \partial x \) term could be ignored. Ocvirk and Du Bois [4] later refined the method considerably and provided a large amount of experimental data to demonstrate the validity of the narrow bearing theory.

Ignoring the \( \partial p / \partial x \) term, Reynolds equation (2.15) becomes

\[
\frac{\partial^2 p}{\partial z^2} = \frac{6U \mu}{h^3} \frac{\partial h}{\partial x}
\]  

(2.47)

and integrating this gives

\[
p = \frac{6U \mu}{h^3} \frac{\partial h}{\partial x} \left( \frac{z^2}{2} + C_1 z + C_2 \right)
\]

(2.48)

where the constants of integration, \( C_1 \) and \( C_2 \), are evaluated using the fact that \( \partial p / \partial z = 0 \) at the centre line and \( p = 0 \) at \( z = \pm L/2 \) giving

\[
p = \frac{3U \mu}{h^3} \frac{\partial h}{\partial x} \left( z^2 - \frac{l^2}{4} \right)
\]

(2.49)

Substituting

\[
x = R \theta
\]

\[h = c (1+\epsilon \cos \theta)\]

into (2.49) results in

\[
p = \frac{3U \mu}{Rc^2} \left( \frac{l^2}{4} - z^2 \right) \frac{\epsilon \sin \theta}{(1+\epsilon \cos \theta)^3}
\]

(2.50)

which gives a parabolic pressure distribution in the axial direction and sinusoidal distribution in the circumferential direction, positive pressures existing between \( \theta = 0 \) and \( \pi \). Ocvirk and Du Bois obtained results simply by ignoring the negative pressures in the bearing, giving a half Sommerfeld boundary condition.

Both the short bearing theory and narrow bearing theory provide useful information about bearing behaviour. It has been shown, however, that these methods
can only produce results of any quantatative use for bearings with a length to diameter ratio, $L/D > 1$ for the short bearing theory and $L/D < 1/4$ for the narrow bearing theory. Most bearings however have an $L/D$ ratio between $1/4$ and $1/2$ and for the accurate prediction of the performance of these bearings the simplified theories prove inadequate.
Figure 2.1 - Stressed element in fluid
Figure 2.2 - Flow into and out of fluid volume
Figure 2.3 - Journal bearing configuration
Figure 2.5 - Normal and shear tractions on fluid film
Chapter 3

The Finite Element Method

3.1 Introduction

The basic idea behind the finite element method (FEM) is to replace a complex problem by a simpler one. A closed-form analytical solution, where one exists, allows a solution to be found at all points within the solution domain. In the finite element method the problem is solved at a finite number of points.

The technique was pioneered in the late 1940's with the advent of jet powered aircraft when simplified structural analysis methods proved insufficiently accurate for analyzing the structures involved. The subsequent evolution of the method from a mathematician's toy to a powerful engineering design tool is evidenced by the amount of published matter on the subject and the number of computer packages currently in use. These are used to solve real engineering problems from electronic circuit design to large scale civil engineering projects.

This chapter gives a brief description of the method and describes the two element types used for the lubrication analysis. The formulation of the rigid bearing lubrication problem using the finite element method is given by way of an example to introduce the concepts involved in a finite element formulation and to introduce the rigid bearing problem.

3.2 Finite element discretisation and element types

In the finite element method an approximate solution is obtained for a problem by assuming that the behaviour of the continuum can be represented by a finite number of unknowns. To achieve this the continuum is divided into a series of discrete 'finite elements' connected at a finite number of nodal points. The accuracy of the approximation can be improved at the expense of computer time by increasing the number elements and hence the number of unknowns used to define the problem. Figure 3.1 shows two different finite element meshes used to model the lubricant film in a bearing.

The next step in the finite element analysis is to approximate the behaviour of the unknown \( \phi \) within each element in terms of the nodal values [53]. This is
achieved by using localised functions, \( N_i \), known as shape functions such that

\[
\phi(x, y) = \sum_{i=1}^{n} N_i(x, y) \phi_i
\]  

(3.1)

where \( n \) is the number of nodal points in the element and \( \phi_i \) are the nodal values of \( \phi \). The form that the shape function take depends on the type of finite element being used, and the accuracy of the element depends upon how well the shape functions model the exact behaviour of the unknown \( \phi \).

The shape function chosen to represent the behaviour of the unknown must satisfy two conditions:

i) Continuity of the unknown between elements.

ii) As the element size is reduced and the mesh refined, convergence of the solution must be ensured.

The two different element types used for the lubrication problem are shown in Figure 3.2. The first is a 3-node triangular element for which a linear variation of the unknown is assumed over the element. The second is an 8-node quadrilateral isoparametric element for which a quadratic variation is assumed. For the triangular element the unknown, \( \phi \), is assumed to vary as

\[
\phi = \alpha_1 + \alpha_2 x + \alpha_3 y
\]  

(3.2)

hence the nodal values at \( i, j \) and \( k \) are given by

\[
\phi_i = \alpha_1 + \alpha_2 x_i + \alpha_3 y_i
\]

\[
\phi_j = \alpha_1 + \alpha_2 x_j + \alpha_3 y_j
\]  

(3.3)

\[
\phi_k = \alpha_1 + \alpha_2 x_k + \alpha_3 y_k
\]

The value of \( \phi \) is to be expressed as

\[
\phi = \sum_{i=1}^{n} N_i(x, y) \phi_i = N_i(x, y) \phi_i + N_j(x, y) \phi_j + N_k(x, y) \phi_k
\]  

(3.4)
combining equations (3.3) and (3.4) therefore gives

\[ N_i = \frac{(a_i + b_i x + c_i y)}{2A^e} \]  

(3.5)

where \( A^e \) is the area of the element, and \( a_i = x_j y_k - x_k y_j, b_i = y_j - y_k, c_i = x_k - x_j \)

Similarly \( N_j \) and \( N_k \) may be obtained by a cyclic permutation of subscripts in (3.5).

Each of the shape functions, \( N_i \), is equal to unity at the point to which it relates and is zero at the remaining nodal points. They also have the property that at any point \((x,y)\)

\[ N_i(x,y) + N_j(x,y) + N_k(x,y) = 1 \]  

(3.6)

In matrix form equation (3.4) may be written as

\[ \phi = \begin{bmatrix} N^e \end{bmatrix} \phi^e \]  

(3.7)

where

\[ \begin{bmatrix} \phi^e \end{bmatrix} = \begin{bmatrix} \phi_i \\ \phi_j \\ \phi_k \end{bmatrix}, \quad \begin{bmatrix} N^e \end{bmatrix} = \begin{bmatrix} N_i^e, N_j^e, N_k^e \end{bmatrix} \]

The second element considered is the higher order 8-node quadrilateral isoparametric element. The geometry of the element is defined in terms of the local coordinates, \( \xi \) and \( \eta \), which have values from \(-1\) to \(+1\) over the element. This allows curvilinear shapes to be accommodated by using isoparametric mapping from local to global coordinates and allows all the elements matrices to be evaluated in a similar manner, the global mapping taking care of the differences between elements.

Here the unknown, \( \phi \), is assumed to vary as [54]

\[ \phi = \alpha_1 + \alpha_2 \eta + \alpha_3 \xi + \alpha_4 \eta \xi + \alpha_5 \eta^2 + \alpha_6 \xi^2 + \alpha_7 \eta^2 \xi^2 + \alpha_8 \eta^2 \xi \]  

(3.8)

and writing

\[ \phi(\xi,\eta) = \sum_{i=1}^{n} N_i(\xi,\eta) \phi_i \]
the shape functions may be obtained as

\[ N_1(\xi, \eta) = -(1-\xi)(1-\eta)(1+\xi+\eta)/4 \]
\[ N_2(\xi, \eta) = (1-\xi^2)(1-\eta)/2 \]
\[ N_3(\xi, \eta) = (1+\xi)(1-\eta)(-1+\xi-\eta)/4 \]
\[ N_4(\xi, \eta) = (1+\xi)(1-\eta^2)/2 \]
\[ N_5(\xi, \eta) = (1+\xi)(1+\eta)(-1+\xi+\eta)/4 \]
\[ N_6(\xi, \eta) = (1-\xi^2)(1+\eta)/2 \]
\[ N_7(\xi, \eta) = (1)(1+1)(-1+\xi+\eta)/4 \]
\[ N_8(\xi, \eta) = (1-\xi)(1-\eta)/2 \]

(3.9)

It is important to note the orientation of the local coordinates since the shape functions are dependent upon these. The node numbering begins at a corner node in an anticlockwise direction. The positive \( \xi \) direction is defined by moving along an edge from the first nodal point, through the second to the third. Similarly the positive \( \eta \) axis is defined by moving along an edge from the third nodal point, through the fourth to the fifth.

The values of \( \phi \) are now totally defined within each element. Using the shape function derivatives, the derivatives of \( \phi \) can also be found as

\[ \frac{\partial \phi}{\partial x} = \sum_{i=1}^{n} \frac{\partial N_i}{\partial x} \phi_i \quad (3.10) \]

for the triangular element and as

\[ \frac{\partial \phi}{\partial \xi} = \sum_{i=1}^{n} \frac{\partial N_i}{\partial \xi} \phi_i \quad (3.11) \]

for the isoparametric element.
3.3 Finite element formulation for the rigid bearing problem

The finite element method was chosen for the present analysis due to the routine manner in which complex flow and geometric boundary conditions can be handled. It has been shown [14] to be more efficient than the finite difference method for modelling the lubrication problem and has been applied to the problem by many authors [19,20,21,22,55]. The method was also chosen since the structural modelling carried out for the elastic bearing problem also employed the finite element method and the coupling of the lubrication and structural problems could therefore prove easier if finite elements were used in both cases.

There are a number of different ways in which the lubrication problem may be formulated for solution by the finite element method. The problem may be formulated directly, although this is only possible for the one-dimensional problem. The problem may be formulated using a variational principle. This method is based upon the calculus of variations where the problem is reexpressed in terms of a functional which may characterise some aspect of the problem, and the solution is obtained by minimising the functional. For the rigid bearing problem the functional is based upon the flow within the system. In some cases though an equivalent variational problem may not exist. A much more powerful and straightforward method is to use the method of weighted residuals [56], which is the method adopted in the present analysis.

The first step in the method of weighted residuals is to assume the behaviour of the variables over the solution domain. In this case, using the finite element method, the shape functions are used to obtain the approximations. Consider a governing equation of the form

$$f[P(x,y)] = 0$$  \hspace{1cm} (3.12)

over a solution domain \( \Omega \) where \( P \) represents the unknown function. \( P \) is approximated over the solution domain as an approximate function \( P' \) giving

$$P' = P'(x,y; a_1, a_2, \ldots, a_n) = \sum_{i=1}^{n} a_i N_i(x,y)$$  \hspace{1cm} (3.13)

where \( a_1, a_2, \ldots, a_n \) are constant but unknown parameters. If this approximate solution is substituted back into equation (3.12) some residual error \( R \) given by
\[ f \left[ P'(x,y; a_1, a_2, \cdots, a_n) \right] = R(x,y; a_1, a_2, \cdots, a_n) \]  \hspace{1em} (3.14)

will result due to the approximation.

The method of weighted residuals requires that the parameters \( a_1, a_2, \cdots, a_n \) are solved by

\[
\int_{\Omega} w_i(x,y) R(x,y; a_1, a_2, \cdots, a_n) \, d\Omega = 0 \quad i=1,2,\ldots,n
\]  \hspace{1em} (3.15)

such as to minimise the error, where the functions \( w_i(x,y) \) are \( n \) arbitrary weighting functions. The weighted residual method used for the present analysis is Galerkins method which is particularly suited to finite element analysis. Here the weighting functions are given by the shape functions \( N_i(x,y) \). Applying this to Reynolds equation (2.22) on an element basis we obtain

\[
\int_{A^*} N^T \left( \frac{\partial}{\partial\theta} \left( h^3 \frac{\partial p}{\partial\theta} \right) + B^2 \frac{\partial}{\partial z} \left( h^3 \frac{\partial p}{\partial z} \right) - \frac{d\theta}{d\alpha} \frac{dh}{d\theta} - \frac{2}{2} \frac{dh}{d\alpha} \right) \, dA = 0
\]  \hspace{1em} (3.16)

In order to simplify this expression the Green-Gauss theorem must be used. This theorem states that if \( \beta \) is a scalar and \( f \) a vector then

\[
\int_A \beta \frac{\partial f}{\partial\theta} dA = \int_S \beta f n_\theta \, dS - \int_A \frac{\partial \beta}{\partial\theta} f dA
\]  \hspace{1em} (3.17)

where \( S \) is the boundary of the area \( A \) and \( n_\theta \) is the direction cosine of the outward normal unit vector. Similarly

\[
\int_A \beta \frac{\partial f}{\partial z} dA = \int_S \beta f n_z \, dS - \int_A \frac{\partial \beta}{\partial z} f dA
\]  \hspace{1em} (3.18)

Considering the first term in equation (3.16) putting

\[ \beta = N^T \]

\[ f = h^3 \frac{\partial p}{\partial\theta} \]

we obtain

\[
\int_{A^*} N^T \frac{\partial}{\partial\theta} \left( h^3 \frac{\partial p}{\partial\theta} \right) dA = \int_S N^T h^3 \frac{\partial p}{\partial\theta} n_\theta dS - \int_{A^*} \frac{\partial N^T}{\partial\theta} h^3 \frac{\partial p}{\partial\theta} dA
\]  \hspace{1em} (3.19)
Equation (3.16) may therefore be written as

\[ - \int_{A^*} \left[ \frac{\partial N^T}{\partial \theta} \left( h^3 \frac{\partial p}{\partial \theta} \right) + B^2 \frac{\partial N^T}{\partial z} \left( h^3 \frac{\partial p}{\partial z} \right) \right] dA + \int_S N^T \left( h^3 \frac{\partial p}{\partial \theta} n_\theta + B^2 h^3 \frac{\partial p}{\partial z} n_z \right) dS \]

\[ + \int_{A^*} \left[ D \right] \left[ \right] dA = 0 \]  

(3.20)

Combining all the boundary integrals gives

\[ \int_S N^T \left( h^3 \frac{\partial p}{\partial \theta} n_\theta + B^2 h^3 \frac{\partial p}{\partial z} n_z - \frac{d \theta_r}{d \alpha} h n_\theta \right) dS \]

In dimensionless terms, the flow rates \( q_\theta \) and \( q_z \) may be written as

\[ q_\theta = -h^3 \frac{\partial p}{\partial \theta} + \frac{d \theta_r}{d \alpha} h \]

(3.21)

\[ q_z = -B^2 h^3 \frac{\partial p}{\partial z} \]

(3.22)

The boundary integral may therefore be written as

\[ \int_S N^T \left\{ -q_\theta n_\theta - q_z n_z \right\} dS \]

and since \( q_n = q_\theta n_\theta + q_z n_z \) the boundary integral becomes

\[ \int_S N^T q_n dS \]

Reynolds equation may now be written as

\[ - \int_{A^*} \left[ \frac{\partial N^T}{\partial \theta} \left( h^3 \frac{\partial p}{\partial \theta} \right) + B^2 \frac{\partial N^T}{\partial z} \left( h^3 \frac{\partial p}{\partial z} \right) \right] dA + \int_{A^*} \left[ \frac{d \theta_r}{d \alpha} \frac{\partial N^T}{\partial \theta} h \right] dA \]

\[ -2 \int_{A^*} N^T \frac{dh}{d \alpha} dA - \int_S N^T q_n dS = 0 \]

(3.23)

This equation may be expressed in matrix form as

\[ [K_p^*] \{ p^* \} = \{ q^* \} + \{ U^* \} + \{ H \} \]

(3.24)
where the coefficients in the matrices are given by

\[
K_{pq}^{e} = -\int_{A^{*}} h^{3} \left[ \frac{\partial N_{i}}{\partial \theta} \frac{\partial N_{j}}{\partial \theta} + B^{2} \frac{\partial N_{i}}{\partial z} \frac{\partial N_{j}}{\partial z} \right] dA
\]

\[
U_{i}^{e} = -\int_{A^{*}} \frac{d \theta_{s}}{d \alpha} \frac{\partial N_{i}}{\partial \theta} h dA
\]

\[
\dot{H}_{i}^{e} = 2 \int_{A^{*}} N_{i} \frac{dh}{d \alpha} dA \quad (3.25)
\]

\[
q_{t}^{e} = \int_{S} N_{t} q_{n} dS
\]

Equation (3.24) has a distinct physical meaning. The right hand side represents a linear combination of dimensionless flow terms caused by shear and squeeze. These flows are balanced by the nodal flows caused by the pressure generated in the oil film. Equations (3.25) totally describe the isothermal incompressible lubrication problem. It is important to note at this stage that the flow at the boundary \( q^{e} \) need never be evaluated when solving for the pressures. Along the edge of the bearing the pressures, \( p_{a} \), are known and it is therefore not necessary to solve Reynolds equation at any nodes that lie on this boundary. If symmetry is exploited this term vanishes at the line of symmetry since \( q_{n} = 0 \). This term may therefore be ignored for the moment.

3.4 Equation formulation

Now that a complete finite element description for the problem has been obtained the fluidity matrices and element equations can be evaluated. Two different methods were used for the two element types.

3.4.1 Triangular element formulation

Using the previous definition of the shape functions the element equations may be evaluated explicitly. For the triangular element the shape function is given by
\[ N_i^e = \frac{a_i + b_i \theta + c_i z}{2A^e} \]  
\[ (3.26) \]

where the shape function derivatives may be obtained as

\[
\frac{\partial N_i}{\partial \theta} = \frac{b_i}{2A^e}, \quad \frac{\partial N_i}{\partial z} = \frac{c_i}{2A^e}
\]

Using the first equation of (3.25) we obtain

\[
K_{p_i}^e = -\int \frac{h^3}{A^e} (b_i b_j + B^2 c_i c_j) dA
\]

\[
= \frac{(b_i b_j + B^2 c_i c_j)}{4(A^e)^2} \int h^3 dA
\]

since \( b_i \) and \( c_i \) are constants.

To evaluate the integral

\[
I = \int h^3 dA
\]

\( h \) is assumed to vary as \( h = h_i N_i + h_j N_j + h_k N_k \) giving

\[
I = \int (h_i N_i + h_j N_j + h_k N_k)^3 dA
\]

\[
= \int (h_i^3 N_i^3 + h_j^3 N_j^3 + h_k^3 N_k^3 + 3h_i^2 h_j N_i N_j + \ldots + 6h_i h_j h_k N_i N_j N_k) dA
\]

All the values of \( h \) are constant nodal values therefore considering the first term

\[
\int h_i^3 N_i^3 = h_i^3 \int N_i^3 dA
\]

There is a convenient formula [57] for carrying out the integration of shape functions which is

\[
\int N^{\alpha N^\beta N^\gamma} dA = \frac{\alpha! \beta! \gamma!}{(\alpha + \beta + \gamma + 2)!} 2A^e
\]

\[ (3.27) \]

therefore

\[
h_i^3 \int N_i^3 dA = \frac{h_i^3}{10} 4^e
\]
applying this formula to all the terms in the equation the integral \( I \) now becomes

\[
I = (h_i^3 + h_j^3 + h_k^3 + h_i^2 h_j + h_i^2 h_k + h_j^2 h_k + h_i h_j^2 h_k + h_i h_k^2 h_j + h_j h_k^2 h_i) \frac{A^e}{10}
\]

giving

\[
K_{ij}^e = \frac{I}{4A^e} (b_i b_j + B^2 c_i c_j) \tag{3.28}
\]

Similarly \( U^e_f \) may be obtained as

\[
U^e_f = -\frac{d\theta_r}{d\alpha} \int h^2 \frac{\partial N_i}{\partial \theta} dA = -\frac{d\theta_r}{d\alpha} \frac{b_i}{2A^e} \int h dA
\]

Assuming a variation for \( h \) as before

\[
\int h dA = \int (h_i N_i + h_j N_j + h_k N_k) dA = \frac{(h_i + h_j + h_k)}{3} A^e
\]

therefore

\[
U^e_f = \frac{d\theta_r}{d\alpha} \frac{(h_i + h_j + h_k)}{6} A^e \tag{3.29}
\]

The squeeze term may be formulated in a similar manner, assuming \( dh_i/d\alpha \) is not a function of \( \theta \) or \( z \)

\[
\dot{H}_i^e = 2 \frac{dh}{d\alpha} \int N_i dA z = 2 \frac{dh}{d\alpha} \frac{A^e}{3} \tag{3.30}
\]

Therefore equations (3.28), (3.29) and (3.30) allow the element matrices for the triangular elements to be formulated

### 3.4.2 Quadrilateral element formulation

The element matrices for the higher order element can not be formulated so easily so a numerical integration must be employed to evaluate the matrix coefficients. The form of integration used is Gauss-Legendre Quadrature. This was chosen since it can be highly accurate and is relatively easy to implement. The general Gauss-Legendre formula in two dimensions is given by
\[ I = \int_{-1}^{+1} \int_{-1}^{+1} \phi(\xi, \eta) \, d\xi d\eta = \sum_{i=1}^{n} \sum_{j=1}^{n} a_i a_j \phi(\xi_i, \eta_j) \]  

(3.34)

where \( n \) is the number of sampling points, \( a_i \) is the weighting factor, \( \xi_i, \eta_i \) are the coordinates of the \( i \)th sampling point.

Below is a table of sampling points and weights for values of \( n = 2, 3 \).

<table>
<thead>
<tr>
<th>( n )</th>
<th>( a )</th>
<th>( \eta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.0</td>
<td>( \pm 1/\sqrt{3} )</td>
</tr>
<tr>
<td>3</td>
<td>5/9</td>
<td>( \pm \sqrt{0.6} )</td>
</tr>
<tr>
<td></td>
<td>8/9</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.1 Sampling points and weights for Gauss-Legendre Quadrature

In general taking two points in each direction should prove adequate for the quadrilateral element. It should also be noted at this stage that shape functions and derivatives are in terms of the local coordinates \( \xi \) and \( \eta \) and not the global coordinates \( \theta \) and \( z \). The global derivatives may be obtained in the following manner.

Applying the chain rule

\[ \frac{\partial N_i}{\partial \xi} = \frac{\partial N_i}{\partial \theta} \frac{\partial \theta}{\partial \xi} + \frac{\partial N_i}{\partial z} \frac{\partial z}{\partial \xi} \]  

(3.32)

\[ \frac{\partial N_i}{\partial \eta} = \frac{\partial N_i}{\partial \theta} \frac{\partial \theta}{\partial \eta} + \frac{\partial N_i}{\partial z} \frac{\partial z}{\partial \eta} \]  

(3.33)

This may be written in matrix form as

\[
\begin{bmatrix}
\frac{\partial N_i}{\partial \xi} \\
\frac{\partial N_i}{\partial \eta}
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial \theta}{\partial \xi} & \frac{\partial z}{\partial \xi} \\
\frac{\partial \theta}{\partial \eta} & \frac{\partial z}{\partial \eta}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial N_i}{\partial \theta} \\
\frac{\partial N_i}{\partial z}
\end{bmatrix}
\]

where the \( 2 \times 2 \) matrix on the right hand side of the equation is the Jacobian matrix \( J \). Thus the cartesian derivatives can be obtained. It should be noted that

\[ d\theta dz = |\text{det}J| \, d\xi d\eta \]
which can be obtained from calculus.

It is now possible to obtain the element matrices as

\[
K_{p_{ij}}^e = - \int_{\Delta^e} h^3 \left[ \frac{\partial N_i}{\partial \theta} \frac{\partial N_j}{\partial \theta} + B^2 \frac{\partial N_i}{\partial z} \frac{\partial N_j}{\partial z} \right] \, d\theta dz
\]

\[
= - \sum_{k=1}^{n} \sum_{l=1}^{n} a_k a_l h^3 \left[ \frac{\partial N_i}{\partial \theta} \frac{\partial N_j}{\partial \theta} + B^2 \frac{\partial N_i}{\partial z} \frac{\partial N_j}{\partial z} \right] |\det J| \tag{3.34}
\]

Since the integration is carried out over the element in terms of local coordinates it is in the form \(d\xi d\eta\) and is multiplied by \(|\det J|\) to make it of the form \(d\theta dz\).

Similarly

\[
U_i^e = - \int_{\Delta^e} \frac{d\theta_r}{d\alpha} \frac{\partial N_i}{\partial \theta} \, h \, d\theta dz = \frac{d\theta_r}{d\alpha} \sum_{k=1}^{n} \sum_{l=1}^{n} h_{kl} \frac{\partial N_i}{\partial \theta} \, |\det J| \tag{3.35}
\]

and

\[
\hat{H}_i^e = 2 \int_{\Delta^e} N_i \frac{dh}{d\alpha} \, d\alpha = \sum_{k=1}^{n} \sum_{l=1}^{n} 2N_i \frac{dh_i}{d\alpha} \, |\det J| \tag{3.36}
\]

Hence the element matrices can be formulated for the isoparametric element.

### 3.5 System matrices assembly

The element matrices can now be evaluated over each element giving a set of matrices \([K_p^e]\), \([U^e]\), \([\hat{H}^e]\). If there are \(n\) nodes in the finite element mesh it is required that \(n\) equations are obtained to solve for the \(n\) unknown nodal pressures. A set of system matrices must therefore be assembled as \([K_p]\), \([U]\), \([\hat{H}]\) from the element matrices. To achieve this the individual contributions to each nodal point from each element must be summed. This is possible by transferring from local to global numbering. Each node as well as having an associated number for each element, known as the local number, also has a global number referring to the system as a whole. Assembly of the system matrices is then simply a matter of placing the particular element matrix coefficient in the correct place in the system matrix. This is achieved by summing the individual element coefficients as

\[
K_{p_{ij},\alpha} = K_{p_{ij},\alpha}^e + K_{p_{ij},\alpha}^e
\]
where $is$ and $js$ are the global node numbers corresponding to the nodes $ie$ and $je$ in the element under consideration. Similarly

$$U_{is} = U_{is} + U_{ie}^e$$

and

$$\dot{H}_{is} = \dot{H}_{is} + \dot{H}_{ie}^e$$

Once this has been carried out for all the elements the system matrices are complete and the solution procedure can be started.
Figure 3.1 - Examples of finite element meshes used to model the lubricant film
Figure 3.2 - Element types used for the lubrication analysis.
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Chapter 4

Rigid Bearing Analysis

4.1 Introduction

The initial work undertaken was to develop software to analyse and predict the performance of a dynamically loaded, finite rigid journal bearing. This was undertaken to gain an understanding of the problem and the factors involved, to try to develop a fast predictive technique for analysing the bearing performance, to gain an idea of the computing requirements and to develop a firm basis from which to move onto the problem of elastohydrodynamic lubrication.

One of the earliest solutions obtained for the finite rigid bearing problem was by Christopherson [8]. The finite difference method was used to model the lubricant film in the bearing. The resulting set of finite difference equations was solved using the Gauss-Seidel iterative over-relaxation technique to obtain the pressure distribution generated in the oil film. This method allowed the non-negativity pressure constraint to be applied to the pressure distribution and consequently the imposition of the Reynolds boundary condition on the solution in a simple manner. Cameron and Wood [9] also used a relaxation method, Southwells relaxation, to obtain results for a finite journal bearing. Similar methods were used by Raimondi and Boyd [11] and Pinkus [12] to produce design charts for bearing design. An improved finite difference formulation was proposed by Cameron [10], who solved for a modified pressure variable in an attempt to better resolve the steep pressure gradients occurring in the region of maximum pressure. A comprehensive review of the application of the finite difference method to the solution of Reynolds Equation is presented by Holmes and Ettles [13]. Five different equation formulations and several different iterative schemes for solving the finite difference equations are covered.

The finite element method, developed in the late forties for solving complex structural problems, was first applied to field problems by Zienkiewicz and Cheung [15] and Visser [16]. Field problems are generally concerned with the diffusion or flow of some quantity such as heat, or in the case of the hydrodynamic lubrication problem the flow of the lubricant. The flow can be related to gradients or potentials, in this case the pressure gradients cause the fluid flow. The development of
functionals for the lubrication problem by Hayes [17] and Tayo [18] presented the possibility of using the finite element method to solve the problem. An early solution using the finite element method was achieved by Reddi [19] for the incompressible lubrication problem and this was extended by Reddi and Chu [20] to cover the steady-state compressible problem. A comprehensive treatment of the application of the finite element method to the lubrication problem is given by Booker and Huebner [21].

This early finite element work was restricted to bearings where there was no cavitation or film rupture such as thrust or pad bearings. The problem of locating the free boundary was thus not covered. Goenka and Booker [55] incorporated the free boundary problem into a finite element analysis of the performance of spherical bearings. A relaxation method similar to that used by Christopherson was adopted to locate the free boundary and impose the non-negativity constraint on the pressure distribution. Goenka [22], working at General Motors, used a method proposed by Chandeskharan [58] posing the problem as a complimentarity problem to locate the free boundary. It was reported that the Gauss-Seidel method previously used did not always produce a converged solution. The analysis demonstrated the full versatility of the finite element method and seventeen different bearing cases, some of them non-ideal with a variety of oil feed features, were covered.

This chapter describes the development of a fast finite element method for the analysis of dynamically loaded rigid finite journal bearings. This includes a detailed discussion of the solution method and its optimisation, the method used to introduce dynamic loading, the way in which oil feed has been incorporated into the analysis and the particular choice of elements for modelling the lubricant film. Results are presented for a number of bearings, in particular the Ruston and Hornsby 6VEB Mk III marine diesel big end bearing which has been used extensively by other authors and has become a benchmark for comparing analysis techniques.
4.2 Solution method

4.2.1 Successive over-relaxation

The first step in the analysis is to formulate the system matrices for the problem using the finite element method. Referring to equation (3.27) these matrices are given by

\[ [K_p](p) = [U] + [H] \]

which may be rewritten for simplicity as

\[ [K_p](p) = [Q] \] (4.1)

where \([Q]\) can be interpreted as the nodal flows caused by shear and squeeze effects. This formulation results in \(n\) simultaneous equations in the \(n\) unknown nodal pressures \(p\), where \(n\) is the number of nodal points in the mesh. There are many different techniques for solving equations of this form. The Gauss-Seidel iterative solution method was chosen as it is simple to implement, can prove much more efficient than other solution methods, especially if the matrix \([K_p]\) is sparse, and, as has been shown [8], allows the non-negative pressure condition to be implemented in a routine manner.

Using Gauss-Seidel iteration the pressure \(p_i\) at node \(i\) is found from the \(i\)th equation of (4.1)

\[ K_{pi,i}p_1 + \ldots + K_{pi,i}p_i + \ldots + K_{pi,i}p_n = Q_i \] (4.2)

which can be rearranged to give

\[ p_i = \frac{\{Q_i - K_{pi,i}p_1 - \ldots - K_{pi,i}p_i - \ldots - K_{pi,i}p_{i+1} - \ldots - K_{pi,i}p_n\}}{K_{pi,i}} \] (4.3)

Starting with an initial guess for the pressures a new estimate can be obtained from the equation

\[ p_i^{(k+1)} = \{Q_i - K_{pi,i}p_1^{(k+1)} - \ldots - K_{pi,i}p_i^{(k+1)} - \ldots - K_{pi,i}p_{i+1}^{(k+1)} - \ldots - K_{pi,i}p_n^{(k)}\}/K_{pi,i} \] (4.4)

where \(k\) is the iteration step. As soon as a new value of \(p_i\) is calculated it is used immediately for the next calculation. This process continues until the change in \(p_i\) falls below a certain amount, usually determined by
\[
\sum_{i=1}^{n} |p_i^{k+1} - p_i^k| < tol
\]

(4.5)

where \(tol\) is the tolerance used for the convergence, normally in the range \(10^{-4} - 10^{-6}\).

This process can however be slow to converge and the process can be accelerated by using successive over-relaxation (SOR). The governing equation for SOR is given by

\[
p_i^{(k+1)'} = p_i^{(k)} + \omega_f (p_i^{(k+1)} - p_i^{(k)})
\]

(4.6)

where \(p_i^{(k+1)}\) is the value of \(p_i\) calculated from the Gauss-Seidel iteration and \(\omega_f\) is the over-relaxation factor used to modify the change in \(p_i\) between iterations to give a new value \(p_i^{(k+1)'}\). The optimum value of the over-relaxation factor is normally in the range \(1 < \omega_f < 2\). It was reported by Goenka [22] that in some cases the Gauss-Seidel solution method did not produce a converged solution. This situation did not appear to arise using normal bearing data. It was found however when the software was being compared to the Sommerfeld solution by making the bearing very wide with an \(L/D\) ratio of about 10 that the solution became extremely slow to converge. On examining this in more detail the matrix \([K_p]\) was found to have become ill-conditioned (that is the diagonal dominance essential for the convergence of this type of solution method was lost). Since the matrices had become ill-conditioned however this meant that other solution methods would also not work so the failure to converge in this case was not due to the method that was being used to solve the equations.

4.2.2 Cavitation

Since, in practice, the lubricant can only sustain a negligible region of negative pressure due to the film tension, a large portion of the bearing will be cavitated or ruptured with the pressure equal to a constant cavitation pressure, \(p_c\). Many analytical solutions deal only superficially with cavitation, the simplest assumption being that cavitation begins at the point of minimum film thickness and film reformation occurs at the point of maximum film thickness where the film thickness starts to
converge again. A better method for determining the cavitation region which satisfies flow continuity is Reynolds boundary condition. This states that at the point of film rupture the pressure and the pressure derivative are both equal to zero, (see section 2.5). Christopherson [8] showed that this condition could be easily implemented using SOR without having to determine the pressure gradient. To achieve this, each time a negative pressure is calculated during the relaxation process it is immediately set equal to zero. Since flow continuity is built into Reynolds equation, the resulting pressure distribution calculated using these zero pressures will automatically satisfy flow continuity at the point of film rupture.

4.2.3 Boundary conditions and oil feed

As well as the non-negative constraint imposed upon the pressure distribution there are two other boundary conditions to be incorporated into the analysis. The pressures are zero at the bearing edge and the pressure is equal to the oil supply pressure, \( p_s \), at any oil supply holes or grooves. This was achieved in very much the same manner as the non negative pressure constraint was applied. Each time that a node was encountered during the relaxation that lay at the bearing edge or at an oil feed feature, the pressure was set to the required value and the iteration process continued. At this stage no attempt was made to accurately model the physical shape of the oil feed features. This was regarded as a refinement to the method and the work was more concerned with the development of a general predictive model. For the case of an oil feed hole the nearest node to the hole was found and the pressure was specified at that node. For the case of a partial groove the nodes nearest to the groove lying on the centre line were used. The full 360 degrees groove was modelled in one of two ways. Either the pressure at all the nodes on the centre line were set to the supply pressure, the width of the bearing being reduced by the appropriate amount to account for the width of the groove, or it was assumed that the supply pressure was negligible compared to the pressure in the rest of the bearing, each bearing land was then treated as an ideal bearing. Exploiting symmetry only one quarter of the bearing then had to be modelled. This method is similar to that used by Goenka [22].
4.2.4 Solution region and wrap around

For the present analysis the finite element mesh was fixed relative to the connecting rod axis. This was since in most of the bearings considered the oil feed features were on the surface of the connecting rod bearing. If required though it was a straightforward matter to fix the mesh relative to the crank pin. This situation would be necessary if the oil feed features were located in the crankpin. Figure 4.1 shows an example of a finite element mesh used to model the lubricant film. Since the solution region is continuous in the circumferential direction the first and last rows are coincident. This means that if there are \( n \) nodes in the mesh there are \( n - mnz \) unknowns where \( mnz \) is the number of nodes in the axial direction. Therefore only \( n - mnz \) equations are to be assembled so the last \( mnz \) nodes are redundant. This redundancy is eliminated during the assembly of the system matrices. For each element a steering vector is used to place the coefficients of the element matrices in the correct positions in the system matrices. This vector has the form \( ksy(IN,IE) \) where \( IE \) is the element number and the entry \( ksy(IN,IE) \) is the global node number corresponding to the \( IN \)th node in the element. By simply setting the correct global node numbers in this steering vector for the elements that lie on the last row of the mesh only \( n - mnz \) equations will be assembled. For instance the element \( IE \), which has the node \( n - 1 \) on the last row as its second local node, the entry \( ksy(2,IE) \) is set to 4 which is the corresponding node on the first row of the mesh. In this way the system matrices are assembled for a continuous film.

4.2.5 Calculation of the load vector

For a given journal position the resulting pressure distribution can be found in the way described above. From this the resultant load vector is given by

\[
W_x = \int_A pR \cos \theta dA
\]

\[
W_y = \int_A pR \sin \theta dA
\]

To find the resultant load vector from the \( n \) discrete nodal values of the pressure \( p \), numerical integration had to be used. Two different methods were used for the two different element types. For the triangular elements, since a linear variation of the pressure was assumed over each element a linear integration method had to be
employed, in this case the trapezoidal rule. Using a higher order integration would not have been in keeping with the assumptions used to calculate the pressure distribution and could lead to inaccurate results. For the 8-node quadrilateral elements Gauss-Legendre quadrature was used to integrate the pressure distribution over each element. Again this method was chosen on the basis of the assumptions used to calculate the pressure distribution.

4.2.6 Dynamic time stepping

The problem to be solved is to predict the journal centre orbit of the journal within the housing under the influence of an externally applied dynamic load. This is achieved by discretising time into small steps and at each step finding the journal position and velocity that will produce the required pressure distribution to balance the load applied at that time step. Finding the pressure distribution for a given eccentricity is straightforward and is simply a matter of solving the corresponding finite element equations with the appropriate boundary conditions. The main problem with both the steady state and dynamic problems is finding an efficient method for adjusting the eccentricity at each load case to produce the required pressure distribution. This is an iterative process and it is desirable that the correct journal position is found in as few steps as possible since each time a new estimate is made for the journal position the system matrices are reformulated which is very time consuming. Several different methods were developed for carrying out these iterations.

The first attempt to develop a method for finding the journal position was to use the equation for the dimensionless load generated in an infinitely wide bearing [10]

\[ W = \frac{\pi \varepsilon}{(1-\varepsilon^2)^{1/2}(1+\varepsilon^{3/2})} \quad (4.7) \]

It was assumed in general that

\[ W \propto \frac{\pi \varepsilon}{(1-\varepsilon^2)^{1/2}(1+\varepsilon^{3/2})} \]

therefore for two eccentricities \( \varepsilon_1 \) and \( \varepsilon_2 \) with corresponding loads \( W_1 \) and \( W_2 \)

\[ \frac{W_2}{W_1} = \frac{\pi \varepsilon_2 (1-\varepsilon_2^2)^{1/2}(1+\varepsilon_1^{3/2})}{\pi \varepsilon_1 (1-\varepsilon_1^2)^{1/2}(1+\varepsilon_2^{3/2})} \quad (4.8) \]
If $e_2$ is unknown, $W_1$ is the load generated for eccentricity $e_1$ and $W_2$ is the required load, $e_2$ can be found by rearranging (4.8) as

$$f(e_2) = \pi e_2 - \frac{W_2}{W_1} \frac{(1-e_2^2)^{1/2}(1+e_2^3/2)}{(1-e_1^2)^{1/2}(1+e_1^3/2)} \pi e_1 = 0 \quad (4.9)$$

using Newton's method to find the required eccentricity as

$$e_{i+1} = e_i - \frac{f(e_i)}{f'(e_i)} \quad (4.10)$$

For a given load a guess was made for the eccentricity $e_1$ to give a load $W_1$. The eccentricity, $e_2$, required to balance the applied load $W_2$ could then be estimated. This procedure was repeated until $W_1 = W_2$. This method worked reasonably well for the steadily loaded case but gave very slow convergence if the required change in eccentricity was large particularly for the dynamically loaded case. A curve fitting program was tried with the eccentricity as a function of the load and the $L/D$ ratio, this however was only of any use for steadily loaded ideal bearings. On examining the general relationship between the eccentricity and the log of the load $W$ it was seen that if the required change in the eccentricity was fairly small the relationship between the eccentricity and the log $e$ of $W$ would be almost linear. A new relationship was used given by

$$e_1 \alpha \text{Ln}W_1 \quad (4.11)$$

for which the corresponding change in eccentricity required is

$$\Delta e \alpha \text{Ln}W_1 - \text{Ln}W_2$$

therefore

$$e_1 - e_2 = k_1(\text{Ln}W_1 - \text{Ln}W_2) \quad (4.12)$$

By making an initial guess for the eccentricity to get $W_1$ and then changing the eccentricity by a small amount $\Delta e$ a value of $e_2$ and $W_2$ could be found from which the value of $k_1$ could be determined. By substituting the applied load into (4.12) the required change in eccentricity could be obtained. This process was continued until convergence was achieved. This iteration was only for the magnitude of the eccentricity. A second iteration was performed for the angle at which the eccentricity
vector lay according to
\[ k_2 = \frac{\theta_1 - \theta_2}{\psi_1 - \psi_2} \]  
(4.13)

where \( \theta \) is the angle at which the minimum film thickness occurs and \( \psi \) is the angle at which the load is acting. The iterative procedure used is shown in Figure 4.2. This method converged in about 5-6 iterations, and for the dynamic problem the values calculated for \( k_1 \) and \( k_2 \) could be carried forward to the next step since they were found to vary only by a small amount between time steps and subsequently used to provide a good initial estimate for the eccentricity at the next time step.

The final method relied upon the Newton-Raphson iterative technique in which \( \varepsilon_x \) and \( \varepsilon_y \) were solved for instead of \( \varepsilon \) and \( \theta \). Writing
\[ f_1(\varepsilon_x, \varepsilon_y) = W_{ax} - W_x \]
\[ f_2(\varepsilon_x, \varepsilon_y) = W_{ay} - W_y \]

the Newton-Raphson method gives
\[
\begin{bmatrix}
\frac{\partial f_1}{\partial \varepsilon_x} & \frac{\partial f_1}{\partial \varepsilon_y} \\
\frac{\partial f_2}{\partial \varepsilon_x} & \frac{\partial f_2}{\partial \varepsilon_y}
\end{bmatrix}
\begin{bmatrix}
\Delta \varepsilon_x \\
\Delta \varepsilon_y
\end{bmatrix}
= 
\begin{bmatrix}
f_1 \\
f_2
\end{bmatrix}
\]  
(4.14)

Initially this was evaluated by making an initial estimate for the eccentricity, \( \varepsilon \), and then changing \( \varepsilon_x \) by a small amount while keeping \( \varepsilon_y \) constant to numerically evaluate \( \partial f_1 / \partial \varepsilon_x \) and \( \partial f_2 / \partial \varepsilon_x \). Similarly \( \partial f_1 / \partial \varepsilon_y \) and \( \partial f_2 / \partial \varepsilon_y \) could be obtained. These values were used to calculate the required values of \( \Delta \varepsilon_x \) and \( \Delta \varepsilon_y \) to give a new estimate for the eccentricity. This process was highly convergent but required three iterations for each new estimate for the eccentricity. On examining the change in the values of \( \partial f_1 / \partial \varepsilon_x \), \( \partial f_2 / \partial \varepsilon_x \), \( \partial f_1 / \partial \varepsilon_y \) and \( \partial f_2 / \partial \varepsilon_y \) it was found that these varied very little during and between each time step. This method was therefore greatly improved by adopting a form of modified Newton-Raphson method [53] to
calculate the values of $\Delta e_x$ and $\Delta e_y$. The modified Newton-Raphson method relies on the derivatives only changing by a small amount between iterations. These values are then only calculated once at the start of the sequence of iterations and subsequently used to calculate all the new values of $\Delta e_x$ and $\Delta e_y$. In many cases this method is only slightly less convergent than the Newton-Raphson method and is significantly more efficient.

Starting with the values of the derivatives from the previous iteration, the corrections for $e_x$ and $e_y$ can be calculated as $\Delta e_{x1}$ and $\Delta e_{y1}$. Using these new values $W_x$ and $W_y$ can be calculated giving $f^1_1$ and $f^1_2$. This process can be repeated giving $\Delta e_{x2}$ and $\Delta e_{y2}$ and $f^2_1$ and $f^2_2$. From equation (4.14) this gives

$$\frac{\partial f_1}{\partial e_x} \Delta e_{x1} + \frac{\partial f_1}{\partial e_y} \Delta e_{y1} = -f^1_1$$

$$\frac{\partial f_2}{\partial e_x} \Delta e_{x1} + \frac{\partial f_2}{\partial e_y} \Delta e_{y1} = -f^1_2$$

$$\frac{\partial f_1}{\partial e_x} \Delta e_{x2} + \frac{\partial f_1}{\partial e_y} \Delta e_{y2} = -f^2_1$$

$$\frac{\partial f_2}{\partial e_x} \Delta e_{x2} + \frac{\partial f_2}{\partial e_y} \Delta e_{y2} = -f^2_2$$

which provides four equations in the four unknowns $\partial f_1/\partial e_x$, $\partial f_2/\partial e_x$, $\partial f_1/\partial e_y$ and $\partial f_2/\partial e_y$. This allows the values of the derivatives to be recalculated as the journal position iteration progresses rather than separately. This makes the iteration process considerably more efficient since it is not necessary to carry out three complete calculations to obtain one set of corrections. This method in general produced a high rate of convergence for both the steady loaded and dynamic problems, typically requiring 1-2 iterations per time step. In some cases the solution proved slow to converge or diverged. This was overcome by putting a limit on the maximum values of $\Delta e_x$ and $\Delta e_y$. If the process still would not converge the Newton Raphson method was used until the solution began to converge again.
4.2.6.2 Implicit and explicit time stepping

The solution for the dynamic problem is obtained by stepping through time using discrete time steps. The journal position is known at the start of each time step and is to be found at the end of the step to balance the applied load. This value is then used for the start of the next time step. Two different methods were investigated for stepping through time which will be referred to as the implicit and explicit methods.

In the implicit method, which was the method adopted for the early part of the analysis, the film thickness, $h$, is a function of the eccentricity at the current time step, $h = f(e_1)$. Therefore each time the eccentricity is altered during the time step the film thickness and the squeeze term $dh/dt$ are both adjusted so all the system matrices must be reformulated. In the explicit scheme, the film thickness is taken as a function of the eccentricity at the end of the previous time step, $h = f(e_{i-1})$ and so instantaneously known at the current time step. Each time the eccentricity is adjusted the only term affected is therefore the squeeze term. The advantage with this scheme, which is similar to the time stepping scheme adopted by Goenka [22], is that since the matrix $K_p$ given by (3.25) as

$$K_{pj} = -h^3 \int_A \left[ \frac{\partial N_i}{\partial \theta} \frac{\partial N_j}{\partial \theta} + B^2 \frac{\partial N_i}{\partial z} \frac{\partial N_j}{\partial z} \right] dA$$

is only a function of the film thickness $h$ it need only be evaluated once for each time step. This led to a considerable saving in computing time. Using the explicit method the problem becomes linear in the nodal pressures and the journal centre velocities, $\dot{e}_x$ and $\dot{e}_y$. It would therefore seem that the problem could be solved directly without having to iterate for the journal centre position. There is however still a considerable degree of non-linearity in the problem due to the film cavitation. It was also found that for large time steps (greater than 5 degrees of crank rotation) the explicit method became unstable in some cases whereas the implicit method is inherently stable.
4.2.6.3 Squeeze term verification

Verifying the results for the predicted behaviour of the bearing under steady loading was straightforward since there is already a large amount of published material giving solutions for steady loaded finite bearings [10]. Also as the width of the bearing was increased or decreased a qualitative assessment could be carried out on the results which should converge towards the predicted performance given by the two analytical solutions presented in Chapter 2 for the short bearing and narrow bearing theory. However, testing the software developed for predicting the dynamic behaviour of the bearing was not so straightforward. It was possible to compare the predicted journal centre orbits and peak pressures with other authors' work but it was felt that a more rigorous method was required. It was important that these methods were both simple and could give a clear indication of how accurately the squeeze term was being incorporated into the analysis. Two different methods were developed to achieve this. One qualitative and the other quantitative.

The first test was to apply a steady load to the bearing, with the journal running at a constant angular velocity at a fixed eccentricity. The bearing was then 'released', the journal centre orbit should then follow a smooth curve, ending at the steady loaded position when all the squeeze effects should have disappeared. One of these orbits is shown in Figure 4.3. The second test was on a quantitative basis and compared the performance with shear only directly to that with shear and squeeze. Consider the journal and housing rotating with angular velocities \( \omega_j \) and \( \omega_b \) with a constant load applied to the system rotating at an angular velocity \( \omega_l \) (Figure 4.4). For the steady loaded case with the velocities measured relative to the bearing housing \( \omega_j = \dot{\theta} \), \( \omega_b = \omega_l = 0 \). However if the reference axis is switched to the journal the velocities become \( \omega_j = 0 \), \( \omega_b = \omega_l = -\dot{\theta} \). Since the Reynolds equation contains the term

\[
\overline{U} = \frac{(U_j+U_b)}{2} = \frac{R(\omega_j+\omega_b)}{2}
\]  

(4.15)

this problem is the same as the problem where \( \omega_j = \omega_l = -\dot{\theta} \), \( \omega_b = 0 \). Therefore if, under steady loading the bearing has a certain eccentricity \( e_s \), for the dynamic case with the same load applied to the system rotating at the same speed as the journal, the journal centre should settle into a circular orbit of radius \( e_s \) (Figure 4.5). These methods proved very useful in highlighting errors in the way in which
the squeeze term had been incorporated into the analysis.

4.3 Relaxation optimisation

As previously mentioned the SOR solution method can prove very efficient for solving the type of problem encountered here. Several methods were used to optimise the relaxation process in an attempt to decrease the required solution time. One of the most significant factors influencing the rate of convergence of the sequence of iterations is the choice of over-relaxation factor, \( w_f \). Several techniques have been developed for determining the optimum over-relaxation factor, \( w_{f_{opt}} \), [59], but these depend very much on the nature of the problem being considered. Typically the optimum value lies in the range \( 1 < w_{f_{opt}} < 2 \) and in general some form of numerical experimentation is required. An investigation was carried out to determine the effect of element type, meshsize and load on the choice of \( w_{f_{opt}} \). Figure 4.6 shows the number of iterations required to achieve a given tolerance. The relationship between the number of iterations and the order of magnitude of the tolerance is nearly linear and therefore doubling the order of magnitude of the required tolerance would roughly double the number of iterations required. If the sequence of iterations achieves a given tolerance it does not necessarily indicate that a converged solution has been reached but that the rate of convergence has fallen below a certain value. To check the convergence of the relaxation process the results for a full Sommerfeld solution (see section 2.5) was obtained using SOR and using Gaussian elimination to solve the equations for the pressure. The Sommerfeld solution was used since there is no cavitation region to be found. The Gaussian elimination method is non iterative, therefore if the SOR solution was well converged the two solutions should be the same. This was the case so it was reasonable to assume that the SOR solution method produced a well-converged solution for this problem. A tolerance of \( 10^{-4} \) proved adequate in all cases. This tolerance gave a maximum error in the calculated load when compared to that obtained using a tolerance of \( 10^{-7} \) of .025%. Decreasing the tolerance to less than \( 10^{-4} \) made a negligible difference to the results obtained but significantly increased the number of iterations. It was impractical to use a tolerance of less than \( 10^{-7} \) due to the rounding errors caused by the precision of the computer.
Figure 4.7 shows the effect of varying the number of circumferential nodes for the 8-node isoparametric mesh. It appears that increasing the number of circumferential nodes increased the value of $w_{f_{opt}}$. The overall rate of convergence though did not seem to be very sensitive to this value, especially in the range 1.4-1.5. In general a value of 1.5 for $w_f$ proved adequate for all the meshes used. Varying the number of axial nodes however (Figure 4.8), although having little effect on the choice of $w_{f_{opt}}$ had a very significant affect upon the rate of convergence of the solution. Increasing the number of axial nodes greatly increased the number of iterations and also increased the sensitivity of the solution process to the choice of $w_f$. Figure 4.9 shows the effect of increasing the number of circumferential nodes for the 3-node triangular element mesh. In general the 3-node triangular elements behaved in very much the same way as the higher-order elements but were more sensitive to the value of $w_f$. From this study a value of between 1.55 and 1.65 was used for the over-relaxation factor for the 3-node triangular elements, depending upon the number of circumferential nodes used. A value of 1.5 proved adequate for all cases using the 8-node isoparametric elements. It was found that varying the magnitude of the load and the introduction of dynamic loading had no effect on the choice of $w_{f_{opt}}$. The affect of varying the mode of sweeping the mesh during the relaxation process was also investigated. The sweeping modes used were:

i) In the circumferential direction, 1,2,....,n

ii) In the axial direction, 1,2,....,n

iii) Sweeping alternately forwards and backwards, 1,2,....,n  n,....,2,1, in the circumferential and axial directions.

iv) Sweeping alternate points, 1,3,....,n  2,4,....,n-1,in the circumferential and axial directions.

Of these the first method proved to be the most efficient, the other modes increasing the number of required iterations especially the last which increased this by almost 100%.

The second method used to optimise the SOR solution method exploited the sparsness of the matrix $[K_p]$ to reduce the amount of required computer storage and the number of calculations carried out during the solution process. In Figure 4.10 the nodes affecting each node in the two different meshes are shown. For the triangular elements each node, $i$, has 6 nearest neighbours and for the 8-node
isoparametric elements the number of nodes affecting a corner node, \( i \), is 21, and a midside-node, \( j \) is 13. For a 3-node triangular element each row of the matrix \([K_p]\) has only 7 non-zero terms and therefore when the relaxation calculation, given by (4.3) as

\[
\begin{align*}
p_i &= (Q_i - K_{pi,p_1}p_1 - \ldots - K_{pi,p_{i-1}}p_{i-1} - \ldots - K_{pi,p_{i+1}}p_{i+1} - \ldots - K_{pi,p_n}p_n) / K_{pi,j}
\end{align*}
\]

is carried out, there are a very large number of redundant calculations. Two different algorithms were developed to exploit this sparseness. The first meant that only the non-zero terms in the matrix \([K_p]\) were stored. Therefore for the 3-node triangular elements this meant that the size of \([K_p]\) was reduced from \( n \times n \) to \( n \times 7 \) and for the 8-node isoparametric elements \( n \times 22 \). This was achieved by using a steering vector which placed the coefficients of the matrix \([K_p]\) in the correct place during assembly. The second algorithm stored the numbers of all the nodes affecting a particular node, \( i \), so only this number of calculations was carried out during the execution of equation (4.3). This greatly decreased the required computing time since fewer calculations were carried out and since the required computer storage was considerably reduced meaning that the computing time to access a particular coefficient of the matrix \([K_p]\) was also reduced.

The rate of convergence of the solution process was very high. Figure 4.11 shows the region of positive pressure obtained during the solution process where \( k \) is the iteration step. It was found on examining the solution convergence that when the tolerance had fallen below \( 10^{-1} \) the positive pressure region had been found. Therefore the solution procedure could be greatly improved by only carrying out the relaxation over this region once this tolerance had been reached which in some cases reduced the computing time by 50%.
4.4 Dynamically loaded engine cycle

4.4.1 Load interpolation

The external load applied to the bearing is supplied as a function of crank angle every 10 degrees of crank rotation. For the dynamically loaded engine cycle the time steps investigated were 1, 2, 5 and 10 degrees of crank rotation. Therefore the load had to be interpolated to obtain the intermediate time steps. Initially a linear variation was assumed but this gave a very discontinuous load diagram. To improve upon this quadratic and cubic Lagragian interpolation were used. Cubic interpolation gave the best approximation to a smooth curve and was adopted for the subsequent analysis. Figure 4.12 shows the polar load diagrams for two different bearings obtained using a step size of two degrees of crank rotation using linear and cubic interpolation. The improvement gained by using cubic interpolation is clear from this.

4.4.2 Startup

The problem considered is cyclic through time but must be started from a steady loaded position since there is no previous known time step from which to calculate a dynamic response. To start the solution the load was applied as a ramp input over the first 10 time steps. This gave a transient response which died away quickly and the solution was found to converge in between 1.3 and 1.5 engine cycles. This depended upon the time step size used, the example considered and to some extent the point in the engine cycle at which the solution was started from. It appeared that the best point for starting the cycle was when the load vector was moving at its slowest. Figure 4.13 shows the steady state and transient orbits. Two tests were carried out to determine if the dynamic cycle had converged. The first was to compare the journal position at each time step with that from the same step in the previous cycle, the second was to compare the magnitude and position of the maximum film pressure. If the difference in both of these had fallen below a certain amount the solution was assumed to have converged. To check that this was the converged solution the solution was run for 20 engine cycles and the results compared to those obtained after 1.5 cycles. It was found that there was no difference in
the results.

4.4.3 Solution Extrapolation

On examining the behaviour of the bearing under dynamic loading it was found that for most of the cycle the journal centre orbit was a fairly smooth curve, even when the load vector was changing rapidly. Figure 4.14 compares the position of the load vector the position of the point of minimum film thickness. It is clear that there is a lag in the response of the bearing to a change in position of the load due to the damping properties of the oil. It is therefore difficult to predict the position of the bearing at the next time step based upon the load and the load position at the next time step. It was therefore decided that since the movement of the journal generally showed no discontinuities a good estimate for the journal position could be obtained by using a second order Runge-Kutta extrapolation technique. In many cases this proved accurate enough to eliminate the need for any further iterations for the journal position at the current time step. The relaxation method was also ideally suited to the dynamic problem since the pressure distribution and the cavitation region calculated at the previous time step provided a good initial estimate for the current time step. Thereby reducing the number of iterations at the current time step.

4.5 Output parameters

The following information was required from the analysis:

i) Minimum oil film thickness
ii) Peak oil film pressure
iii) Power loss during the cycle
iv) Flow of lubricant out of the bearing

The minimum oil film thickness is obtained from equation (2.16) as

\[ h_{\min} = (1-\varepsilon)c \]

where \( \varepsilon \) is the bearing eccentricity ratio. Two different methods were used to obtain the peak oil film pressure, depending upon the element type used. For the 3-node triangular elements a linear variation had been assumed for the pressure distribution over each element so the peak pressure must occur at a nodal point. Fitting
a curve through the pressure distribution would not be in keeping with the assumptions used to obtain the pressure distribution. For the 8-node isoparametric elements, a quadratic variation had been assumed for the pressure and interpolation was carried out between the nodes to find the peak pressure. To achieve this the peak nodal pressure, \( p_1 \), was found (Figure 4.15). An interpolation was then carried out in the circumferential direction between nodes \( p_2 \) and \( p_3 \) using a Lagrangian interpolation formula assuming a quadratic variation of the pressure to find the maximum pressure lying on this line, \( p_1' \). This was achieved by stepping from \( p_2 \) to \( p_3 \) in discrete steps equal to \( \Delta x/100 \) noting the maximum value of pressure encountered. It was assumed that the maximum overall pressure must lie somewhere on a line passing through this point. \( p_{\text{max}} \) was therefore found by first calculating the pressures \( p_7 \) and \( p_{11} \) and carrying out a similar interpolation in the axial direction.

The power loss in the bearing was obtained from equation (2.41) as

\[
H = F\hat{e} + R^2\Delta\omega\Delta\omega/1 + 2I_2\hat{\omega}
\]

This value was calculated at each time step using the two forms of numerical integration described earlier for the two different element types. Once the steady state journal centre orbit had been found the power loss was summed for each step to obtain the average power loss for the cycle.

To calculate the side flow out of the bearing use was made of the flow term \( \{q\} \) in equation (3.25) which was previously ignored since it was not required to evaluate the pressure distribution. This then gives

\[
[K_p]\{p\} = \{q\} + \{U\} + \{\dot{H}\}
\]

and rearranging this equation results in

\[
\{q\} = [K_p]\{p\} - \{U\} - \{\dot{H}\}
\]

Once the required pressure distribution has been found the right-hand side of this equation is totally known. The flow out of the bearing is then found by calculating the flow terms for each node lying on the edge of the bearing in the non-cavitated region. Summing these terms gives the side flow out of the bearing. If symmetry is being exploited this value must be doubled to give the flow for the whole bearing.
4.6 Choice of element type

For the initial work undertaken 3-node triangular elements were used to model the lubricant film. This type of element has been used extensively by other authors and proves relatively easy to implement in a finite element solution. It is important that the sharp pressure peaks that occur during the most highly loaded phases of the engine cycle are accurately modelled, since these regions are the most crucial for accurate prediction of the bearing performance. Since the 3-node triangular element assume a linear variation for the pressure distribution an accurate representation can only be obtained by using a large number of elements which is computationally expensive. It is difficult to use a graded mesh with a high concentration of elements at the point of maximum loading since there may be several highly loaded phases during the engine cycle occurring at different parts of the bearing. Milne [31] used 3-, 4-, 5- and 6-node elements to examine the performance of a steady loaded plane slider bearing. He reported that the 6-node elements gave the best performance. It was therefore decided that a higher order element should give a better representation of the pressure distribution. The use of higher order elements to model the lubricant film has been looked at by very few authors as the complexities of the programming involved are significantly greater than those involved when using the 3-node triangular elements. On examining the pressure distribution in the bearing it is a fairly smooth curve with no major discontinuities except at the point of film rupture. It was therefore decided that using an element that assumed a quadratic variation in both the circumferential and axial directions should provide a better resolution of the pressure distribution. 8-node isoparametric elements were therefore chosen since these should be able to give a more accurate representation of the pressure distribution requiring fewer elements than the simpler 3-node triangular elements.
4.7 Results

4.7.1 Sample bearing example

To assess the performance of the software that was developed, and to compare the effect of the various solution parameters on the predicted bearing performance, the Ruston and Hornsby 6VEB Mk III marine diesel big end bearing was analysed. The data [5] for this particular bearing are as follows:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crank length</td>
<td>0.1840m</td>
</tr>
<tr>
<td>Rod Length</td>
<td>0.7820m</td>
</tr>
<tr>
<td>Bearing Width</td>
<td>0.1270m</td>
</tr>
<tr>
<td>Circumferential groove width</td>
<td>0.0127m</td>
</tr>
<tr>
<td>Bearing diameter</td>
<td>0.2030m</td>
</tr>
<tr>
<td>Radial clearance</td>
<td>82.55μm</td>
</tr>
<tr>
<td>Engine speed</td>
<td>600r/min</td>
</tr>
</tbody>
</table>

This bearing was chosen as an illustrative example as it has been used by a large number of authors [5,22,61] and has become a benchmark against which to compare analysis techniques. Figure 4.16 shows the polar load diagram [5] for the bearing relative to the connecting rod axis. Results are also presented for two other bearings to show the versatility of the software [62,63]. The Ruston bearing is from a low-speed diesel engine whilst the two other bearings are the intermain bearing from a medium speed engine and the connecting rod bearing from a high speed internal combustion engine. For the predicted bearing performance the following information was obtained:

i) The journal centre orbit
ii) The minimum film thickness
iii) The peak oil film pressures
iv) The power loss
v) The side flow out of the bearing

Post processing software was developed to process all the data produced and present it in a readable form using an Apollo high resolution graphics terminal.
A comparative study is first presented showing the effects of the element type used on the predicted performance. The two different time stepping methods are then compared along with the effect of varying the time step size used for the analysis. Results are also presented to show the effect of incorporating oil feed features in the analysis.

4.7.2 Comparison of element types

In comparing the predicted performance using the two different element types results are presented for a complete dynamic analysis of the Ruston connecting rod bearing. The implicit time stepping method was used with a time step size corresponding to two degrees of crank rotation. For the example considered a centrally located 360 degree circumferential oil feed groove was incorporated and the effect of the oil supply pressure was neglected. This is the case commonly used by other authors. In this way each half of the bearing may be treated as an ideal bearing and due to symmetry only one half of each bearing land need be modelled. The results are plotted against the number of circumferential nodes (M) used for each mesh. This mesh parameter was found to have a much greater effect upon the predicted bearing performance than the number of axial nodes. For the 3-node triangular element mesh 31 to 61 and 7 to 11 nodes and for the 8-node isoparametric elements 21 to 61 and 5 to 7 nodes were used in the circumferential and axial directions respectively. Using coarser meshes the solution became too inaccurate and for finer meshes it was found that there was no gain in the solution accuracy.

The variation of the predicted minimum film thickness $h_{min}$ for the dynamic cycle is shown in Figure 4.17a. The 8-node elements show a much higher rate of convergence as the number of circumferential nodes is increased. No significant increase in accuracy is achieved by using more than 41 nodes in the circumferential direction. The triangular elements show a much slower rate of convergence, although the results appear to converge towards the solution obtained using the 8-node isoparametric elements. The results obtained by other authors are also shown and are in good agreement with the present results. Figure 4.17b shows the cyclic power loss in the bearing. Again the 8-node elements show a much higher rate of convergence although the variation here is less marked. The higher-order 8-node elements do, however, give a much better solution when using a very coarse mesh.
There is little overall difference in the journal centre orbits obtained using the two different element types (Figure 4.18) except in the region of firing. All the journal centre orbits produced were similar to those shown. As the mesh was refined the general shape of the orbit tended towards that obtained using a 61 x 5 mesh of 8-node elements. The variation in the load calculated for a medium and a high eccentricity using the two types of element is shown in Figure 4.19. The 8-node isoparametric element mesh performs very well in both cases showing a high rate of convergence as the mesh is refined. Again using the triangular elements a lower rate of convergence was obtained. Since a higher order integration method is used to obtain the calculated load when using the 8-node isoparametric elements a much better resolution is possible using fewer nodes than for the 3-node triangular elements.

The value of the calculated load that was used here, $W_{av}$, is the average value taken from a number of points. The reason for this is that it was found that the value of the calculated load varied slightly depending upon the position of the point of minimum film thickness relative to the mesh. This variation results from using a fixed mesh to model the pressure distribution in which the beginning and end of the positive pressure region must coincide with nodal points. This is of course an approximation as in general these boundaries will lie at some point between the nodal points. Figure 4.20 shows how two meshes in two different positions relative to the actual pressure distribution can give rise to two different nodal values for the maximum film pressure and different values for the end of the positive pressure region. The value of $W_{av}$ was obtained by moving the point of minimum film thickness between two points on the mesh and calculating the load at discrete points. Figure 4.21 shows how this value varies as the point of minimum film thickness is moved. A cyclic variation is seen where $\Delta x$ is the distance between two nodes on the mesh. As the position of the point of minimum film thickness is moved the end of the pressure region will remain fixed at one set of nodes until there is sufficient change to cause it to move to the next set of nodes. Using a coarse mesh this change in the extent of the pressure region can be quite marked and can have a significant effect upon the predicted bearing performance. For a fine mesh, however, there is little pressure generated over these regions and the effect is not significant. The variation in the calculated load is of the order of $\pm 6$ to $\pm 1.5\%$ and $\pm 3$ to $\pm 1\%$ for the 3-node triangular and 8-node isoparametric elements, respectively, depending
upon the eccentricity and mesh size used. For the dynamically loaded case where extrapolation techniques are used between time steps to predict the journal position at the next time step this variation can cause an increase in the number of iterations required at each step, especially when a coarse mesh is used. This problem could be partially remedied by using a moveable mesh to locate the actual boundary between the positive pressure region and the cavitated region. This, however, would considerably increase the complexity of the problem requiring an extra iteration loop to find the free boundary as well as requiring a considerable amount of recalculation to generate each new mesh configuration. This could also lead to problems when considering the effect of the housing elasticity since the structural and lubrication problems are normally coupled using coincident nodes on the structural and fluid finite element meshes. Again the effect of this variation due to the mesh position can be seen over the dynamic cycle in Figures 4.22 and 4.23 which show the variation of the peak film pressures during the engine cycle. The variation is seen as an oscillation in the pressure, the effect being especially marked when using a coarse mesh.

In Figure 4.24a the disadvantage of using linear elements to resolve the pressure distribution is apparent. The 8-node isoparametric elements produce a result that converges rapidly while the triangular elements do not appear to converge but appear to lie within a certain region. This is due to the linear variation assumed for the pressure distribution assumed for the triangular elements. Since the variation is linear the peak film pressure predicted using the linear triangular elements must lie at a node. The value of the maximum pressure is therefore very dependant upon the position of the pressure distribution relative to the mesh. A coarse mesh in which the actual position of the peak film pressure lies close to a node could yield a more accurate result than a fine mesh where the actual position of the maximum pressure lies well away from a nodal point.

The amount of computer time required for the analysis is shown in Figure 4.24b. This is the time required using a VAX 11/785 mainframe computer running in single precision. The software has also been run on a Cray supercomputer which is double the precision of the VAX to check for rounding errors occurring due to the highly iterative nature of the problem. There appeared to be no noticable errors. It is clear from this diagram that the 8-node isoparametric elements require a greater
amount of computing time for a given mesh size. However if two meshes with similar computing times are compared the 8-node isoparametric elements show a much higher degree of accuracy. The higher order elements are therefore a better choice for modelling the lubricant film and are better able to resolve the pressure distribution due to the quadratic variation assumed for the pressure variation over these elements.

4.7.3 Time stepping and effect of time step size

As mentioned previously two different methods were used to step the solution through time, the implicit and explicit methods. In the implicit method the film thickness, $h$, is a function of the eccentricity at the current time step so $h$ and $\partial h/\partial t$ are both unknowns. Each time that the journal position is adjusted these values are recalculated. In what is known as the explicit method $h$ is a function of the eccentricity at the previous time step so the film thickness is totally defined at the current time step. The only value that has to be recalculated during the iterative process to find the journal position is the squeeze term $\partial h/\partial t$ from which the eccentricity at the next time step may be obtained using extrapolation. Since the matrix $[K_p]$ only depends upon the film thickness it need only be calculated once at each time step. This leads to a considerable saving in computing time since the assembly of $[K_p]$ is one of the most time consuming parts of the analysis. Only the squeeze matrix ($H$) has to be recalculated during the iterative process to find the required journal position. In general the explicit method proved to be three to four times faster than the implicit method. In both cases the squeeze term $\partial h/\partial t$ was found at each node using a backward differencing formula as

$$\frac{\partial h}{\partial t} = \frac{h_i - h_{i-1}}{\Delta t}$$ (4.17)

where $h_i$ is the film thickness due the eccentricity at the current time step and $h_{i-1}$ is the film thickness at the end of the previous time step. To affect the time stepping a constant step size was used for the complete engine cycle. The step sizes used were 10, 5, 2 and 1 degrees of crank rotation. To assess the effect of the step size on the predictive performance the test described earlier for verifying the incorporation of the squeeze term into the analysis was used. Using this a rotating load of constant magnitude is applied to the system with the journal rotating at a
constant angular velocity. The angular velocity of the load is the same as the angular velocity of the journal. The results from this can be compared directly to the results for a steady loaded case where the step size does not affect the performance and there are no squeeze effects. Two cases were considered to obtain a quantitative assessment of the two time stepping methods and the effect of the time step size. The first was for a medium load case corresponding to an eccentricity of 0.8 and the second for an eccentricity of 0.95 which gave approximately ten times the loading in the first case.

The results of the analysis are shown in Figures 4.25-28 where the eccentricity, peak pressures, power loss and side flow are compared against the number of time steps used per engine cycle (720 degrees of crank rotation) using the two time stepping methods. The dotted line represents the value obtained for the static case. All the results converge quickly as the number of steps per engine cycle is increased. The best results being obtained when using 720 steps per cycle, this corresponds to a step size of 1 degree of crank rotation. There is, however, a difference of less than 1% in the results when a step size of 2 degrees is used. In all cases the explicit method overestimated the results and the implicit method underestimated. This would seem logical since for the explicit method the shear effects are constant at each step and the only term that changes is the squeeze term. Therefore during the iterations to find the journal position the squeeze term will be overestimated slightly due to the backward differencing. For the implicit method both the shear and squeeze terms are changed during the iterations which will lead to a slight underestimate for the squeeze term. This case is of course for a situation not arising in a normal bearing. Figures 4.29-32 compare the results predicted for the two different methods for an actual engine cycle using a step size of two degrees. Both methods compare very well, the largest differences occurring between 270 and 450 degrees of crank rotation from top dead centre as seen in Figures 4.30 and 4.31. Over this part of the engine cycle the load is moving very quickly relative to the connecting rod and therefore the squeeze effects are most predominant over this region as would be expected. From the foregoing analysis it would appear that a step size of 2 degrees is adequate for stepping through time. Using a step size of 1 degree makes little difference to the predicted performance but increases the amount of computing time required by up to 70%. Both methods for stepping through time appear to be equally accurate, the explicit method is preferable since it
requires considerably less computing time than the implicit method.

4.7.4 Effect of oil feed

The finite element method, unlike other numerical techniques, allows irregularities such as oil feed features to be easily incorporated into the analysis. For the present analysis they were incorporated by simply specifying the appropriate pressure boundary condition over the relevant part of the bearing surface. No attempt was made to accurately model the physical shape of the features.

The predicted journal centre orbits for various forms of grooving are compared in Figures 4.33-36. The orbits shown are for a full 360 degree circumferential groove, a 180 degree partial groove in the cap half of the connecting rod and in the rod half of the connecting rod and an oil hole at 0 degrees relative to the connecting rod. The full circumferential groove has the biggest effect on the predicted journal centre orbit compared to that obtained for an ideal bearing as it essentially splits the bearing in two and reduces the effective bearing width. It is interesting to note that there is no noticeable difference in the results obtained by ignoring the supply pressure and treating each bearing land as an ideal bearing so only half of one bearing land need be modelled due to symmetry, and the results obtained when the supply pressure is incorporated and all of one bearing land is modelled with the pressure specified along one side as the supply pressure. The former method is similar to that used by Goenka [22]. It was found that for all cases where the oil supply pressure was specified a greater number of axial nodes has to be used since symmetry could not be exploited to the same degree. Using 7 nodes in the axial direction proved adequate. For both cases with a partial groove the journal centre orbit is affected over the region where the groove lies, similarly for the oil hole at 0 degrees the orbit is only affect over that region of the bearing.

Table 4.1 compares the results obtained with those obtained by Goenka [22]. The results obtained for the plain bearing and the fully grooved bearing compare very well. However the results for the partially grooved bearing although showing the same general trend show quite marked differences for the minimum film thickness and the peak film pressure. This is due to the simplicity of the model used to incorporate the grooving which did not take into account the width of the partial grooves and made no attempt to physically model them as was done by General
Motors. Effectively, therefore, the bearing is assumed to be wider than it actually is in the region of the partial groove which gives a larger minimum film thickness and a lower peak pressure. The results for the bearing with a hole at 270 degrees, which is considered a 'good' location compare well, however for the bearing with a hole at 180 degrees the results do not compare so well. This case was considered a bad case by Goenka but referring to Figure 4.37, which is a plot developed to enable the most highly loaded regions of the bearing to be seen at a glance by plotting the magnitude of the load applied to the bearing at discrete time intervals. It would seem that having a hole at zero degrees, which is in the region where the bearing would be most highly loaded, would be a worse case. Indeed, these results compare well with the General Motors case with a hole a 180 degrees.

The method currently used for modelling the oil feed features appears to work well for oil holes and full circumferential grooves but for partial grooves it would seem that a more comprehensive model is required to take into account the reduction in width of the bearing over the groove region.

4.7.5 Other bearing examples

The journal centre orbits for the two other bearing examples are shown in Figures 4.38 and 4.39. The first example considered is the same as that used by Jones [33] working at the Glacier Metal Co. and compares very well with his results. Figure 4.40 shows the side flow out of this bearing which also compares very well with the results obtained by Jones using finite difference methods. This provided a useful comparison since the work by Jones is one of the few such works to present results for side flow calculations for a dynamically loaded bearing assuming the bearing to be fully flooded. The second bearing considered is from a high speed internal combustion engine. The loading on this engine is relatively high and over part of the cycle the load is moving very rapidly around the bearing. It was consequently found that the iterative process used to locate the correct journal position failed to converge if a step size of greater than two degrees was used. It was useful to use data for a number of different engines since most of the early development work was carried out using the data for the Ruston bearing which is under relatively low loading. Some of the procedures that appeared to be well behaved for this particular bearing proved not to be so when other bearings were considered having
different loadings and geometries.

4.8 Summary

This chapter has covered the development and subsequent refinement of a finite element package for the analysis of dynamically loaded rigid journal bearings. The extrapolated Gauss-Seidel solution method has been shown to be ideally suited to this problem allowing the sparseness of the matrix $[K_p]$ to be fully exploited and oil feed features to be easily incorporated using a simple oil feed model. Due to the high rate of convergence of this method a considerable time saving has been realised by exploiting the early definition of the cavitated region. Two methods have been investigated for assessing the accuracy of the the squeeze term in the analysis.

The initial work used 3-node linear triangular elements to model the lubricant film but on examining the resulting pressure distribution it was decided to use the more complex 8-node isoparametric elements. These elements have been shown to provide a much better performance despite the considerable increase in programming complexity.

An efficient technique based upon a modified form of the Newton-Raphson method was developed for locating the journal position required to balance the applied load. Two different methods of time stepping were investigated and it was found that both methods gave a similar accuracy, a considerable time saving could be achieved by using the explicit method. Computing times as low as 10 minutes for a complete analysis have been achieved. This can be compared directly to the time of 68 minutes reported by Goenka [22] by using floating point benchmarks to compare the VAX 11/785 to the IBM 370/3081 that Goenka used. These show that the IBM is approximately 8.5 times faster than the VAX which makes the current analysis method about 50 times faster. This clearly makes this method viable as a general design tool. A simple method for incorporating the effects of oil feed features has been incorporated into the analysis though it would appear that a slightly more comprehensive approach is required in some cases.
<table>
<thead>
<tr>
<th>Description</th>
<th>$h_{\text{min}}$ (um)</th>
<th>$P_{\text{max}}$ (MPa)</th>
<th>PowerLoss (KW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No groove</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GM</td>
<td>8.78</td>
<td>21.1</td>
<td>1.148</td>
</tr>
<tr>
<td>KCL</td>
<td>8.78</td>
<td>20.9</td>
<td>1.153</td>
</tr>
<tr>
<td>360 deg groove</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GM</td>
<td>3.36</td>
<td>34.4</td>
<td>1.380</td>
</tr>
<tr>
<td>KCL</td>
<td>3.26</td>
<td>34.5</td>
<td>1.392</td>
</tr>
<tr>
<td>180 deg groove cap half</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GM</td>
<td>5.11</td>
<td>28.5</td>
<td>1.202</td>
</tr>
<tr>
<td>KCL</td>
<td>6.04</td>
<td>23.41</td>
<td>1.241</td>
</tr>
<tr>
<td>180 deg groove rod half</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GM</td>
<td>3.39</td>
<td>35.5</td>
<td>1.364</td>
</tr>
<tr>
<td>KCL</td>
<td>4.19</td>
<td>28.34</td>
<td>1.384</td>
</tr>
<tr>
<td>Hole at 270 deg</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GM</td>
<td>8.76</td>
<td>21.1</td>
<td>1.148</td>
</tr>
<tr>
<td>KCL</td>
<td>7.94</td>
<td>21.6</td>
<td>1.173</td>
</tr>
<tr>
<td>Hole at 180 deg</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GM</td>
<td>6.89</td>
<td>20.8</td>
<td>1.251</td>
</tr>
<tr>
<td>KCL</td>
<td>8.66</td>
<td>20.77</td>
<td>1.172</td>
</tr>
<tr>
<td>Hole at 0 deg</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KCL</td>
<td>6.70</td>
<td>18.36</td>
<td>1.225</td>
</tr>
</tbody>
</table>

GM General Motors
KCL Kings College

Table 4.1 Summary of results for the Ruston connecting rod bearing compared with results from the General Motors program
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Figure 4.31 - Predicted bearing power loss using explicit and implicit time stepping.
Figure 4.32 – Predicted side flow out of the bearing using explicit and implicit time stepping methods.
Figure 4.33 - Effect on journal centre orbit of full circumferential oil feed groove.
Figure 4.34 - Effect on journal centre orbit of partial groove in cap half of the bearing.
Figure 4.35 - Effect on journal centre orbit of partial groove in rod half of the bearing.
Figure 4.36 - Effect on journal centre orbit of an oil supply hole at 0 degrees
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Figure 4.37 - Distribution of the load on the bearing at discrete time steps relative to the connecting rod axis.
Figure 4.38 - Journal centre orbit for intermain bearing.
Figure 4.39 - Journal centre orbit for high speed connecting rod bearing.
Figure 4.40 - Predicted side flow for intermain bearing.
Chapter 5

Structural Modelling and Compliance Matrix

5.1 Introduction

Once the rigid bearing model had been set up the next step in the work was to extend the analysis to consider the elastohydrodynamic (EHD) behaviour of the bearing. An EHD analysis centres around solving for the pressure distribution generated in the oil film and the corresponding housing distortions. It is possible to include a complete structural analysis in the solution procedure but this is very time consuming. Instead a relationship can be established relating the housing distortions to the pressure distribution. In finite element form this is achieved by assembling a compliance matrix that relates the nodal displacements to the nodal pressures. The advantage with this is that a structural analysis need only be carried out once for each structural model. This chapter describes the finite element structural modelling of a connecting rod and the way in which the compliance matrix is obtained from this model.

5.2 Film thickness equations

In an EHD analysis the film thickness, \( h \), is made up of two components: one due to the motion of the journal relative to the housing, which is the film thickness for the rigid bearing problem, and one due to the housing distortion caused by the pressure distribution generated in the oil film. The expression for the film thickness is therefore given by

\[
h = h_o + Lp = c - e_x \cos \theta - e_y \sin \theta + Lp
\]  

(5.1)

where \( h_o \) is the rigid bearing film thickness, \( e_x \) and \( e_y \) are the \( x \) and \( y \) components of the journal eccentricity, \( L \) is an integral operator relating the pressure distribution \( p \) to the radial displacement of the housing. Rewriting this equation in finite element form the film thickness \( h_i \) at a node \( i \) at a circumferential position \( \theta_i \) may be expressed as

\[
h_i = h_{oi} + [C_i](p) = c - e_x \cos \theta_i - e_y \sin \theta_i + [C_i](p)
\]  

(5.2)
where \([C_i]\) is the \(i\)th row of the structural compliance matrix \([C]\) relating the distortion at the node \(i\) to the nodal pressures, and \([p]\) is the column matrix of the nodal pressures. To obtain the compliance matrix \([C]\) a finite element structural model of the bearing housing was first developed. It was assumed that the journal deformations were negligible compared to the housing deformations.

### 5.3 Finite element structural model.

To obtain a relationship between the nodal pressures and the housing deformations a finite element structural model of the bearing housing had to be constructed. The PAFEC finite element package was used to carry out the structural modelling. Like most general purpose finite element packages the finite element mesh could be generated interactively using a graphics preprocessing package. This package was run on an Apollo Domain computer system which has extensive graphics capabilities. A three-dimensional model of the bearing housing was used. Figure 5.1 shows an idealised three-dimensional finite element model of a big-end bearing using the mesh generation preprocessor. Several other authors [38-44] have used two-dimensional models of the bearing housing to simplify the analysis, in some of these cases it was also assumed that the radial deflection was invariant in the axial direction to further simplify the model. This assumption has been shown [39] to be inadequate in some cases and in this particular case a two-dimensional model would not provide the required compliance matrix for the two-dimensional lubrication mesh.

From the previous work carried out on the rigid bearing problem it was found that the 8-node isoparametric elements gave a much better performance than the 3-node triangular elements for modelling the lubricant film. The 8-node isoparametric elements were therefore adopted for the EHD lubrication problem. When coupling the lubrication and structural analysis it is important that the two element types are compatible and, when using the 8-node isoparametric elements, that the nodes on the inner bearing surface and the lubrication mesh coincide. The reason for this can be explained by considering the way in which the pressures are represented by equivalent nodal point forces for this type of element. Consider an element of unit area with a unit load applied to the surface of the element as a uniform pressure distribution. Integrating the pressure distribution over the surface of the element
results in a set of resultant nodal point forces as shown in Figure 5.2(a) that represent the pressure distribution for this type of element. It is important to note that these nodal point forces are not all equal and that the forces at the corner nodes act in the opposite direction to the forces at the midside nodes. This is due to the way that the shape functions are constructed and it is important that the correct form of element is used for the structural model otherwise the resulting housing deformations will be meaningless. For this reason the 20-node brick element was used for the structural modelling. This element is compatible with the 8-node isoparametric element having the required form of shape function and the nodes on this element coincide with the nodes on the lubricant mesh. This element is also very accurate for carrying out structural modelling. Figure 5.2(b) shows the 20-node brick element and the 8-node isoparametric element showing how the nodes coincide.

Initially to gain confidence in using the finite element package and to get some idea of the problems that may be involved in modelling the bearing housing a simplified housing model was constructed in two-dimensions using 8-node elements. This model consisted of a ring of elements to simply represent the big-end bearing and is shown in Figure 5.3. To check the results from the finite element model a constant pressure was applied to the inner surface of the bearing and the nodal displacements were calculated. The results for this were compared directly with the analytical solution for a thick walled cylinder under plane stress for which the radial displacement is given by

\[ u_r = \frac{r}{E} \left[ A (1-v) + \frac{B (1+v)}{r^2} \right] \]

(5.3)

with

\[ A = \frac{p}{k^2-1}, \quad B = \frac{pb^2}{k^2-1}, \quad k = \frac{b}{a} \]

\( u_r \) is the radial displacement at a radius \( r \), \( a \) is the inner radius, \( b \) is the outer radius, \( E \) is Youngs modulus, \( v \) is Poissons ratio and \( p \) is the internal pressure.

A similar equation may also be obtained to estimate the deflection of the journal. This is achieved by assuming that the journal behaves like a cylinder under plane stress for which the radial displacement is given by
For a given pressure the cylinder displacement was only about 20% of the displacement obtained for the thick walled cylinder. It therefore seems reasonable to ignore this at present.

The two sets of results compared well so the next step was to construct a three-dimensional structural model. As for the rigid bearing work the example considered was the Ruston and Hornsby 6VEB MK III marine diesel big-end bearing where the dimensions of the connecting rod were supplied by the Glacier Metal Company [64]. A simplified model of the connecting rod was constructed consisting of a ring of elements to represent the big-end bearing. This was rigidly constrained over the top 90 degrees of the bearing (Figure 5.4) as it was assumed that the distortions at the big end would be considerably greater than the distortions elsewhere in the bearing which could be ignored. The advantage of using a simplified model was that different mesh gradings could be consistently modelled without having to add extra detail to the model. The thickness of the ring was approximately equal to the average thickness of the big end bearing. This model was not an exact representation of the connecting rod but the work was more concerned with developing and quantifying a fast numerical method for solving the EHD lubrication problem rather than providing accurate results for a particular bearing. To ensure that the compliance matrix could be assembled easily it was important at this stage that the node numbering used for the nodes on the inner bearing surface coincided with that used for the lubricant mesh. To achieve this the inner nodes were constructed first with the required node numbering and the structural model was built on this nodal framework. Again to get some idea of the accuracy of the model a constant pressure was applied to the inner bearing surface and the model was constrained to act in plane stress which was simply achieved within the PAFEC software package. Again the displacements compared well with the analytical solution.

5.4 Structural compliance matrix

Two methods were investigated for obtaining the compliance matrix from the finite element structural model. The first method is one that has already been adopted by various other authors [47] and is fairly straightforward. This method
Consists of applying a unit load at each nodal point in turn on the inner bearing surface and recording the resulting radial displacements at all the other nodes on the inner bearing surface. In this way a compliance matrix relating the nodal point forces to the nodal displacements could be built up a column at a time to give

\[ \{u_r\} = [C_f] \{F\} \tag{5.5} \]

where \( \{u_r\} \) is the column vector of the radial displacements, \([C_f]\) is the force compliance matrix and \(\{F\}\) is the column vector of the nodal loads applied to the system.

It is important to note that unit loads and not pressures were applied to the system even though it is desirable to apply pressures since a pressure displacement is required. This is due to the way that the equivalent nodal point forces for a distributed pressure load were calculated within the package which did not allow single unit pressures to be applied at midside nodes. The required compliance matrix for the EHD problem is the pressure compliance matrix \([C]\) that relates the radial displacements to the nodal pressures. This may be obtained by establishing a relationship between the pressures and the equivalent nodal point forces. For a single element with a set of nodal pressures \(\{p\}\) the equivalent set of nodal point forces, \(\{F\}\), to represent the pressure distribution over the element may be obtained as

\[ \{F\} = \int_A \{N\}^T \{p\}^e \, dA^e \tag{5.6} \]

where \(\{N\}^T\) is a row matrix containing the element shape functions used to approximate the pressure distribution over the element. Using Gauss-Legendre quadrature to integrate the pressure distribution over the element an integral operator matrix \([A_f]\) may be assembled such that

\[ \{F\}^e = [A_f] \{p\}^e \tag{5.7} \]

where

\[ A_{ij} = \sum_{k=1}^n \sum_{l=1}^n a_k a_l N_i N_j |\det J| \tag{5.8} \]

where \(a_k\) and \(a_l\) are the weighting factors described in Chapter 3, \(N_i\) and \(N_j\) are the shape functions evaluated at the Gauss points, and \(n\) is the number of Gauss
points used. Both 2- and 3-point quadrature was used and since it was found that there was no significant difference in the results the 2-point method was adopted as it requires considerably fewer calculations. It is a simple operation to assemble the matrix $[A_f]$ for the complete system in the same way that the matrix $[K_p]$ was assembled in Chapter 3 by summing the individual element contributions to give

$$\{ F \} = [A_f]\{ p \}$$  \hspace{1cm} (5.9)

Combining (5.5) and (5.9) gives

$$\{ u_r \} = [C_f][A_f]\{ p \}$$  \hspace{1cm} (5.10)

therefore the pressure compliance matrix is $[C]$ is obtained as

$$[C] = [C_f][A_f]$$  \hspace{1cm} (5.11)

It was, however, found that the output from the program was not in a readily usable form and required extensive editing to get it into the correct format. In addition the program only allowed 10 different load cases to be run at any one time. Thus, for example, if the compliance matrix was required for a lubrication mesh with 41 circumferential and 5 axial nodes, a total of 160 nodes, the analysis would have to be carried out 16 times which would be extremely expensive in computing time. For these reasons the method was too impractical to be generally adopted. A second method was therefore developed that proved to be several orders of magnitude faster than this method and required no editing of the output to obtain the compliance matrix.

Consider the finite element equations for the structural problem which are

$$[K]\{ u \} = \{ F \}$$  \hspace{1cm} (5.12)

where $[K]$ is the system stiffness matrix for the structure, $\{ u \}$ is the column vector of the nodal displacements and $\{ F \}$ is the column matrix of nodal point loads applied to the system. Inverting $[K]$ gives

$$\{ u \} = \{ F \}[K^{-1}]$$  \hspace{1cm} (5.13)

and therefore $[C_f] = [K^{-1}]$. This gives the force compliance matrix for the entire structure, not just the inner bearing surface. It will also give the compliance matrix
for all the displacements associated with each node, that is $u_r$, $u_\theta$ and $u_z$ where $u_\theta$ and $u_z$ are the displacements in the circumferential and axial directions respectively. It is possible to construct the stiffness matrix $[K]$ for just the terms associated with the radial displacements on the inner bearing surface using condensation or substructuring [53]. Let the displacements be divided into two groups, $\{u_a\}$, those displacements that are required or active and $\{u_i\}$, which are the displacements that are not required or inactive. Equation (5.12) may be written as

$$[K](u) = [K_{ii} \quad K_{ia}]\{u_i\} = \{F_i\}$$

(5.14)

The inactive displacements or freedoms may be eliminated to give

$$([K_{aa}]-[K_{ai}][K_{ii}]^{-1}[K_{ia}])\{u_a\} = (F_a)-[K_{ai}][K_{ii}]^{-1}[F_i]$$

(5.15)

Since the only loading that is of concern is the radial loading applied to the nodes on the inner bearing surface $F_i = 0$, therefore

$$[K'_{aa}](u_a) = \{F_a\}$$

(5.16)

where $[K'_{aa}]$ is the required stiffness matrix. The PAFEC software allows this matrix to be easily assembled during the analysis by simply specifying the active freedoms and this matrix can be stored in a separate output file. Since the nodes on the inner bearing surface have the same node numbering as the lubrication mesh these freedoms are the first $n$ radial displacements, where $n$ is the number of nodes in the lubrication mesh. The pressure compliance matrix is then given by

$$[C] = [K'_{aa}]^{-1}[A_f]$$

(5.17)

The matrix $[K'_{aa}]$ can be obtained from the PAFEC software requiring no further editing. The inverse was initially calculated by using the appropriate NAG library fortran subroutines. Since it would be advantageous if the EHD analysis software could be as self-contained as possible and since the inversion process could be expensive in terms of computing time a matrix inversion method was developed that was considerably faster than the NAG subroutines for this particular form of matrix and could be run on any system. This method is based very loosely upon the idea of applying point loads at each node in turn, but exploits the sparseness and symmetry of some of the matrices involved, and the fact that a lot of the
calculations are repeated for each load case. Consider first how the displacements \( \{ u \} \) are obtained for a given set of loads \( \{ F \} \).

First forward elimination is carried out on the stiffness matrix as

\[
K_{ij} = K_{ij} - \frac{K_{ik}}{K_{kk}} : k=1,2,..,n-1; i=k+1,k+2,..,n; j=k+1,k+2,..,n
\]  

(5.18)

During the forward elimination the right hand sides of (5.11) are modified as

\[
F_i' = F_i - F_k R
\]  

(5.19)

where \( R \) is the elimination ratio \( K_{ik}/K_{kk} \). After the elimination process the matrix \([K]\) is in upper triangular form and \(\{F\} \) has been suitably modified. To obtain the required displacements \( \{ u \} \) back-substitution is carried out starting with

\[
U_n = \frac{F_n'}{K_{nn}}
\]  

(5.20)

and the subsequent displacements at the other nodal points are found as

\[
u_i = \frac{(F_i' - \sum_{j=i+1}^{n} K_{ji}' u_i)}{K_{ii}'}
\]  

(5.21)

Forward elimination need only be carried out once on the stiffness matrix regardless of the number of load cases and the elimination ratios can be stored to subsequently modify each new right-hand side \( \{ F \} \) for each new load case.

For the fast inversion method forward elimination is carried out as before and the elimination ratios are stored in an array \([S]\) as the elimination process is carried out. An \( n \times n \) matrix is then assembled to represent all the point loads on the system. This is equivalent to grouping \( n \) column vectors for each point load together. Initially therefore

\[
[B] = [I]
\]  

(5.22)

where \([I]\) is the identity matrix. This matrix is then modified as

\[
B_{ji} = B_{ji} - B_{ki} S_{kj} : i=1,2,..,n-1; j=i+1,i+2,..,n; k=j-1,..,i-1
\]  

(5.23)

This is equivalent to carrying out \( n \) forward eliminations on the \( n \) column matrices.
but exploits the sparseness and symmetry of \([B]\), thereby considerably reducing the required computing time. Then, rather than carrying out \(n\) backsubstitutions for the \(n\) loadcases, a matrix \([D]\) is assembled to represent all the operations carried out by \([K]\) on one right hand side during the backsubstitution process. Starting with

\[
D_{ii} = \frac{1}{K_{ii}}
\]

\([D]\) is assembled as

\[
D_{ji} = D_{ji} \frac{D_{ki} K_{kj}}{K_{jj}} : i = n, n-1, \ldots, 2; j = i-1, i-2, \ldots, 1; k = i, i-1, \ldots, j+1
\]  

(5.24)

The displacements for all the loadcases are then found by multiplying \([D]\) by \([B]\) to give an \(n \times n\) matrix \([\bar{u}]\) containing the required radial displacements for the \(n\) loadcases, where

\[
[\bar{u}] = [D][B] = [K]^{-1}
\]  

(5.25)

The pressure compliance matrix is then given by

\[
[C] = [D][B][A_I]
\]  

(5.26)

where \([A_I]\) is the integral operator matrix described earlier.

This method produced a time saving of more than an order of magnitude over the NAG matrix inversion routines. Table 5.1 compares the computing times required for the various methods for obtaining the compliance matrix expressing the time as a percentage of the time required to carry out the inversion for using the NAG libraries. The time given using method 1, that is applying individual point loads to the nodes on the inner bearing surface, does not include the time required to obtain the stiffness matrix \([K]\) and is estimated assuming that the software allowed all the loadcases to be calculated during one analysis rather than just allowing 10 loadcases at a time.
Table 5.1: Comparison of computing times for the matrix inversion

This technique therefore allowed the compliance matrix to be easily obtained for a particular structure without extensive editing or requiring an excessively large amount of computer time. For a lubrication mesh with 160 nodes approximately 30 seconds of computing time on the VAX 11/785 system was required. In general the time was proportional to $n^3$. It is important to note that of the three components of the displacement at each node only the radial displacements were calculated.

<table>
<thead>
<tr>
<th>Method</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAG</td>
<td>100%</td>
</tr>
<tr>
<td>Method 1</td>
<td>1100%</td>
</tr>
<tr>
<td>Method 2</td>
<td>5%</td>
</tr>
</tbody>
</table>
Figure 5.1 - Three-dimensional model of big-end bearing shown using the mesh generation preprocessor.
Figure 5.2 - (a) Equivalent nodal point forces for the 8-node isoparametric element (b) 20-node brick element and 8-node isoparametric element showing coincident nodes.
Figure 5.3 - 2D finite element ring element using 8-node elements.
Figure 5.4 - 3D finite element model of connecting rod bearing using 20-node brick elements. Shaded portion is totally restrained.
Chapter 6

The Under-relaxation Solution Method.

6.1 Introduction

The analysis of the elastohydrodynamic (EHD) behaviour of a journal bearing centres around solving for the pressures generated in the oil film using Reynolds equation and the bearing housing deformation using solid mechanics relations. Since the pressures and deformations are directly related the resulting problem is highly non-linear and the method of solution will, therefore, require some form of iteration to couple the two problems.

Many investigations of the EHD behaviour of highly loaded contacts such as gear teeth and roller bearings have been carried out and a comprehensive review of this work is given by Dowson and Higginson [36]. It is, however, only comparatively recently, with the increase in computing power, and the development of suitable numerical analysis techniques, that it has been possible to tackle the EHD journal bearing lubrication problem. Taylor and O'Callaghan [37] were amongst the first to apply the finite element method to the EHD lubrication problem. They analysed the behaviour of a sphere in contact with a plane and to solve the problem an initial estimate was made for the oil film thickness, $h$, and the resulting pressure distribution was calculated from Reynolds equation using a finite element mesh to model the lubricant film. This pressure distribution was used to calculate the surface deformation from which a new film profile was obtained. This new film profile was then used to calculate a new pressure distribution which again gave a new film profile. This iterative process was continued until the changes in the values of the nodal pressures fell below a prescribed amount defining convergence of the sequence of iterations. This method, known as the direct iteration method, converged very slowly however since a small film thickness would give rise to high pressures which in turn gave rise to large distortions which resulted in a large film thickness. The corresponding pressures would be small, which would again lead to small film thicknesses. The sequence of iterations would either be very slow to converge or would diverge. To achieve a more rapid convergence and to stop the sequence of iterations from diverging the film thickness calculated for the current
iterative step was averaged with the film thickness at the previous iteration to prevent a large change in the film profile. The new film thickness, \( h_{\text{new}} \) was therefore given by

\[
h_{\text{new}} = w_f h_i + (1-w_f) h_{i-1}
\]

(6.1)

where \( h_i \) is the film thickness for the current iteration calculated using the pressures from the previous iteration, \( h_{i-1} \) is the film thickness from the previous iteration and \( w_f \) is the under-relaxation factor. Equation (6.1) is the basic equation for under-relaxation, the value of \( w_f \) being less than 1. Taylor and O'Callaghan found that the rate of convergence of the iterations was very dependant upon the choice of \( w_f \), a value of 0.25 produced a well converged solution for this particular example.

The effect of incorporating elasticity in the analysis was to reduce the minimum film thickness and reduce the peak film pressure.

Stafford et al [38] used the under-relaxation method to couple a finite element structural and lubrication analysis for the steady state performance of a pad bearing and a journal bearing. They reported an improvement in the under-relaxation scheme by applying under-relaxation to the nodal pressures instead of the film thickness. For both the pad and journal bearings a two dimensional structural model was used. For the pad bearing they found that there was an optimum value for the weighting factor of 0.58. For the journal bearing, however, it was found that the optimum value for the weighting factor depended upon the journal eccentricity and this relationship was roughly approximated to a straight line to improve the convergence. Results were obtained for eccentricities up to a value of 0.8. Above this value it was necessary to start the iterative process from a lower eccentricity and increase the eccentricity in increments until the required value was reached to ensure convergence of the iterative process. This method was stable for eccentricities up to 1.3. It was also found that as the eccentricity was increased a distinctive bimodal pressure distribution was obtained due to the large housing deformations.

In addition to decreasing the minimum film thickness and the peak pressure the region of positive pressure also increased for the journal bearing example due to the elasticity effects. Bozaci et al [39] also used a two dimensional finite element structural model to model the big-end of a connecting rod bearing and used the finite difference method for the lubrication analysis. To simplify the analysis the
assumption was made that the housing deflections were invariant in the axial direction and were calculated using the average pressure in the axial direction. Under-relaxation was applied to the values for the nodal film thickness and a method was developed to automatically adjust the under-relaxation factor to ensure convergence. Initially the weighting factor was calculated by limiting the maximum change in the film thickness to half the minimum film thickness at the first iteration. Values as low as 0.001 were obtained in some cases. This value was then used for all the subsequent iterations until the change in the pressure between iterations was less than 10%. The value of the weighting factor was then increased by a factor of 10 with a maximum value of 0.1 and the process continued until convergence was reached. Although this method did not ensure that an optimum value for the weighting factor had been obtained it did appear to ensure convergence. The results obtained were compared with experimental results and it was found that the assumption that the deflections were invariant in the axial direction was inadequate in most cases although possibly being acceptable if the L/D ratio of the bearing was less than 0.25. It was also concluded that a more realistic model of the bearing was required. Again they observed a distinct double peak in the pressure distribution under heavy loading for both the experimental and theoretical results.

A similar study was presented by Frene et al [40] again using the finite difference method to model the lubricant film, a two dimensional structural model for the big-end bearing and under-relaxation to couple the structural and lubrication analysis. The displacements were also assumed to be invariant in the axial direction. The experimental results presented showed satisfactory agreement in general trends with the theoretical model. The authors stated that the assumption that the displacements were invariant in the axial direction was justified since the variation of the housing deformations in the axial direction was only of the order of 2\mu m compared with the circumferential variation of 40\mu m.

Eugene et al [41] presented further experimental results for both real and idealised connecting rod bearings and compared these to the results obtained from the previous theoretical model [40]. In this work the effect of varying the bolt tension in the connecting rod was also investigated experimentally and shown to have a negligible effect upon the bearing performance.
Fantino et al. [42] presented extensive results for the steady state performance of a connecting rod bearing, including piezoviscous effects, using a two-dimensional finite difference mesh for the lubrication analysis and a two-dimensional structural finite element model. Once again the axial variation of the housing deformations was neglected. The effect of piezoviscosity was incorporated by solving for a modified pressure variable \( q \) related to the pressure \( p \) by

\[
p = -\frac{1}{\alpha} \ln[1 - \alpha q]
\]

where \( \alpha \) is the piezoviscous coefficient. In this analysis the under-relaxation was applied to the housing deformation \( h_{def} \) as

\[
[h_{def}^{k+1}] = [h_{def}^k] + C_t ([h_{def}^k] - [h_{def}^k])
\]

where \([h_{def}^{k+1}]\) and \([h_{def}^k]\) are the column vectors of the nodal displacements used for the lubrication analysis at the iteration steps \( k+1 \) and \( k \) respectively and \([h_{def}^k]\) is the column vector of the displacements calculated from the structural part of the analysis using the pressures calculated at step \( k \). The coefficient \( C_t \) was given by the empirical relationship

\[
C_t = a + bk + ck^2
\]

where the value of \( a \) depends upon the loading on the bearing and the bearing dimensions, and \( b \) and \( c \) are constants. The sequence of iterations using this method converged in about 20-50 cycles, depending upon the loading and the analysis provided some interesting results. Under high loading more than two pressure peaks were observed, and if the bearing was made very flexible undesirable effects, such as large regions of film rupture, and sharp pressure peaks, resulted. It was also observed that under fairly high loading large regions of small film thickness occurred. The piezoviscous effects were only found to be significant under high loading and then proved to be secondary to the elasticity effects. It was also noted that the authors considered this method to be too time consuming for a transient analysis. In a discussion to this paper Rohde [42] noted that the large number of pressure peaks reported were a result of the numerical scheme used, and that in theory there should normally be two, or at most three, pressure peaks. In a further discussion to this paper F. Martin of the Glacier Metal Co. [42] noted that the large
regions of small film thickness were in agreement with experimental findings.

All of this work had been for steadily loaded bearings but, as Booker [42] pointed out, the steady state analysis of a connecting rod was a contradiction in terms. Results for the behaviour of an elastically deformed connecting rod bearing under dynamic loading were presented by Fantino et al [43] using a two dimensional finite element model for the connecting rod. In this case to reduce the amount of computing time and to simplify the analysis an analytical solution was used for the lubrication part of the analysis using the short bearing theory. The authors stated that since the L/D ratio of the bearing was 0.4 this assumption was justified. As mentioned in Chapter 2, however, it is generally believed that the short bearing theory is only applicable to bearings with an L/D ratio of less than 0.25. An under-relaxation technique was used to modify the film thickness between iterations but no details of how this was implemented were given. The authors noted that convergence of the under-relaxation process was more rapid for the dynamic problem than for the steady state problem due to the presence of the squeeze term and, since a small time step was used, the results from the previous time step provided a good initial estimate for the current time step. The general trends noted for the steady state problem also appear to apply to the dynamic problem and eccentricities of up to 3.8 were obtained. The required computing time was extremely high, however, even when using such a simplified model due to the number of iterations required for the analysis. Fantino and Frene [44] later used this method to compare the performance of a connecting rod bearing in a petrol and a diesel engine.

LaBouff and Booker [45] presented a general model for the analysis of both rigid and elastically deformed bearings under dynamic loading. A two-dimensional finite element mesh was used for the lubrication analysis and the structural information was supplied in the form of a compliance matrix, provision being made for both two- and three-dimensional structural models. Under-relaxation was applied to the nodal values for the housing deformations. The under-relaxation weighting factor was determined by limiting the maximum change in the film thickness during the under-relaxation process to a specified fraction of the of the nodal deflections at the previous time step. To further improve the initial estimate at each time step the deflections were estimated by using a linear extrapolation of the deflection changes at the previous time steps. It was, however, not possible to obtain results for a full
engine cycle for the elastically deformed bearing since the computing time would have been approximately four to five times that required for the rigid bearing analysis which was itself in the region of eleven hours.

The advantage with using the under-relaxation method to couple the structural and lubrication analysis in the EHD lubrication problem is its simplicity and the ease with which it can be incorporated into existing software for the rigid bearing problem. From the work surveyed, however, there does not seem to be a general method for ensuring that the optimum value of under-relaxation weighting factor is used, especially for the dynamic loading problem. The methods that have been employed seem somewhat arbitrary, and do not guarantee convergence.

In this chapter an investigation is carried out into the way in which the under-relaxation method could be incorporated into the existing computer code for the rigid bearing problem. Several different methods for applying the under-relaxation to the problem are presented and several convergence improvement schemes are also presented.
6.2 Steady state analysis

The advantage with using the under-relaxation method to incorporate the bearing flexibility into the bearing problem is its simplicity, and the relative ease with which it can be incorporated into the existing software for the rigid bearing problem. The finite element formulation for the lubrication equations is identical to that used for the rigid bearing problem. The only quantity that is directly altered is the nodal film thickness. Referring to Equation (5.2) the film thickness, \( h_i \), at a node \( i \) is given by

\[
h_i = c - e_x \cos \theta_i - e_y \sin \theta_i + [C_i] (P)
\]

As described in Chapter 5 the structural part of the analysis is supplied in the form of a structural compliance matrix \([C]\) which relates the housing deformations to the nodal pressures \([P]\) and need only be evaluated once for a complete analysis. The structural model used was three-dimensional since it is difficult to use a two-dimensional model with the 8-node isoparametric elements that are used to model the lubricant film due to the way in which the equivalent nodal point forces are evaluated for this particular element. However, as mentioned above, previous work suggests that a three-dimensional model will give a much more realistic representation of the bearing housing. Much of the previous work in this field has been based on the simplifying assumption that the housing deflections are invariant in the axial direction. This assumption was said to be justified since, in some of the bearings considered, the displacements in the axial direction only varied by 2\( \mu \text{m} \) compared with a variation of 40\( \mu \text{m} \) in the circumferential direction. On investigating this it was indeed found that the axial variation was only about 5% of the variation in the circumferential direction. It was, however, also found that the largest variations in the film thickness occurred in the region of minimum film thickness where the oil film is only a few microns thick. A small variation in the axial deflections therefore could cause the actual film thickness to vary by 100% or more in the axial direction. It follows that using a two-dimensional model for the structural analysis, although considerably simplifying the analysis, was not justified, especially under heavy loading.

To calculate the nodal deflections the column matrix of nodal pressures, \([P]\) was multiplied by the compliance matrix \([C]\) to obtain the column vector of the
housing deformations, \( \{h_{\text{def}}\} \). That is

\[
[C](p) = \{h_{\text{def}}\} \tag{6.6}
\]

This part of the analysis was relatively time consuming, since using standard multiplication methods each row of \([C]\) is multiplied by \(\{p\}\) to obtain the corresponding term in \(\{h_{\text{def}}\}\). Due to film rupture and boundary conditions as much as half of the matrix \(\{p\}\) contains zero terms. This meant that a large number of redundant calculations were carried out while evaluating \(\{h_{\text{def}}\}\). To eliminate these redundant calculations, and so make the process more efficient, a method called simultaneous column multiplication \([65]\) was used. Figure 6.1 shows diagramatically the two different multiplication schemes. The standard multiplication scheme proceeds a row at a time through \([C]\) to evaluate the corresponding term in \(\{h_{\text{def}}\}\) where \(k\) is the multiplication step. Using simultaneous column multiplication each element in the \(k\)th column of \([C]\) is multiplied by the \(k\)th element in \(\{p\}\) to obtain all the contributions from that particular term to the right hand side. These contributions are simply summed to the previous values of \(\{h_{\text{def}}\}\). The advantage with this scheme is that each time a zero term is encountered in \(\{p\}\) a complete multiplication cycle may be skipped. This reduced the computing time by more than 40%.

Once the nodal displacements were calculated the nodal film thicknesses were obtained using (6.5). To couple the lubrication and structural analysis under-relaxation was carried out using

\[
[h_{k+1}]' = w_f[h_{k+1}] + (1-w_f)[h_k] \tag{6.7}
\]

where \(k\) denotes the iteration step, \([h_k]\) is the column matrix of the film thicknesses form the previous iteration step, \([h_{k+1}]\) is the column matrix of the nodal film thicknesses calculated from (6.5) and \([h_{k+1}]'\) are the values after under-relaxation to be used for the next iteration. For the steady state analysis the loading was applied to the cap half of the bearing at 180 degrees to the connecting rod axis which was the most flexible part of the housing. The solution procedure was identical to that used for the rigid bearing problem except there was an extra iteration loop to compute the distorted bearing shape using the under-relaxation method. The sequence of iterations was said to be converged if
\[
\sum_{i=1}^{n} |P_{k+1} - P_k| \leq z_p 
\]

(6.8)

and

\[
\sum_{i=1}^{n} |h_{k+1} - h_k| \leq z_h 
\]

(6.9)

where \( n \) is the number of nodal points in the lubricant mesh, \( k \) is the iteration step, \( z_p \) and \( z_h \) are the prescribed tolerances, in this case each equal to .001. Decreasing the tolerance beyond this point made little difference to the resulting bearing shape and greatly increased the computing time. It was however found that if too small a value of \( w_f \) was used the rate of convergence of the sequence of iterations was so slow that the given tolerances were reached before the iterative process had in fact converged. Care, therefore, had to be taken in choosing the weighting factor to ensure sufficient change in the nodal values to allow the sequence of iterations to continue. For the steady state problem under-relaxation was applied to the film thickness, pressure distribution or to both. Figures 6.2-6.4 show the number of iterations as a function of \( w_f \) for eccentricities from 0.2 (low loading) to 0.9 (high loading). It is clear that the best results are obtained when under-relaxation is applied to both the pressure distribution and the film thickness. As the eccentricity, and hence the loading, is increased the number of iterations increase, the optimum value of the weighting factor decreases and the process becomes more sensitive to the choice of weighting factor.

For eccentricities of greater than 0.9 the iterative process was started using a lower value of eccentricity and this value gradually increased until the required eccentricity was attained. For high loading it was found that due to the large bearing deformations occurring in the housing negative values of film thickness occurred during the sequence of iterations. This could have a disastrous effect on the convergence of the solution and a restriction was, therefore, placed upon the film thickness values to prevent this. It was found that it was sufficient to redefine
any negative values that occurred to one half of their pr
value and using this
solution scheme eccentricities of up to 1.2 were obtained. Computing time due to the large number of iterations and it
was found that to ensure convergence the eccentricity had to be increased in small increments of about 0.05, and a very small weighting factor had to be used.

For the dynamically loaded bearing problem the load is constantly changing and therefore the weighting factor must be adjusted to ensure that convergence is achieved. Too high a value and the sequence of iterations will become divergent and too low a value and the rate of convergence will be too slow. Some method therefore had to be adopted before attempting to look at dynamic loading to adjust the weighting factor to ensure convergence of the sequence of iterations. Although Fantino et al. [42] had developed an empirical formula for determining the weighting factor this only applied to a particular bearing and had only been used for the steady-load case. It was, therefore, important that the method used should be as general as possible.

From the previous work for the steady state performance of the bearing it appears that the best method of employing under-relaxation is to apply it to both the nodal pressures and film thicknesses. The most obvious method of adjusting the weighting factor was to allow the film thickness to vary by only a certain amount between iterations and similarly for the pressure. Initially the maximum allowable change in the film thickness was limited to a certain percentage of the radial clearance $c$ and the pressure variation was fixed to a percentage of the peak pressure at the previous iteration. An upper limit was also set for the maximum allowable value of the weighting factor and erring on the side of caution this was set to 0.1. This method, however, proved unsatisfactory since for high eccentricities when the film thickness was small, even a very slight change in the film thickness would greatly alter the pressure distribution so the percentage of $c$ that was used had to be very small. This, however, meant that at medium eccentricities the rate of convergence became very low. A better method for adjusting the weighting factor was to limit the maximum change in the film thickness between iterations to a specified fraction of the minimum film thickness at the previous iteration. This, of course, meant that under heavy loading the weighting factor was very small and for low loading with a large film thickness the weighting factor increased which ensured a good rate of convergence.
6.3 Dynamic loading

The next step in the analysis was to apply the under-relaxation method to the dynamically loaded problem. The method was identical to that used for the rigid bearing problem except that there was an extra iterative loop for the EHD part of the analysis to calculate the required bearing deformation. The analysis was started using the steady state rigid bearing shape to get the initial starting value for the film thickness. Once the correct bearing deformation was calculated the load was applied as a ramp input over the first ten steps of the cycle to 'start' the bearing, after which the correct bearing load was applied. The methods described in Chapter 4 for finding the journal position were used with the required bearing deformation calculated at each iterative step. A time step size of one degree of crank rotation was used so that the results for the oil film pressure and bearing deformation for the previous step would provide a good starting point for the iterations at the next time step.

Initial attempts were unsuccessful. For the steady loaded case a high loading corresponded to a small film thickness. For the dynamically loaded case when the load is moving rapidly over part of the cycle, causing the journal to move rapidly across the clearance space, regions of high loading can correspond to relatively large film thicknesses. Conversely, regions of low loading could correspond to regions of small film thicknesses if the previous film thickness had been small since the squeeze effect would stop the bearing from moving rapidly to adjust to the low loading. Therefore even if the change in film thickness is limited to a small percentage of the minimum film thickness at the previous step this can still allow sufficient deformations to occur for highly loaded cases to allow the solution to oscillate. Using too small a value for the weighting factor although ensuring convergence over these parts of the cycle meant that for light loading the rate of convergence was too slow. Some other method had to be found to improve the convergence. On examining the pressure variation between time steps it was found that a much better estimate for the pressure distribution at the next time step could be obtained by altering the pressure distribution as

\[ p_{k+1} = p_k \frac{W_{k+1}}{W_k} \]  \hspace{1cm} (6.10)

where \( W_{k+1} \) is the load applied at time step \( k+1 \) and \( W_k \) is the load applied at time
step \( k \), \( \{p_k\} \) is the pressure distribution at the end of time step \( k \) and \( \{p_{k+1}\} \) is the initial estimate for the pressure distribution at time step \( k+1 \). It was also found that a better estimate for the film shape could be obtained by carrying out the same procedure for the nodal film deformations as

\[
 h_{def}^{k+1} = h_{def}^k \frac{W_{k+1}}{W_k} \tag{6.11}
\]

This method then meant that the initial estimate for the pressures and the film shape were in general much better at each time step. Again the problem with this method was that it did not take into account the movement of the load vector applied to the system. This method did result in a better performance but it still did not guarantee convergence of the iterations for the film shape and the computing time was extremely high due to the large number of iterations required, especially since it was impossible to guarantee that the optimum value of the weighting factor had been found. Also a very small time step had to be used so that the change in load from step to step was not too great. It was therefore found that using this method it was not possible to produce results for a complete dynamic cycle.
6.4 Conclusions

The under-relaxation method provides a simple technique for coupling the structural and the lubrication analysis for analysing the EHD behaviour of a journal bearing. The advantage with this method is its simplicity and the ease with which it may be incorporated into an existing analysis for the rigid bearing problem. Although it is possible to obtain results for the steady loaded problem for a wide range of eccentricities it is difficult to use this method for the dynamically loaded bearing problem. The main problem lies in finding a way to automatically adjust the under-relaxation factor to ensure that a converged solution is obtained. Even if this is possible it is difficult to find the optimum value to sufficiently reduce the required number of iterations. A wide variety of schemes have been proposed by other authors for adjusting the weighting factor but they appear quite arbitrary and do not guarantee that an optimum value has been obtained or that convergence will be obtained. Schemes, such as that proposed by Fantino et al [42], appear to work fairly well for a particular bearing, but in this work a more general approach was required. It was, therefore, concluded that the under-relaxation method was not practical for use in analysing the EHD performance of a dynamically loaded bearing.
(a) Conventional matrix multiplication

(b) Simultaneous column multiplication

Figure 6.1 Schematic representation of (a) conventional and (b) simultaneous column multiplication
Figure 6.2 - Applying under-relaxation to the film thickness.
Figure 6.3 - Applying under-relaxation to the pressure.
Chapter 7

The Newton-Raphson Solution Method

7.1 Introduction

The under-relaxation solution method described in the previous chapter is one of two methods generally used for coupling the lubrication and structural analysis in the EHD lubrication problem. The second of these is the Newton-Raphson method, first used by Rohde and Oh [46] to solve the steady state EHD lubrication problem. Finite elements were used to model the oil film and results were presented for slider and roller bearings. They found that the method was highly convergent for both thick and thin film problems, an accurate solution being obtained in about 5 iterations. Higher order elements were used to model the lubricant film, Rohde and Oh suggested that linear elements might cause convergence problems for this particular problem. Using the Newton-Raphson method, however, the cavitation region, if it exists, must be defined a priori. A scheme such as that used by Christopherson [8], where the cavitation region is located during the solution process, is not possible. Rohde and Oh proposed an alternative scheme for locating the cavitation region which was expanded upon by Oh [66] who solved the EHD lubrication problem using the Newton-Raphson formulation as a nonlinear complementarity problem using an algorithm proposed by Murty [67]. This method was implemented by making an initial estimate for the cavitated region. The resulting set of Newton-Raphson equations was assembled for the complete film using the finite element method. A check was then carried out for all the nodes in the cavitated and non-cavitated regions to determine whether certain conditions had been satisfied. If so the cavitation region had been found, if not the cavitation region was adjusted and the process repeated. Oh and Goenka [47] further extended this analysis to predict the performance of a dynamically loaded journal bearing. This method proved highly convergent and robust but, due to the large number of calculations involved, the required computing time was approximately 35 hours. This clearly means that the method is impractical as a general design tool and in an effort to reduce this time Goenka and Oh [48] proposed a solution for the problem based upon the short bearing theory assuming a parabolic pressure distribution in the axial direction. This
method was approximately an order of magnitude faster than the previous method although there were discrepancies in the results obtained using the two methods, especially for the value of the minimum film thickness. The assumption that the pressure distribution is parabolic in the axial direction, although being fairly accurate for the rigid bearing case, does not hold for the elastic case, especially under heavy loading when the housing deformations are quite significant. Goenka and Oh [49] did, however, show that this simplified method was useful for optimising the design of a connecting rod at the early design stages using the more rigorous method for the final stages.

In this chapter the formulation of the Newton-Raphson solution method is presented for predicting the performance of a dynamically loaded journal bearing. This solution method is then highly modified to produce a solution method that is more than two orders of magnitude faster than the method developed at General Motors. Once again higher-order finite elements are used for the structural and lubrication analysis. Results are presented for the Ruston and Hornsby 6VEB Mk III marine diesel big end bearing.
7.2 Equation derivation

7.2.1 The Newton-Raphson method

Consider the Taylor's series expansion of a function \( f(x) \)

\[
    f(x + \delta) = f(x) + \delta f'(x) + \frac{\delta^2}{2!} f''(x) + \frac{\delta^3}{3!} f'''(x) + \cdots \tag{7.1}
\]

where \( f(x + \delta) \) is the value of the function if \( x \) is changed by a small amount \( \delta \). Assume a solution is required for \( f(x) = 0 \). If an initial estimate is made for \( x \) as \( x_i \) then the Taylor series expansion of \( f \) may be written as

\[
    f(x) = f(x_i) + \delta f'(x_i) + \frac{\delta^2}{2!} f''(x_i) + \frac{\delta^3}{3!} f'''(x_i) + \cdots \tag{7.2}
\]

Ignoring terms in \( \delta^2 \) and higher and setting \( f(x) = 0 \) (7.2) becomes

\[
    0 = f(x_i) + \delta f'(x_i) \tag{7.3}
\]

Therefore the required correction, \( \delta \), to the initial estimate, \( x_i \), is given by

\[
    \delta = -\frac{f(x_i)}{f'(x_i)} \tag{7.4}
\]

This process is then repeated until \( f(x_i) = f(x) = 0 \).

Suppose that instead there are \( n \) functions in \( n \) unknowns, \( f_i(x_1, x_2, \ldots, x_n) = 0 \), \( i = 1, 2, \ldots, n \) The Newton-Raphson method can be used to solve these by writing the \( n \) functions in matrix form [68] as

\[
    \begin{bmatrix}
        \frac{\partial f_1}{\partial x_1} & \frac{\partial f_1}{\partial x_2} & \cdots & \frac{\partial f_1}{\partial x_n} \\
        \frac{\partial f_2}{\partial x_1} & \frac{\partial f_2}{\partial x_2} & \cdots & \frac{\partial f_2}{\partial x_n} \\
        \vdots & \vdots & \ddots & \vdots \\
        \frac{\partial f_n}{\partial x_1} & \frac{\partial f_n}{\partial x_2} & \cdots & \frac{\partial f_n}{\partial x_n}
    \end{bmatrix}
    \begin{bmatrix}
        \delta_1 \\
        \delta_2 \\
        \vdots \\
        \delta_n
    \end{bmatrix}
    =
    \begin{bmatrix}
        f_1 \\
        f_2 \\
        \vdots \\
        f_n
    \end{bmatrix} \tag{7.5}
\]

and solving them as a set of simultaneous equations to obtain the required corrections \( \{\delta\} \).
7.2.2 Application to the lubrication problem

For the lubrication problem the governing equation is the two-dimensional Reynolds equation which may be written in polar coordinates as

\[ f_1 = \nabla(h^3 \nabla p) - 6\mu \left( \frac{\partial h}{r \partial \theta} + 2 \frac{\partial h}{\partial t} \right) = 0 \]  \hspace{1cm} (7.6)

In the EHD lubrication problem the film thickness, \( h \), is made up of two components: one due to the journal position relative to the housing, the second due to the housing distortion caused by the pressure distribution generated in the lubricant film. Thus

\[ h = h_0 + Lp = c - e_x \cos \theta - e_y \sin \theta + Lp \]  \hspace{1cm} (7.7)

where \( h_0 \) is the component due to the journal position, \( e_x \) and \( e_y \) are the \( x \) and \( y \) components of the journal eccentricity, \( L \) is an integral operator relating the pressure distribution \( p \) to the housing distortion. The journal eccentricity components \( e_x \) and \( e_y \) are also unknowns in the problem so the equations

\[ f_2 = \int_A p \cos \theta R \, dA - w_x = 0 \]  \hspace{1cm} (7.8)

\[ f_3 = \int_A p \sin \theta R \, dA - w_y = 0 \]  \hspace{1cm} (7.9)

which ensure the equilibrium of the calculated pressures and the applied load, must be included in the analysis. These equations give rise to a set of highly non-linear equations in \( p \), \( e_x \) and \( e_y \).

Let \( p^{(r)} \), \( e_x^{(r)} \), \( e_y^{(r)} \) denote the \( r \)th trial solution for the problem, and \( f_i^{(r)} \) denote the corresponding values of the function \( f_i \). In the Newton-Raphson method the \( (r+1) \)th trial solution is written as

\[ p^{(r+1)} = p^{(r)} + \delta p^{(r)} \]

\[ e_x^{(r+1)} = e_x^{(r)} + \delta e_x^{(r)} \]  \hspace{1cm} (7.10)

\[ e_y^{(r+1)} = e_y^{(r)} + \delta e_y^{(r)} \]

and the corrections \( \delta p^{(r)} \), \( \delta e_x^{(r)} \), \( \delta e_y^{(r)} \) are found by using the first order Taylor series expansions of the functions \( f_i^{(r+1)} \) given by
\[
f_i^{(r+1)} = f_i^{(r)} + \left[ \frac{\partial f_i}{\partial p} \right]^{(r)} \delta p^{(r)} + \left[ \frac{\partial f_i}{\partial e_x} \right]^{(r)} \delta e_x^{(r)} + \left[ \frac{\partial f_i}{\partial e_y} \right]^{(r)} \delta e_y^{(r)}
\]

(7.11)

where the partial derivatives are evaluated for the \( r \)th trial solution. The solution requires that \( f_i = 0 \) and by setting the left-hand sides equal to zero equation (7.11) may be written in matrix form as

\[
\begin{pmatrix}
  f_1^{(r)} \\
  f_2^{(r)} \\
  f_3^{(r)}
\end{pmatrix} +
\begin{pmatrix}
  \left[ \frac{\partial f_1}{\partial p} \right]^{(r)} & \left[ \frac{\partial f_1}{\partial e_x} \right]^{(r)} & \left[ \frac{\partial f_1}{\partial e_y} \right]^{(r)} \\
  \left[ \frac{\partial f_2}{\partial p} \right]^{(r)} & \left[ \frac{\partial f_2}{\partial e_x} \right]^{(r)} & \left[ \frac{\partial f_2}{\partial e_y} \right]^{(r)} \\
  \left[ \frac{\partial f_3}{\partial p} \right]^{(r)} & \left[ \frac{\partial f_3}{\partial e_x} \right]^{(r)} & \left[ \frac{\partial f_3}{\partial e_y} \right]^{(r)}
\end{pmatrix}
\begin{pmatrix}
  \delta p^{(r)} \\
  \delta e_x^{(r)} \\
  \delta e_y^{(r)}
\end{pmatrix} = 0
\]

(7.12)

to obtain the corrections to the \( r \)th trial solution. To evaluate this the derivatives of \( f_1, f_2, \) and \( f_3 \) with respect to \( p, e_x, e_y \) must be found. These may be approximated by using the appropriate Taylor series expansion of each function about a point. The Taylor series expansion of \( f_1 \) about a point \( p, e_x, e_y \), to obtain the derivative \( \frac{\partial f_1}{\partial p} \), is given as

\[
f_1(p+\delta p, e_x, e_y) = f_1(p, e_x, e_y) + \delta p \frac{\partial f_1}{\partial p}(p, e_x, e_y)
\]

(7.13)

\[
f_1(p+\delta p, e_x, e_y) = \nabla(h^3 \nabla(p+\delta p)) - 6\eta (u \frac{\partial h}{\partial \theta} + 2 \frac{\partial h}{\partial t}) = 0
\]

Substituting (7.7) into this gives
\[ f_1(p+\delta p, e_x, e_y) = \nabla((h_0+C(p+\delta p))^3\nabla(p+\delta p)) \]

\[ = -6\mu \left( \frac{\delta(h_0+C(p+\delta p))}{r \partial \theta} + 2 \frac{\partial(h_0+C(p+\delta p))}{\partial t} \right) \]

Ignoring terms in \( \delta p^2 \) and higher this becomes

\[ = \nabla((h_0^3+3h_0^2C(p+\delta p)+3h_0C^2(p^2+2p\delta p+\delta p^2)+C^3(p^3+3p^2\delta p+3p\delta p^2+\delta p^3))\nabla(p+\delta p)) \]

\[ = -6\mu \left( \frac{\partial(h_0+C(p+\delta p))}{r \partial \theta} + 2 \frac{\partial(h_0+C(p+\delta p))}{\partial t} \right) \]

therefore

\[ \delta p \frac{df_1}{dp} = \nabla((h_0^3+3h_0^2C(p+\delta p)+3h_0C^2(p^2+2p\delta p+\delta p^2)+C^3(p^3+3p^2\delta p+3p\delta p^2+\delta p^3))\nabla(p+\delta p)) \]

Similarly to obtain \( \partial f_1/\partial e_x \)

\[ f_1(p, e_x + \delta e_x, e_y) = f_1(p, e_x, e_y) + \delta e_x \frac{df_1}{de_x} \]

\[ = \nabla((h^3+3h^2\delta e_x \cos \theta+3h^2 \delta e_x \cos \theta^2+C^3(h^3-3h^2\delta e_x \cos \theta))\nabla(p+\delta p)) \]

\[ = -6\mu \left( \frac{\partial(h^3-3h^2\delta e_x \cos \theta)}{r \partial \theta} + 2 \frac{\partial(h^3-3h^2\delta e_x \cos \theta)}{\partial t} \right) \]

therefore

\[ \delta e_x \frac{df_1}{de_x} = -\nabla((h^3+3h^2\delta e_x \cos \theta)(p+\delta p)) - 6\mu \left( \frac{\partial(h^3-3h^2\delta e_x \cos \theta)}{r \partial \theta} + 2 \frac{\partial(h^3-3h^2\delta e_x \cos \theta)}{\partial t} \right) \]
Similarly

\[ \delta e_y \frac{\partial f_1}{\partial e_y} = -\nabla (3h^2 \delta e_y \sin \theta \nabla p) + 6 \mu \left( \frac{u}{r} \delta e_y \cos \theta + 2 \delta \left( \delta e_y \sin \theta \right) \right) \]  \tag{7.17}

This method may also be used to obtain the derivatives of \( f_2 \) and \( f_3 \) with respect to \( p \).

\[ f_2(p + \delta p, e_x, e_y) = \int_A (p + \delta p) \cos \theta R dA - \omega x = f_2(p, e_x, e_y) + \int_A \delta p \cos \theta R dA \]

therefore

\[ \delta p \frac{\partial f_2}{\partial p} = \int_A \delta p \cos \theta dA \]  \tag{7.18}

and

\[ \delta p \frac{\partial f_3}{\partial p} = \int_A \delta p \sin \theta dA \]  \tag{7.19}

The remaining derivatives are given by

\[ \frac{\partial f_2}{\partial e_x} = \frac{\partial f_2}{\partial e_y} = \frac{\partial f_3}{\partial e_x} = \frac{\partial f_3}{\partial e_y} = 0 \]  \tag{7.20}

Equation (7.12) may be written in matrix form as

\[ [A] [X] = [R] : [X] = \left\{ \delta p, \delta e_x, \delta e_y \right\}^T \]  \tag{7.21}

To assemble these equations the finite element method is used to construct \( n + 2 \) functions, \( f_i \), where \( n \) is the number of nodal points in the lubrication mesh. Starting with the Newton-Raphson expression for \( f_1 \)

\[ \delta p \frac{\partial f_1}{\partial p} + \delta e_x \frac{\partial f_1}{\partial e_x} + \delta e_y \frac{\partial f_1}{\partial e_y} = -f_1 \]  \tag{7.22}
In dimensionless form (7.22) may be written as

\[
\frac{\partial}{\partial \theta} \left[ L^3 \frac{\partial}{\partial \theta} \delta p \right] + B^2 \frac{\partial}{\partial y} \left[ L^3 \frac{\partial}{\partial y} \delta p \right] + 3B^2 \frac{\partial}{\partial y} \left[ L^2 \delta p \frac{\partial p}{\partial \theta} \right] + 3B^2 \frac{\partial^2}{\partial y^2} \left[ L^2 \delta p \frac{\partial p}{\partial \theta} \right]
\]

\[
- \frac{\partial^2 \theta_r}{\partial \alpha} \frac{\partial(L \delta p)}{\partial \theta} - 2 \frac{\partial(L \delta p)}{\partial \alpha} \frac{\partial^2 \delta e_x \cos \theta}{\partial \theta^2} - 3 \frac{\partial^2 \theta_r}{\partial \alpha} \frac{\partial \delta e_x \cos \theta}{\partial \theta} - 3B^2 \frac{\partial^2}{\partial y^2} \left[ L^2 \delta e_x \cos \theta \frac{\partial p}{\partial \theta} \right]
\]

\[
\frac{\partial \theta_r}{\partial \alpha} \frac{\partial \delta e_y \sin \theta}{\partial \alpha} + 2 \frac{\partial \delta e_y \sin \theta}{\partial \alpha} \frac{\partial \delta e_x \cos \theta}{\partial \alpha} = \frac{\partial}{\partial \theta} \left[ L^3 \frac{\partial}{\partial \theta} \delta p \right] - 3 \frac{\partial}{\partial \theta} \frac{\partial^2 \delta e_y \sin \theta}{\partial \alpha \partial \theta} - 3B^2 \frac{\partial^2}{\partial y^2} \left[ L^2 \delta e_y \sin \theta \frac{\partial p}{\partial \theta} \right]
\]

\[
\frac{\partial \theta_r}{\partial \alpha} \frac{\partial \delta e_y \cos \theta}{\partial \alpha} + 2 \frac{\partial \delta e_y \cos \theta}{\partial \alpha} \frac{\partial \delta e_x \cos \theta}{\partial \alpha} = \frac{\partial}{\partial \theta} \left[ L^3 \frac{\partial}{\partial \theta} \delta p \right] - 3 \frac{\partial}{\partial \theta} \frac{\partial^2 \delta e_y \cos \theta}{\partial \alpha \partial \theta} - 3B^2 \frac{\partial^2}{\partial y^2} \left[ L^2 \delta e_y \cos \theta \frac{\partial p}{\partial \theta} \right]
\]

using the same dimensionless quantities as used in Chapter 2. Applying Galerkins principle as before and using the Green-Gauss theorem (7.23) becomes

\[
\int_A \left\{ \frac{\partial N_T^T}{\partial \theta} L^3 \frac{\partial}{\partial \theta} \left( \delta p \right) - B^2 \frac{\partial N_T^T}{\partial y} L^3 \frac{\partial}{\partial y} \left( \delta p \right) - 3 \frac{\partial N_T^T}{\partial \theta} L^2 \delta p \frac{\partial p}{\partial \theta} - 3B^2 \frac{\partial N_T^T}{\partial y} L^2 \delta p \frac{\partial p}{\partial \theta} \right\} \ dA = \int_A \left\{ \frac{\partial N_T^T}{\partial \theta} L^3 \frac{\partial}{\partial \theta} \left( \delta p \right) - B^2 \frac{\partial N_T^T}{\partial y} L^3 \frac{\partial}{\partial y} \left( \delta p \right) - 3 \frac{\partial N_T^T}{\partial \theta} L^2 \delta p \frac{\partial p}{\partial \theta} - 3B^2 \frac{\partial N_T^T}{\partial y} L^2 \delta p \frac{\partial p}{\partial \theta} \right\} \ dA
\]

(7.24)
Similarly for $f_2$

$$
\delta p \frac{\partial f_2}{\partial p} + \delta e_x \frac{\partial f_2}{\partial e_x} + \delta e_y \frac{\partial f_2}{\partial e_y} = -f_2
$$

which may be written in dimensionless form as

$$
\int_{A'} \delta p \sin \theta dA + O + 0 = w_x - \int_{A'} p \cos \theta dA
$$

(7.26)

and

$$
\delta p \frac{\partial f_3}{\partial p} + \delta e_x \frac{\partial f_3}{\partial e_x} + \delta e_y \frac{\partial f_3}{\partial e_y} = -f_3
$$

(7.27)

becomes

$$
\int_{A'} \delta p \sin \theta dA + O + 0 = w_x - \int_{A'} p \cos \theta dA
$$

(7.28)

Using these equations the elements in the matrices $[A]$ and $[R]$ may be assembled as

$$
A_{ij} = \left\{ \begin{array}{c}
-h^3 \frac{\partial N_i}{\partial \theta} \frac{\partial N_j}{\partial \theta} - B^2 h^2 \frac{\partial N_i}{\partial y} \frac{\partial N_j}{\partial y} - 3 h^2 L \frac{\partial p}{\partial \theta} N_i \\
-3 B^2 \frac{\partial N_j}{\partial y} h^2 L \frac{\partial p}{\partial y} N_i + \frac{d \theta_r}{d \alpha} \frac{\partial N_j}{\partial \theta} L N_i - 2 L \frac{N_i N_j}{d \alpha} \end{array} \right\} dA ; \ i, j = 1, 2, \ldots, n
$$

(7.29)

$$
A_{i+1} = \left\{ \begin{array}{c}
3 h^2 \frac{\partial N_i}{\partial \theta} \cos \theta \frac{\partial p}{\partial \theta} + 3 B^2 h^2 \frac{\partial N_i}{\partial y} \cos \theta \frac{\partial p}{\partial y} - N_i \frac{d \theta_r}{d \alpha} \sin \theta + 2 \frac{\cos \theta N_i}{d \alpha} \\
3 h^2 \frac{\partial N_i}{\partial \theta} \sin \theta \frac{\partial p}{\partial \theta} + 3 B^2 h^2 \frac{\partial N_i}{\partial y} \sin \theta \frac{\partial p}{\partial y} + N_i \frac{d \theta_r}{d \alpha} \cos \theta + 2 \frac{\sin \theta N_i}{d \alpha} \end{array} \right\} dA
$$

(7.30)

$$
A_{i+1} = \left\{ \begin{array}{c}
3 h^2 \frac{\partial N_i}{\partial \theta} \sin \theta \frac{\partial p}{\partial \theta} + 3 B^2 h^2 \frac{\partial N_i}{\partial y} \sin \theta \frac{\partial p}{\partial y} + N_i \frac{d \theta_r}{d \alpha} \cos \theta + 2 \frac{\sin \theta N_i}{d \alpha} \\
3 h^2 \frac{\partial N_i}{\partial \theta} \cos \theta \frac{\partial p}{\partial \theta} + 3 B^2 h^2 \frac{\partial N_i}{\partial y} \cos \theta \frac{\partial p}{\partial y} - N_i \frac{d \theta_r}{d \alpha} \sin \theta + 2 \frac{\cos \theta N_i}{d \alpha} \end{array} \right\} dA
$$

(7.31)

$$
A_{n+1, i} = \int_{A} N_i \cos \theta dA ; \ i = 1, 2, \ldots, n
$$

(7.32)

$$
A_{n+2, i} = \int_{A} N_i \sin \theta dA ; \ i = 1, 2, \ldots, n
$$

(7.33)
\[ R_i = \int_A \left\{ \frac{\partial N_i}{\partial \theta} h^3 \frac{\partial p}{\partial \theta} - B^2 \frac{\partial N_i}{\partial y} - h^2 \frac{\partial p}{\partial y} + h^3 \frac{\partial N_i}{\partial \alpha} \frac{d \theta_c}{d \alpha} - 2N_i \frac{\partial h}{\partial \alpha} \right\} dA ; \ i = 1, 2, \ldots \ (7.34) \]

\[ R_{n+1} = w_x - \int_A \rho \cos \theta dA \]  (7.35)

\[ R_{n+2} = w_y - \int_A \rho \sin \theta dA \]  (7.36)

### 7.2.3 Element matrix assembly

As for the under-relaxation method, 8-node isoparametric elements were used to model the lubricant film, and Gauss-Legendre quadrature was used to numerically evaluate the terms in \([A]\) and \([R]\). This was carried out in the same way as the element matrix formulation described in Chapter 3, evaluating each nodal variable at the relevant Gauss point. However, in the finite element method, the operator \(L\) is replaced by the matrix operator \([C]\) which is the pressure compliance matrix, the formulation of which is described in Chapter 5. This meant that at each Gauss point a row matrix was also evaluated for the contribution of the compliance matrix to the element formulation. Therefore, rather than assembling an 8x8 element matrix for \([A]\) an 8x\(n\) element matrix had to be assembled. Consequently, the system matrix \([A]\) was fully populated. Using the Newton-Raphson formulation either the implicit or explicit time stepping method may be used. This is achieved by using the relevant expression for the film thickness \(h\). Unlike the rigid bearing analysis method, the computing time is not affected by the time-stepping method used since the same amount of matrix assembly is required in both cases.

### 7.3 Film Cavitation

An important source of non-linearity in the problem is the inadmissibility of negative pressures in the fluid film. (In practice, the oil film can only support a very slight negative pressure before film rupture occurs). As previously mentioned, it is not possible to use an algorithm such as that adopted by Christopherson [8] since the cavitated and non-cavitated regions must be specified a priori. It is, however, possible to locate the two regions by combining the complementarity problem with the Murty algorithm [66, 67]. This is an iterative process and requires that an initial estimate be made for the extent of the cavitated region. For the nodes that lie in the
cavitated region it is assumed that $p = 0$, whilst in the non-cavitated region $p$ is found by solving Reynolds equation using the finite element formulation described. Once the pressures are calculated the designation of the cavitated region is checked. The complementarity formulation assumes that over the solution domain the pressure is either found from Reynolds equation, providing the pressure is positive, or that $p = 0$ if the cavitation condition holds. That is, when the film thickness is diverging at such a rate that

$$\nabla(h^3 \nabla p) - 6\mu \left( \frac{\partial h}{r \partial \theta} + 2 \frac{\partial h}{\partial t} \right) \leq 0$$

(7.37)

Therefore any nodes in the non-cavitated region where $p \leq 0$ are placed in the cavitated region and any nodes in the cavitated region where the cavitation condition given by the inequality (7.37) is not satisfied are placed in the non-cavitated region. This process continues until the conditions are satisfied by all the nodes in the mesh. The process was found to converge very rapidly, typically in two to three iterations. Goenka [22] stated that to ensure convergence of this method only one node should be altered at each iteration. It was however found that there were no convergence problems when all the violating nodes at each step were altered. In practice it was also found that in certain cases a single node would remain oscillating between the two regions due to the assumption that the boundary between the cavitated and non cavitated regions had to lie at a series of fixed nodes. In this case no further iterations were performed and the solution was assumed to have converged.

7.4 Solution procedure

7.4.1 The full Newton-Raphson method

The iterative steps involved in the Newton-Raphson method are shown in Figure 7.1. The solution was started by making an initial estimate for the eccentricity components and carrying out a rigid bearing analysis using the Gauss-Seidel method. This gave the first set of pressures and an initial estimate for the cavitated region. Using these pressures the Newton-Raphson equations were assembled. These equations were then solved using Gaussian elimination and back substitution, a method already described in Chapter 5. In this case, though, the boundary
conditions also had to be applied for the nodes at the bearing edge, in the cavitated region and at the oil supply features where \( \delta p = 0 \). A convenient way of applying these boundary conditions is to multiply the diagonal coefficient \( A_{ii} \) by a very large number, in this case \( 10^{20} \) and to set the corresponding term \( R_i \) to 0. The \( ith \) equation therefore becomes

\[
 A_{ii} \delta p_i + ... + A_{ii} 10^{20} \delta p_i + ... + A_{in+2} \delta e_y = 0
\]

(7.38)

The term \( A_{ii} 10^{20} \delta p_i \) dominates the left hand side therefore \( \delta p_i \approx 0 \).

Once the equations have been solved the nodal pressures and the eccentricity components are modified using the values obtained for \( \delta p \), \( \delta e_x \), \( \delta e_y \) and the process is repeated until a converged solution is obtained. The process was said to have converged if

\[
 \frac{\sum_{i=1}^{n} |\delta p_i|}{\sum_{i=1}^{n} |p_i|} \leq 10^{-5}
\]

(7.39)

To check this method the results obtained for the elastic case were compared to those obtained using the under-relaxation method. By setting the compliance matrix equal to zero a solution could also be obtained using this method for the rigid bearing problem and compared to the solution using the rigid bearing method developed earlier. All results showed good agreement.

### 7.4.2 Modified Newton-Raphson method

The Newton-Raphson method, although proving robust and highly convergent, required a prohibitively large amount of computing time, in some cases up to 16 hours, to complete a full dynamic analysis. Some means therefore had to be found to reduce the amount of computing time by at least an order of magnitude but still retain the high rate of convergence. The most time consuming parts of the analysis are the assembly of the matrix \([A]\), since for the flexible case this is fully populated, and the forward elimination process. It was, therefore, decided to try to apply the modified Newton-Raphson method to the problem. Using the Newton-Raphson
(NR) method the matrix \([A]\) is evaluated at each step in the N-R loop (Figure 7.1). Using the modified Newton-Raphson (MNR) method \([A]\) is only evaluated once for each cavitation loop. Subsequently only the right-hand side \([R]\) has to be formulated. The equation for the iterative process then becomes

\[
[A]_i X_i = [R]_i
\]

where \(i\) is the iteration step. Forward elimination is carried out on \([A]\) at the start of the cavitation loop and the elimination ratios are stored and used to subsequently modify the new right hand sides assembled at each iterative step. In general this method proved only slightly less convergent than the NR method but significantly faster. A limit was placed upon the number of iterations in case this method proved to be too slow to converge. If this limit was exceeded the solution process was restarted using the NR method to ensure convergence and the MNR method was then started again at the start of the next cavitation step. This happened at most 2 or three times during a complete engine cycle analysis, usually at a point where the load was changing rapidly in size or direction.

Since the MNR method produced such a high rate of convergence it was reasoned that rather than assembling \([A]\) once at the start of each cavitation step it should just be assembled once for several cavitation steps. The obvious problem with this method is that for each cavitation step different boundary conditions are applied. \([A]\) is altered according to these during the forward elimination process and so cannot be used in its modified form at subsequent cavitation steps. To avoid having to reformulate \([A]\) a temporary store was used so that when \([A]\) was formulated for the first time it was copied into a temporary file store. When the boundary conditions changed (that is when the cavitation conditions altered), the values of the temporary store were copied back into \([A]\) and forward elimination was again carried out, essentially using the old values but new boundary conditions. Clearly one formulation for \([A]\) would not be sufficient for carrying out a complete engine analysis. The matrix \([A]\) was therefore reformulated when either the rate of convergence fell below a certain value, or when the solution began to oscillate. It was found that there was an optimum range for the limit on the number of iterations in the N-R loop to produce an optimum computing time of between 7 and 11 steps. It was found that when the solution began to diverge the values of \(\delta e_x\) and \(\delta e_y\) began to increase. It was, therefore, easy to check for divergence simply by monitoring
these values and if they increased above a certain amount the solution was stopped and $[A]$ reformulated. This method, called the fast modified Newton-Raphson method (FNR), proved highly effective.
7.5 Results

7.5.1 Example considered

Results are presented for the Ruston and Hornsby 6VEB Mk III marine diesel big end bearing, data for which is given in Chapter 4. As previously mentioned this has become a benchmark for comparing different forms of analysis. It was possible to compare the results for the elastically deformed bearing with the previous results for the rigid bearing. A simplified model of the connecting rod was used to obtain the compliance matrix as described in Chapter 5. Although this model was not an exact representation of the actual connecting rod it allowed the effect of varying the mesh density to be simply carried out and allowed the general effects of incorporating elasticity into the analysis to be assessed. For the dynamic analysis the implicit time stepping method was used since this is a more stable method than the explicit method as mentioned in Chapter 4. For the analysis it was assumed that the connecting rod was made from mild steel with Youngs modulus $E$ of $209 \times 10^9 \text{ Nm}^{-2}$ Poisson's ratio of 0.3.

7.5.2 Graphics software

The analysis of a dynamically loaded journal bearing generates a very large amount of data which is difficult to interpret when in numerical form. Graphics software was therefore developed for postprocessing the data. Initially this simply plotted the journal centre orbit and the variation of the peak film pressure, minimum film thickness, power loss and side flow against crank angle, and allowed comparative plots for different sets of data to be presented. It was however felt that some other means of presenting the data had to be developed. This was especially important for the dynamically loaded flexible journal bearing problem where the bearing deformation greatly alters the bearing performance. It was, therefore, decided to develop software to produce an animated display through time to show how the bearing was performing, and how the various bearing parameters were influencing each other. Figure 7.2 shows a ‘frame’ produced by this software. It shows the crank angle, the journal position on the journal centre orbit, the applied load, the deformed bearing shape (exaggerated), the pressure distribution around the bearing and the variation of the film thickness around the bearing. Presenting the
data in this way gave a much better feel for the manner in which the bearing was behaving and some idea of the rates of change of the various parameters with time. Since such a large amount of data was presented in an easily readable format this form of data presentation also proved useful for detecting any errors arising in the analysis. The software allowed the animation to be frozen at any time-step and, if required, a hard copy could be produced of that particular frame.

7.5.3 Comparison of Newton-Raphson Methods

The time required for the three different solution methods used are compared in Table 7.1 below with the required computer time being expressed as a percentage of the computer time required for a full analysis of the Ruston bearing using the NR method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>NR</td>
<td>100%</td>
</tr>
<tr>
<td>MNR</td>
<td>29%</td>
</tr>
<tr>
<td>FNR</td>
<td>11%</td>
</tr>
</tbody>
</table>

Table 7.1: Comparison of computing times for various N-R methods

Using the FNR method the fully-populated matrix \([A]\) only had to be reformulated 60-80 times during the analysis of a complete engine cycle compared to 6000 or more times for the NR method and about 1000 times for the MNR method. All three sets of results were identical. As the solution converges the right hand sides \(\{R\}\) tend to zero and so do the corrections \(\{X\}\). Since \(\{R\}\) is re-evaluated at each iterative step it follows that all three sets of results must be nearly identical since the only difference between the three methods is the rate of convergence of the solution which is governed by \([A]\) which may be regarded as a set of forcing coefficients. Using a mesh size of 41x5 a solution was obtained in 17 minutes using a VAX 80800 mainframe computer. Oh and Goenka [45] report a solution time of 35 hours using an IBM 360/8081 mainframe computer. Floating point benchmark tests show that this computer is 1.7 times faster than the VAX. The current method of analysis is, therefore, approximately 200 times faster than the
previous method. The main reason for this is the new fast Newton-Raphson method and the use of higher-order elements to model the lubricant film. Use of the latter requires considerably fewer nodal points for a given solution accuracy than the linear 3-node triangular elements used in the analysis presented by Oh and Goenka [47].

7.5.4 Steadily loaded case

To assess the effect of varying the mesh density used for the analysis and the general effects of incorporating elasticity into the anlysis the steady loaded bearing was first looked at. The load was applied in the cap half of the bearing at 180 degrees to the connecting rod axis. This meant that the pressure generated in the oil film was acting over the most flexible part of the bearing where the elasticity effects would be most pronounced.

The solution procedure was started by using the rigid bearing analysis method to give an initial set of pressures and an initial estimate for the cavitated region. The Newton-Raphson method was then applied to find the correct journal position, housing deformation and pressure distribution for the particular load case. The load on the bearing was then increased incrementally and the housing deformations and journal position were found for each load case. This was continued until the minimum film thickness became negative. It was possible to restrain the nodal film thickness values to prevent a negative film thickness occurring at a node but since a quadratic variation was assumed for the nodal variables when using the higher order elements it was not possible to ensure that the internodal values for the film thickness would remain positive. Unlike the under-relaxation method it was possible to use comparatively large increments to increase the load due to the highly convergent nature of the Newton-Raphson method. For all but the most heavily loaded cases a solution could be obtained without having to start the solution procedure at a lower load and increase it gradually. Eccentricities of up to 3.5 were obtained.

The meshes compared had 41x5, 61x5 and 41x7 nodes in the circumferential and axial directions respectively. The maximum loading applied to the bearing was in the region of 500KN. The maximum loading for this bearing in practice is 200KN which occurs in the more rigid rod half of the bearing. This load was therefore considerably higher than that normally applied to the bearing. Figures 7.3 and
7.4 compare the minimum film thickness, peak film pressure, power loss and side flow for the different meshes. The minimum film thickness, power loss and side flow all show very good agreement. As the loading becomes very high discontinuities appear in the predicted values for the peak film pressure. These occur when the node at which the peak pressure occurs changes. Even though a quadratic Lagrangian interpolation was used to locate the peak film pressure this method becomes less accurate as the pressure profile develops sharper peaks. These discontinuities, however, occur when the applied load is much greater than that actually applied to the bearing.

Figures 7.5 and 7.6 compare the minimum film thickness, peak film pressure, power loss and side leakage for the rigid and elastic bearing. As expected, the elastic bearing shows a lower peak pressure and film thickness than for the rigid bearing. The values for the power loss and side flow show a marked increase for the elastic bearing especially for high loading, the power loss increases as the contact arc is greater for the elastic bearing therefore the shear losses are greater. Figures 7.7 and 7.8 compare the oil film and pressure profiles for the rigid and elastic bearings under a medium load. The film profile for the elastic bearing shows a considerable region of small film thickness. This is consistent with the observations of Fantino et al [42]. The pressure profile shows a distinct double peak and the value of the peak pressure is considerably lower for the elastically deformed bearing. The extent of the positive pressure region is also increased due to the relatively large region of small film thickness.

7.5.5 Dynamic loading

Again for the dynamically loaded bearing the meshes considered had 41 x 5, 61 x 5 and 41 x 7 nodes in the circumferential and axial directions, respectively. A time step corresponding to two degrees of crank rotation was used to compare the meshes. Oh [66] noted that convergence problems were encountered on the first step of the dynamic problem when iterating for the journal position for the steady loaded case. This problem was avoided by keeping the journal position fixed for the first step and then using this as a starting point for the next step. Consequently, when iterating for the journal position squeeze effects are present which have a damping effect on the iterations and reduce any convergence problems. It was also
found that it was not necessary to interpolate between time steps for the journal position due to the high rate of convergence of the Newton-Raphson method, in fact, using interpolation tended to result in an increase in the number of iterations.

Figures 7.9-7.12 show the predicted journal centre orbits and film pressures for the three meshes, the datum point for these orbits was taken as the totally restrained part of the connecting rod. There is little difference between the results yet the coarsest mesh, 41 x 5, required approximately a quarter of the computing time that was required for the two finer meshes for a complete analysis. It would seem therefore that this mesh size is adequate for modelling the oil film, a conclusion which is consistent with earlier work carried out on the rigid bearing.

Decreasing the step size to one degree of crank rotation made a negligible difference to the predicted performance (Figures 7.13 and 7.14). It is interesting to note that although twice as many time steps were required for the second analysis only twenty percent more computing time was required. Even though the time step was doubled the number of complete reformulations of [A] only increased slightly, this is since each formulation should not be regarded as causing convergence for a certain number of time steps but for a given amount of crank rotation.

The predicted bearing performance for the rigid and elastic bearings showed quite significant differences. The predicted journal centre orbits are shown in Figure 7.15 where it is seen that for the elastic bearing an eccentricity greater than one occurs over much of the cycle, especially when the loading is in the cap half of the connecting rod, eccentricities of up to 1.3 being predicted. Figure 7.16 shows the peak film pressures to be considerably lower for the elastic bearing. The elastic bearing also gave a much larger region of positive pressure and in some parts of the cycle showed a bimodal pressure distribution. Figure 7.17 shows the minimum film thickness variation. There is only a small difference between the predicted minimum film thickness for the complete cycle because in each case this occurs at a part of the bearing that is comparatively rigid. The power loss and side flow (Figures 7.18 and 7.19) show little difference over the cycle. As expected, though, for the elastic bearing both these values are slightly greater. The differences here are not as marked as for the steady loaded bearing since for a relatively large part of the engine cycle the load is relatively low so the elasticity effects will not be so pronounced. The midplane pressure profiles for the engine cycle are compared in
Figure 7.20 where it is clear that for the flexible bearing the pressure distribution does not show such sharp pressure peaks. This is again seen in Figures 7.21 and 7.22. In these diagrams the peak film pressure at each time step is plotted out as a vector relative to the connecting rod axis. The difference is especially marked when the peak pressure is in the cap half of the bearing when the pressure variation is much less pronounced for the elastic case. This type of plot proved to be very useful for locating the most highly loaded regions of the bearing. It also served as a useful check on the results since the shape produced should in general have a similar form to the same plot used to display the load on the bearing (see Figure 7.23). The extent of the pressure region for the two cases is shown in Figures 7.24 and 7.25. For the rigid bearing there are two distinct continuous regions for the cavitated and non-cavitated film. For the elastic case however especially between 360 and 390 degrees crank angle there are regions where the cavitated region splits in two due to the housing deformations. Figure 7.26 shows the variation of the mid plane film profile through the cycle. Both plots are inverted, that is the vertical axis have been reversed so that the regions of minimum film thickness are most prominent. Both appear similar except in the region around 360 degrees crank angle where there is a large amount of deformation since the loading is in the cap half of the bearing and a region of flattening is obvious for the flexible bearing. This is again seen in Figure 7.27 which shows the post processed output for 360 degrees crankangle. Considerable deformation and a large region of small film thickness are evident. This compares well with results presented by Martin in a discussion of the under-relaxation work carried out by Fantino et al [42]. It is interesting to note the extent to which the bearing sides are pulled inwards due to the stretching of the housing. The same output is shown in Figure 7.28 for 10 degrees of crank angle which corresponds to the point of maximum loading. In this case there is relatively little deformation even though the load is considerably greater than the previous case since the bearing is relatively stiff over this region.

7.6 Summary

This chapter has covered the Newton-Raphson formulation of the dynamically loaded EHD journal bearing problem. As for the rigid bearing analysis 8-node isoparametric elements were used to model the lubricant film and a mesh size of 41 circumferential and 5 axial nodes gives a very good resolution of the pressure
distribution. Although the formulation for this problem is considerably more complex than for the under-relaxation method it has proved to be highly convergent and there appear to be none of the convergence problems that were encountered when using the under-relaxation method. A cavitation algorithm has been introduced that locates the free boundary in a straightforward manner. The Newton-Raphson formulation has subsequently been heavily modified to produce a solution method that is 200 times faster than that developed by Goenka and Oh working at General Motors. This means that this new method is viable as a general design tool. Results have been presented for the Ruston bearing for both the steady and dynamically loaded cases. Both sets of results showed the same general trends, the peak film pressure and the values of the minimum film thickness decreased and the power loss and side flow increased when elasticity was incorporated in the analysis. Graphical software has also been described which allows the behaviour of the bearing to be presented in an easily readable form.
Figure 7.1 - The Newton-Raphson solution method applied to the EHD journal bearing problem.
Figure 7.2 - Typical frame produced by animated post processing software
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Figure 7.7 - Midplane pressure profile for a rigid and elastic bearing under a steady load.
Figure 7.8 - Midplane film profile for a rigid and elastic bearing under a steady load.
Figure 7.9 - Comparison of journal centre orbits using 41x5 and 61x5 meshes.
Figure 7.10 - Comparison of journal centre orbits using 41x5 and 41x7 meshes.
Figure 7.11 - Peak film pressures obtained using 41x5 and 61x5 meshes.
Figure 7.12 - Peak film pressures obtained using 41x5 and 41x7 meshes.
Figure 7.13 - Effect of varying time step on predicted journal centre orbit.
Figure 7.14 - Peak film pressures obtained using 2 degrees and 1 degree time steps.
Figure 7.15 - Comparison of predicted journal centre orbits for the rigid and elastic bearing examples.
Figure 7.16 - Comparison of the predicted peak film pressures for the rigid and elastic bearing examples.
Figure 7.17 - Cyclic variation of the minimum film thickness for the rigid and elastic bearing examples.
Figure 7.18 - Cyclic power loss for the rigid and elastic bearing examples.
Figure 7.19 - Predicted side flow for the rigid and elastic bearing examples.
Figure 7.20 - Midplane pressure variation during an engine cycle for the rigid and elastic bearing.
Figure 7.21 - Vector plot of peak film pressures for the rigid bearing.
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Figure 7.22 - Vector plot of peak film pressures for the elastic bearing.
Figure 7.23 - Vector plot of bearing loads.
Figure 7.24 — Pressure map for the rigid bearing example.
Figure 7.25 — Pressure map for the elastic bearing example.
Figure 7.26 - Variation of midplane film profile during engine cycle.
Figure 7.27 - Data plot at 360 degrees crank angle.
Figure 7.28 - Data plot at 0 degrees crank angle.
Chapter 8

Conclusions

8.1 Rigid bearing work

The object of the work was to develop a fast and efficient method for the predictive analysis of dynamically loaded, flexible journal bearings. The initial part of the work that was carried out was to first develop a method for analysing the rigid bearing problem. The finite element method was used to model the problem, two different element types being investigated. Initially 3-node triangular elements, which have been widely used by other authors, were used. Subsequent work [50], however, showed that 8-node isoparametric elements, although being considerably more complex to implement, were better able to resolve the pressure distribution requiring considerably fewer nodes for a given degree of accuracy.

The Gauss-Seidel over-relaxation technique was used to solve the finite element equations and using this method the Reynolds boundary condition and the non-negative pressure constraint could easily be incorporated during the solution process. Due to the high convergence rate of this method it was possible to reduce the number of calculations required by exploiting the early definition of the cavitated region. It was also possible to exploit the sparseness of the system matrices by the appropriate use of steering vectors during the matrix assembly and the subsequent over-relaxation process. An optimum value of over-relaxation factor was found to be between 1.55 and 1.65 for the 3-node triangular elements, depending upon the mesh size, and 1.5 for the 8-node isoparametric elements. The latter elements proved to be less sensitive to the choice of over-relaxation factor.

Two different time stepping methods were investigated, the implicit and explicit methods, both of which showed a comparable degree of accuracy. The explicit method, although being unstable if a large time step was used, considerably reduced the number of complete matrix assemblies required during the solution process, thereby considerably reducing the required computing time. Two different methods were also developed for assessing the accuracy of the squeeze term in the finite element formulation, one quantitative, the other qualitative.
An efficient and highly convergent method based upon the modified Newton-Raphson method was developed for finding the required journal position to balance the applied bearing load. It was also found that the number of iterations at a given time step to obtain the required journal position could be reduced by extrapolating from previous time steps. A relatively simple method was developed for incorporating oil feed features into the analysis which appeared to work well for full circumferential grooves and oil holes but for partial grooves it was found that a more rigorous approach would be required.

The analysis method developed for the rigid bearing problem proved to be extremely fast, being more than an order of magnitude faster than previous methods. It was concluded that for an accurate analysis, using 8-node isoparametric elements to model the lubricant film, a mesh size of 41 circumferential and 5 axial nodes, (7 axial nodes if oil feed features were to be included), and a time step size of two degrees of crank rotation were required.

8.2 Flexible bearing work

The first part of the flexible bearing analysis was to construct a model of the bearing housing to obtain a relationship between the nodal pressures and the housing distortions. Finite elements were used to construct a three-dimensional model of the bearing housing. Since 8-node isoparametric elements were to be used for the lubricant film 20-node brick elements were used for the structural modelling since, due to the way in which the equivalent nodal point forces are obtained for the 8-node elements, it was important that the two elements types were compatible. The relationship between the nodal pressures and the housing deformations was obtained in the form of a structural compliance matrix. This was achieved by using condensation to obtain a reduced finite element stiffness matrix for the nodes on the inner surface of the housing relating the nodal forces to the radial displacements at these nodes. This was then inverted to obtain the required compliance matrix. A fast matrix inversion method was developed to achieve this which proved to be more than an order of magnitude faster than the corresponding NAG matrix inversion subroutines.

The under-relaxation method was initially used to couple the structural and lubrication problems. This method proved simple to implement in the existing rigid
bearing program and showed satisfactory results for the steady loaded bearing problem, an improvement on existing under-relaxation methods being proposed by applying under-relaxation to both the nodal film thickness and the nodal pressures. It was, however, found that this method proved unsatisfactory for the dynamically loaded bearing problem. This was due to the difficulty in finding a general method for ensuring that an optimum value was being used for the under relaxation factor.

The Newton-Raphson method that was subsequently used to couple the two problems proved highly convergent for all cases but required a prohibitively large amount of computing time to achieve a solution. In an attempt to reduce the computing time this method was highly modified to produce a fast Newton-Raphson method [51]. This method was generally based upon the modified Newton-Raphson method and relied upon assembling the fully populated matrix \([A]\) as few times as possible during the analysis.

It was found that the general effect of incorporating elasticity into the bearing analysis is that the peak pressure and the value of the minimum film thickness both decrease and the power loss and side flow increase for both the steady loaded and dynamically loaded problems. The extent of the pressure region also increases, and over some parts of the engine cycle large regions of small film thickness are observed. Under heavy loading, especially where the peak in the corresponding pressure distribution occurs over a region of high flexibility when a distinctive bimodal pressure distribution is observed.

Several graphics packages have also been developed that simplify the interpretation of the results obtained from the analysis. The animation is particularly useful for determining the behaviour and can convey considerably more information and give a much better understanding for the way in which the bearing is behaving than a static plot.

The method developed for the EHD analysis of dynamically loaded journal bearings proved to be more than two orders of magnitude greater than previous methods making this method viable as a general design tool, previously an EHD analysis of this form had merely served as a one off bench mark to compare the accuracy of more simplified analysis methods.
8.3 Future work

In the work presented in this thesis two methods have been developed for the analysis of dynamically loaded rigid and flexible journal bearings. Both methods, particularly the EHD analysis method, have proved more than an order of magnitude faster than any previous methods for finite bearings. Now that the major hurdle encountered in this form of analysis has been crossed, namely the prohibitively large amount of computing time required, the ground has been opened for a variety of further work.

Clearly there are a large number of refinements that can be made to the existing programs. A more realistic model could be developed for incorporating oil feed features into the analysis. The effects of the housing distortion due to bolt tension, stepped bearings and the effects of barrelling and hour glassing can also be incorporated. These effects can easily be included since the finite element method used for the analysis allows irregularities such as these to be easily incorporated in a routine fashion. Due to the way in which the Newton-Raphson equations are formulated piezoviscous effects can be included in the analysis requiring only a few minor adjustments to the existing code without requiring any further iteration loops to be added.

It would also be useful to use a more realistic structural model of the housing. Since the work presented was more concerned with developing and quantifying a general method for predicting the bearing performance than presenting accurate results for a specific bearing the structural model used was very simplified. It would, therefore, be advantageous to investigate how much of the connecting-rod needs to be modelled to give an accurate prediction of the bearing performance.

Since the two methods that have been developed are significantly faster than any previous methods (the rigid bearing analysis method only takes a few minutes to run) it is now viable to begin to examine the bearing behaviour under transient engine conditions such as throttling which requires the bearing performance to be predicted over a large number of engine cycles rather than just a single cycle with the engine running at a constant speed. It should also be possible to begin work on developing a model to analyse all the engine bearings at once. This will allow more realistic load sharing calculations to be performed and effects such as the crankshaft flexibility and the heat flow within the engine to be included in the analysis.
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