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ABSTRACT

This thesis is related to the study of stress redistributions brought about by differential thermal creep in non-uniformly heated concrete and non-concrete structures subjected to either raised sustained or to cyclically varying temperatures using finite element methods. Constitutive laws are formulated as differential equations utilising the 'pseudo-time' concept. The emphasis is on an engineering theory of creep for heated structures with a strong reliance on experimental data.

The complementary power theory presented permits stresses to be evaluated in both the transient creep phase and in the limiting steady-state condition from a power minimisation procedure in conjunction with a Ritz process. The nature of the Ritz expression and its automatic generation is explored in detail. The procedure is extended to general two and three dimensional continua utilising isoparametric finite elements. Cost and efficiency comparisons are made between a conventional two and three dimensional step-by-step algorithm using constant strain finite elements. It is concluded that this procedure is superior to the time-step algorithm as it may be used at the early design stage in a crude form, at low cost; and then in a refined form, which is still more economical than the time-step algorithm, for the final evaluation of a firm design.

Extension of the power minimisation procedure to include delayed elastic strain, namely the analogous Burgers model which is able to describe the concrete material behaviour more closely, is investigated. A second order matrix differential equation is obtained and methods of solving it are discussed. It is found that no new Ritz expression is necessary to approximate the time-dependent stress distributions throughout the structural continuum.

A flexibility method of creep analysis for steady-state stresses in continuous prestressed concrete beam structures subjected to cyclically varying temperatures is presented. Several conclusions are drawn and some modifications of the current Code of Practice are recommended.

Attention is turned to the analysis of structures which exhibit non-linear creep behaviour using a step-by-step method. A multi-axial creep law is derived from an analogous flow rule approach and criteria for pseudo-time step size are deduced.

Finally, computer programs resulting from the present study are documented as internal reports and are available for the engineering community to use. Some publications which have been prepared during the course of this work are also listed in the appendix.
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NOMENCLATURE

[ ] Matrix.
{ } Vector.
| | Determinant of a matrix.
A Strain or strain rate.
B Curvature or curvature rate.
D Elastic modulus or analogous elastic modulus.
\( E_R \) Elastic moduli ratio.
\( E_m \) Elastic modulus or Maxwell's spring constant.
\( E_k \) Kelvin's spring constant.
\( E_{\text{eff}} \) Effective modulus.
EXP Exponential function.
\( H_i, H_j, H_m \) Gauss quadrature weighting factors.
\( I_2 \) Second invariant of the strain tensor.
\( J_2 \) Second invariant of the stress tensor.
\( K_C \) Constant relating real and pseudo-time.
M Beam bending moment.
\( M_0 \) Beam bending moment caused by applied loading.
N Beam axial force.
\( N_i \) Ith shape function.
P_e Applied external load.
\( R_S \) Support reactions.
\( S_{ij} \) Stress deviator tensor.
T Temperature.
\( T_i \) Temperature at phase \( i \) of a temperature cycle.
\( T_a \) Weighted average temperature over a temperature cycle.
\( T_d \) Datum temperature.
\( \dot{U}_e \) Displacement rate of applied load.
\( \dot{U}_S \) Displacement rate of support reactions.
\( V_e \) Elemental volume.
a_i Time-dependent weighting coefficients.
a'_i Shape function interpolation coefficients.
b'_i Shape function interpolation coefficients.
c Pseudo-time.
c_i Ith phase length of a temperature cycle in pseudo-time.
c'_i Shape function interpolation coefficients.
d'_i Shape function interpolation coefficients.
k  Ratio of phase lengths in pseudo-time.
k_t  Ratio of phase lengths in real-time.
r,z  Cylindrical coordinate system.
r',z'  Centroidal coordinate of an axi-symmetric ring element.
r_a  Arithematic progression ratio.
r_b  Geometric progression ratio.
t  Real time.
t'  Thickness.
t_i  Ith phase length of a temperature cycle in real time.
u',v',w'  Nodal displacements in x,y,z directions.
v  Elastic Poisson's ratio.
v_C  Creep Poisson's ratio.
x,y,z  Cartesian Coordinate system.
x_i,y_i,z_i  x,y,z coordinates of the ith node.
[F]  Global force vector
[f_e]  Elemental nodal force vector.
[f_e_0]  Elemental force vector associated with initial strain.
[f_e_00]  Elemental force vector associated with initial stress.
[f_e_p]  Elemental force vector associated with body force.
[f_e_q]  Elemental force vector associated with surface traction.
[f_e_g]  Force vector associated with free strain at ith step.
[X]  Vector of redundancies.
[a]  Vector of time-dependent weighting coefficients.
[a']  Displacement vector.
[a_e]  Nodal displacement vector.
[m]  Vector of unit moments.
[p]  Vector of body force per unit volume.
[q]  Vector of applied surface traction.
[B]  Strain matrix.
[C]  Beam flexibility matrix.
[D]  Elasticity matrix.
[I]  Identity matrix.
[K_e]  Element stiffness matrix.
[L]  Lower triangular of a matrix.
[N]  Shape function matrix.
[P],[Q],[s]  Coefficients of Maxwellian creep differential equation.
[P_b],[Q_b]  Coefficients of Burgers creep differential equation.
\([R_b], [s_b]\) \quad \text{Coefficients of Burgers creep differential equation.}

\([U]\) \quad \text{Upper triangular of a matrix.}

\([V]\) \quad \text{Matrix of elastic Poisson's ratio.}

\([V_c]\) \quad \text{Matrix of creep Poisson's ratio.}

\(\dot{V}, \dot{V}^2\) \quad \text{Pseudo-time differential operator.}

\(\Phi(T)\) \quad \text{Maxwell temperature normalisation function.}

\(\Phi_b(T)\) \quad \text{Burgers temperature normalisation function.}

\(\Lambda\) \quad \text{Area of an triangular element.}

\(\int\) \quad \text{Integration.}

\(\Omega\) \quad \text{Global energy functional.}

\(\Omega^e\) \quad \text{Elemental energy functional.}

\(\partial\) \quad \text{Partial differentiation operator.}

\(\Sigma\) \quad \text{Summation.}

\(\Delta T\) \quad \text{Temperature difference.}

\(\Delta c\) \quad \text{Pseudo-time increments.}

\(\Delta \Delta c\) \quad \text{First pseudo-time step size.}

\(\infty\) \quad \text{Infinity.}

\(\alpha\) \quad \text{Coefficients of thermal expansion.}

\(\Phi_{k, ij}\) \quad \text{Basis function.}

\(\varepsilon\) \quad \text{Strain rate.}

\(\varepsilon_e\) \quad \text{Uniaxial strain.}

\(\varepsilon_0\) \quad \text{Initial strain.}

\(\dot{\varepsilon}_0\) \quad \text{Initial strain rate.}

\(\dot{\varepsilon}_a\) \quad \text{Average strain rate.}

\(\varepsilon_c\) \quad \text{Creep strain.}

\(\varepsilon_r\) \quad \text{Recoverable strain.}

\(\dot{\varepsilon}_{ss}\) \quad \text{Steady-state strain rate.}

\(\dot{\varepsilon}_i\) \quad \text{Strain rate at phase } i.

\(\varepsilon_{ij}\) \quad \text{Strain tensor.}

\(\dot{\varepsilon}_{ij}\) \quad \text{Strain rate tensor.}

\(\{\varepsilon\}\) \quad \text{Strain rate vector.}

\(\{\varepsilon_0\}\) \quad \text{Initial strain vector.}

\(\{\varepsilon_f\}\) \quad \text{Free strain vector.}

\(\{\varepsilon\}_i\) \quad \text{Strain vector at increment } i.

\(\lambda\) \quad \text{Factor of proportionality.}

\(\eta_k\) \quad \text{Kelvin's dashpot constant.}

\(\kappa\) \quad \text{Roots of an auxiliary equation.}

\(\omega, \mu\) \quad \text{Creep power index.}

\(\gamma\) \quad \text{A constant.}
\( \sigma \)  
Stress.

\( \dot{\sigma} \)  
Stress rate.

\( \sigma_e' \)  
Elastic stress.

\( \sigma_e \)  
Uniaxial stress.

\( \sigma_{\text{eff}} \)  
Effective stress.

\( \sigma_i \)  
Stress at phase i of a temperature cycle.

\( \sigma_T \)  
Thermal stress.

\( \sigma_{Ti} \)  
Thermal stress at phase i of a temperature cycle.

\( \sigma_{eTi} \)  
Thermo-elastic stress at phase i of a temperature cycle.

\( \sigma_r \)  
Reference stress.

\( \sigma_{\text{ss}} \)  
Steady-state stress.

\( \sigma_{\text{ssc}} \)  
Cyclic-steady-state stress.

\( \sigma_{0} \)  
Thermo-elastic stress.

\( \sigma_{Tf} \)  
Fictitious thermal stress.

\( \sigma_{ij} \)  
Stress tensor.

\( \sigma_{kk} \)  
Direct stress tensor.

\{\( \sigma_0 \)\}  
Stress vector in equilibrium with boundary load.

\{\( \sigma_i \)\}  
Self-equilibrating stress vector.

\{\( \sigma \}_i \}  
Stress vector of the ith time-step.

\{\( \dot{\sigma} \)\}  
Stress rate vector.

\{\( \sigma \)\}  
Self-equilibrating stress matrix.

\( \xi, \eta, \zeta \)  
Local curvilinear coordinate.

\( \delta \)  
Variation Operator.

\( \delta_{ij} \)  
Kronecker delta.

\{\( \delta \)\}  
Global displacement vector.

\( \pi \)  
Pi.

\( \tau_{xy} \)  
Shear stress.

\( \gamma_{xy} \)  
Shear strain.

Note: A Glossary is given in Appendix D.
CHAPTER ONE

INTRODUCTION

1.1 General

Where a structure is designed for service at temperatures where creep effects are negligible, a rigorous assessment can be made of the factors which affect integrity, safety and satisfactory performance. Many of the more advanced design codes, such as BS 5400, BS 5500 and section III of the ASME pressure vessel and boiler code, provide a sound basis for doing this. The necessary stress analysis methods are available, and the basic properties of the commonly used materials are well established, under both static and dynamic loading. When we come to structures operating at time-varying and non-uniform temperatures (Burrow 1978 and Derrington 1978), this is no longer true.

Until recently very little has been known about the factors which affect the time-varying and non-uniform temperature performance of concrete structures of complex shape. Design has largely been dictated by experience and by the knowledge that certain components gave satisfactory service. Such experience cannot, by its nature, be extrapolated with certainty to structures of different shape, or of different size, or in a different material, or subjected to a different operating regime. Any significant advance in design requirement is therefore accompanied by the risk of either poor structural integrity and serviceability are not forthcoming.

Fortunately, there has been growing interest, at a research level, during the past decades, into the understanding of structural concrete performance under multi-axial stress states (Jordan 1969) and non-isothermal conditions (Sanders 1973). Furthermore, the powerful mathematical modelling techniques, notably the finite element method, together with those modern super-computers, such as Cray XMP and Cyber 205, have provided the engineer with computing power undreamt of by its predecessors. Engineer is now able to extract precise information on the stress and strain history in a structure and thus provided a rational basis for design.
1.2 Status of Finite Element Analysis

The finite element method of structural analysis has become well established for the solution of both static and dynamic linear elastic problems. Solutions can be obtained accurately and inexpensively even for relatively complex three dimensional geometry and loading conditions.

The solution of time-dependent structural response under cyclic thermal and mechanical loading conditions where creep must be taken into account is less well established. Previous use of the finite element technique for solving plane stress creep problems was presented by Padlog, Hull and Holloway (1960) and has been summarised by Gallagher et al (1962). The inclusion of creep behaviour in a finite element approach is handled by using an incremental algorithm and treating the creep strains as initial strains. Mendelson (1959) used this method in the solution of rotating disks and included an iteration method to improve the solution for each time increment. Zienkiewicz et al (1968), Greenbaum (1968), Rashid (1970) and Haisler et al (1979) adopted similar incremental algorithm for different types of problems.

Many general purpose finite element systems that are in use and have the capability of performing creep analysis have been summarised by Nickell (1974), Dhalla and Gallagher (1980) and Yamada and Nagato (1979). Some of those widely used today are shown in Table 1.2.2.

As far as creep is concerned, all but ADINA use the initial strain approach. All of these programs have means of setting the convergence of the creep analysis except WECAN. Obviously these programs have extensive capabilities in the analysis of different types of problems that might arise in creep analysis of solids and structures. The main difficulty with the general purpose finite element programs is that they are too expensive to use for creep analysis. Published works (Dhalla 1975 and Barsoum 1976) indicated that the human resources and level of engineering expertise required to perform such an analysis would virtually prohibit the use of three dimensional continuum modelling for routine design calculations.
The engineer thus faces a dilemma. On the one hand he is required to produce economic designs, on the other hand he must satisfy himself that structural integrity and safety are not impaired. Is it possible to strike a compromise between cost and precision of solutions? The answer is affirmative. Direct solutions are scarce but do exist for some classes of problem. The work reported here is aimed at the development of cost-effective and sufficiently accurate predictive methods of analysis using finite element techniques.

1.3 Brief Description of Work

The theory of creep is a section of the mechanics of deformable solids which has been developed in recent years and takes its place alongside the theories of elasticity and plasticity. Creep theory is concerned with a much more complicated set of phenomena than elasticity or even plasticity and has not reached the same level of logical perfection as have the theories of elasticity or of ideal plasticity. The field of study is diverse and complex. There is not as yet a unified theory of creep that is applicable to all materials and the author considers that such a theory is inherently impossible.

The study involved here is concerned with the distribution of stresses caused by the combined effects of creep and time-varying non-uniform temperatures in concrete structures. Strains are discussed in terms of elastic, recoverable creep and flow components. The structures considered are subjected to either raised non-uniform sustained temperatures or to non-uniform temperatures which may vary periodically and in a step-wise manner in time between defineable limits. It is assumed for this latter type that temperature transients are of short duration compared to the 'hold' periods at steady-state temperatures between successive changes. Theories developed and analyses presented here are mainly concerned with concrete structures.

However, the theory is quite general and may be applied to creep analysis of non-concrete structures provided they exhibit similar creep-temperature behaviours.

Assumptions regarding the effect of temperature on material behaviour are deduced and their validity discussed in Chapter 2. The concept of 'pseudo-time' is introduced and used in the theoretical analyses which
follow. A non-homogeneous steady-state creep-temperature theory is presented and different methods of structural analysis are reviewed.

Chapter 3 describes the theoretical development and computer implementation of a flexibility method of creep analysis for steady-state stresses in continuous prestressed concrete beam structures subjected to cyclically varying temperatures. A Fortran program 'FCREEP' is developed and applied to a two span continuous beam with realistic temperature data. Several conclusions are drawn and some modifications of the current Code of Practice BS 5400 are recommended.

In Chapter 4, a finite element step-by-step linear creep algorithm is developed. A computer code 'SSCREEP' is written and applied to some benchmark problems to enable an engineering and economic evaluation of the algorithm to be made.

The historical time-step algorithm described in Chapter 4 and the other incremental formulations used in the software industry are capable of predicting the variation of stresses and strains, but require many time steps if accuracy of solution is to be maintained throughout the life-span of the structure. In consequence, this type of procedure is often expensive to use. Chapter 5 describes a direct finite element solution algorithm, namely a Power Minimisation Procedure. Utilising this procedure and adopting an analogous Maxwell model representation, a 'VPCREEP' program is written and applied to various problems. It is demonstrated that the procedure is more economic than the time-step techniques.

Extension of the Power Minimisation Procedure to include delayed elastic strain, namely the analogous Burgers model representation, is investigated in Chapter 6. A second order matrix differential equation is obtained and the methods of solving it are discussed. Comparison between solutions of the Burgers model and for the Maxwell model are made and some conclusions are reached.

In Chapter 7, extension of the step-by-step algorithm to include the non-linear, \( \mu \)-th power, creep law is studied. A multi-axial creep law is derived from an analogous flow rule approach and criteria for pseudo-time step size are deduced.
Chapter 8 concludes the present study and some suggestions for future research are made.
<table>
<thead>
<tr>
<th>Program</th>
<th>Originator</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADINA</td>
<td>K.J. Bathe, MIT, U.S.A.</td>
</tr>
<tr>
<td>ANSYS</td>
<td>Swanson Analysis Systems, Inc., U.S.A.</td>
</tr>
<tr>
<td>MARC</td>
<td>MARC Analysis Research Corp., U.S.A.</td>
</tr>
<tr>
<td>NEPSAP</td>
<td>D.N. Yates, Lockheed Miss. and Space Co., U.S.A.</td>
</tr>
<tr>
<td>NASTRAN</td>
<td>National Aeronautics and Space administration, U.S.A.</td>
</tr>
<tr>
<td>WECAN</td>
<td>Anon., Westinghouse Research and Development Centre, U.S.A.</td>
</tr>
<tr>
<td>ASAS</td>
<td>R.K. Henrywood, Atkins Research and Development, U.K.</td>
</tr>
<tr>
<td>BERSAFE</td>
<td>T.K. Hellen, CEGB, U.K.</td>
</tr>
<tr>
<td>FESS</td>
<td>O.C. Zienkiewicz, University of Wales, Swansea, U.K.</td>
</tr>
<tr>
<td>PAFEC</td>
<td>R.D. Henshell, University of Nottingham, U.K.</td>
</tr>
<tr>
<td>ASKA</td>
<td>J.H. Argyris, Institut fur Statik und Dynamik der Luft- und-Raumfahrtkonstruktionen, Germany.</td>
</tr>
<tr>
<td>ASTUC</td>
<td>Y. Yokouchi et al, University of Electro-Communications, Japan.</td>
</tr>
<tr>
<td>MINAT-X</td>
<td>K. Nagato and A. Minato, Kawasaki Heavy Industries, Japan.</td>
</tr>
</tbody>
</table>

Table 1.2: List of major finite element systems that have the capability of performing creep analysis.
<table>
<thead>
<tr>
<th>Capability</th>
<th>ADINA</th>
<th>ANSYS</th>
<th>MARC</th>
<th>NEPSAP</th>
<th>WECAN</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of Analysis:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small deformation (inelastic)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Creep buckling</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>0</td>
</tr>
<tr>
<td>Large strain</td>
<td>x</td>
<td>0</td>
<td>0</td>
<td>x</td>
<td>0</td>
</tr>
<tr>
<td>Heat transfer</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>0</td>
<td>x</td>
</tr>
<tr>
<td><strong>Creep Equations:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equation of state (strain hardening)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Auxiliary rules for stress reversal</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>0</td>
<td>x</td>
</tr>
<tr>
<td>User supplied creep equations</td>
<td>0</td>
<td>0</td>
<td>x</td>
<td>0</td>
<td>x</td>
</tr>
<tr>
<td>Temperature dependent properties</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Orthotropic properties</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 1.2.2: Comparison of programs with creep analysis capability.

- **x** - indicates that the program has a given capability.
- **0** - indicates that it does not.
CHAPTER TWO

THE NON-HOMOGENEOUS CREEP THEORY: ASSUMPTIONS AND VALIDITY

Summary

The effects of temperature and stress on creep are reviewed. Constitutive equations for certain classes of material in which creep-temperature plays an essential role are formulated as differential equations utilizing the pseudo-time concept. The emphasis is on an engineering theory of creep for heated concrete structures with a strong reliance on experimental data. Extension to non-concrete materials in which non-linear behaviour predominates is also discussed.

2.1 Preliminary


In view of the breadth and the unsettled nature of the subject, the author considers that it is impractical to make a completely general study of it and thus require concentration on a particular area. In this thesis particular attention is devoted to the creep of heated
concrete structures with which the author happens to be familiar. The principles described are however fairly general and maybe applied to creep analysis of non-concrete structures provided they satisfy the criteria described herein.

2.2 The Effects of Temperature and Stress on Creep

It is generally agreed that as the temperature is raised for a given stress, or stress is increased at a given temperature, the creep rate increases. While creep in concrete structures is directly proportional to the applied stress provided it does not exceed 50% of the ultimate strength (Lorman 1940, Ross 1958 and Fluck 1958), creep in metallic structures is predominately non-linear (Andrade 1910, McVetty 1943, Griffiths 1948, Rabotnov 1969 and Odquist 1974).

The relationship between creep of concrete and temperature was investigated by Hannant (1968), Illston et al (1973), England et al (1962-83), Vyas et al (1979), Nasser et al (1967), Hansen (1960) and Browne (1968) in the temperature range from 0°C to 140°C for sealed, semi-sealed or unsealed concrete. They all agreed that creep is approximately directly proportional to the temperature for the temperature range 20°C to 80°C.

To provide a detailed description of the influence of temperature on creep of metal, it would be necessary to study the temperature dependence of all the parameters in any creep equations that satisfactorily describe the shape of the creep curve. Unfortunately, there are too many creep equations and the test results are too scattered. However Dorn (1955) observed that creep curves obtained at different temperatures for a given stress approximate to geometric similarities of each other.

Little is known about the creep of concrete when it reaches a new temperature level for the first time. Arthanari and Yu (1967) observed an increase in the creep rate when a new level of temperature was attained. This phenomenon was also reported by Hansen and Erikson (1966). Sanders (1973) concluded that this was a transitional phenomenon which was completed within 5 days after the change in temperature.
The influence of sudden temperature change on creep metallic structures was investigated by Nishihara (1958), Ivanova (1958) and Taira et al (1960). They found that if the temperature was raised rapidly during a creep test at first, the deformation increased more rapidly than was to be expected. On the other hand, if the temperature was lowered, creep was temporarily delayed. During cyclic temperature variations these two effects compensated for each other and overall the influence was likely to be small.

Various investigators (Sanders 1973, Freudental 1958, Arthanari 1966 and Jordan et al 1977) agreed that concrete creep recovery is proportional to stress, independent of temperature and tends to a limiting value which does not vary with age of concrete at which the change of load takes place and is related to the current rate of flow. Temperature has no effect on the rate of creep recovery.

2.3 Variation of Elastic Modulus and Creep Poisson's Ratio

Most researchers agreed that the creep Poisson's ratio of concrete should be taken as the same as the elastic Poisson's ratio (England et al 1962-83, Hannant 1968 and Jordan et al 1969).

Many investigators observed that the elastic modulus of concrete increases with age (Roll 1964, Ross et al 1965 and Hannant 1967). At high temperature this increase could partially compensate an initial fall in the value due to heating. They also reported that a temperature increase leads to a reduction in the elastic modulus (England 1961 and Theuer 1937). Richmond et al (1977) suggested the following relation holds:

\[ E_R = 1.05 - \frac{T}{400} \]  

(2.3.1)

where \( E_R \) is the ratio between the elastic modulus at \( T^\circ C \) to that at \( 20^\circ C \).

2.4 The Pseudo-time Concept

The time-dependent creep strain \( \varepsilon_C \) is a function of stress \( \sigma \) and
temperature, for any practical analysis this relationship must be known. Figure 2.4.1 shows how creep data from experiments at constant stress and temperature may be manipulated into a conventional form for use in analysis (Ross 1958 and England 1966). A single curve may be readily obtained by normalising with respect to stress raised to some power \(\omega\) as shown in Figure 2.4.1 (a). A further and similar normalisation is possible with respect to temperature for a suitable function \(\phi(T)\) as shown in Figure 2.4.1(b). This is possible because the creep curves obtained at different stresses and temperatures approximate to geometric similarities of each other (vide section 2.2). By combining these two a single curve of normalised specific creep may be obtained as shown in Figure 2.4.1(c) viz.

\[
c = \frac{\varepsilon_C}{\phi^\omega(T)}
\]

This quantity \(c\) may then be used as a pseudo-time parameter in creep analysis and the curve shown in Figure 2.4.1(c) used to give real time when required. The units of \(c\) being strain per unit stress (raised to the power \(\omega\)) per degree centigrade. The form of \(\phi(T)\) and the values of \(\omega\) are properties of a material. Existing creep data indicates that the temperature function may be represented adequately by a simple polynomial expression of the form:

\[
\phi(T) = b'_0 + b'_1T + b'_2T^2 + b'_3T^3 + \ldots
\]

Creep in concrete is linear in the working range, with \(\omega=1\), and for normal temperature (vide section 2.2), the temperature function may be taken as:

\[
\phi(T) = T + b'_0
\]

where \(b'_0, b'_1 \ldots\) are constants.

The creep normalisation process is modified slightly when the elastic strain, or recoverable creep strain \(\varepsilon_r\) is to be featured in the analysis. As far as concrete is concerned, experiments revealed that this recoverable strain to be stress dependent but essentially temperature independent (vide section 2.2). It is therefore necessary
to deduct the recoverable strain portion from the total time-dependent strains before normalising with respect to temperature. When this is done, a different temperature function results, $\phi_b(T)$, Figure 2.4.2 and the resulting normalised creep curve of $c$ against real time $t$ is obtained, Figure 2.3.2(c), and $c$ is then defined, for that particular model, as:

$$c = \frac{\epsilon_c - \epsilon_r}{\sigma \phi_b(T)}$$

(2.4.4)

The application of pseudo-time has the advantage that calculations may be carried out entirely in the pseudo-time domain without the need to have knowledge of overall creep capacity and with greater ease than when the explicit relationship between real time $t$ and pseudo-time $c$ is incorporated in the analysis.

The relationship between real time $t$ and pseudo-time $c$ is of the form:

$$c = K_c \log_{10}(1+t)$$

(2.4.5)

where $K_c$ is a constant. For a high grade concrete, such as would be used in a prestressed concrete reactor pressure vessel (Hannant 1968), a creep capacity of about $2 \times 10^{-6}$ per N/mm² per °C is anticipated. For a low grade structural concrete, a high creep capacity of about $20 \times 10^{-6}$ per N/mm² per °C is suggested. This is similar to that in the CEB code (1970).

The nature of temperature cycling investigated is of the constant phase type with step changes due to sudden changes in temperature, Figure 2.4.3. If $k$ is the ratio between lengths of second and first parts of a cycle in pseudo-time, i.e.:

$$k = c_2/c_1$$

(2.4.4)

and $k_t$ is the ratio in real time, i.e.:

$$k_t = t_2/t_1$$

(2.4.5)

It can be shown that:
\[\frac{k}{k_t} = \frac{t_1 \log_{10} D_1}{t_2 \log_{10} D_2}\]  \hspace{1cm} (2.4.6)

where \(D_1 = (1 + t_1 + t_2 + t)/(1 + t_1 + t)\) and \(D_2 = (1 + t_1 + t)/(1 + t)\).

In the development to follow, all mathematical operations will be in the pseudo-time domain unless stated otherwise. Thus differentiation is with respect to pseudo-time and denoted by a superscript dot.

2.5 The Description and Prediction of Creep Behaviour

The object of creep theory is to relate measured values of stress, deformation, temperature and time by an equation or system of equations of universal character. The equations may be represented in terms of a superposition integral (Boltzmann 1874 and Volterra 1930) or in terms of differential equations (Hinton and Clements 1964). In connexion with the differential equation approach, rheological (spring and dashpot) models have been extensively used as a heuristic device.

These two different approaches are, of course, mathematically related to each other (Gross 1953), but in practice, each has its own peculiar advantages and disadvantages (Hinton and Clement 1964). It would seem that from the point of view of a stress analyst, concerned with the practical solution of boundary-value problems, the most convenient representation would be the one requiring the least amount of computational effort, a minimum of experimental data, and has the ability to allow sufficient freedom for each of the strain components to respond individually to variable stress and varying temperature. From this standpoint, the most efficient formulation appears to be the differential equation form of the lowest order which represents the behaviour of the real material with sufficient accuracy.

To proceed with the differential equation approach, we assume at the outset an uniaxial constitutive law of the form:

\[\dot{\varepsilon} = \frac{\sigma}{E_m} + \sigma^\omega \Phi(T)\]  \hspace{1cm} (2.5.1)
where $\varepsilon, \sigma, a, E_m, \Phi(T)$ represents strain rate, stress rate, stress, Young's modulus and temperature normalisation function respectively. The differentiation is with respect to pseudo-time $c$ and is denoted by a superscript dot. In particular, the constitutive law for concrete being:

$$\dot{\varepsilon} = \frac{\dot{\sigma}}{E_m} + a\Phi(T) \quad (2.5.2)$$

Equation 2.5.2 is analogous to the strain rate in a Maxwell model in which $\Phi(T)$ takes place of the reciprocal of the viscosity of the dashpot and pseudo-time replaces real time (Figure 2.5.1).

If allowance is made for recovery strains when stresses decline, an analogous Burgers representation, Figure 2.5.2, (England and Jordan 1975) maybe more appropriate. It has the advantages over the simpler Maxwell approach, equation 2.5.2, in that it is capable of predictiong, with good engineering accuracy, the major strain features associated with stressed concrete (Illston 1965). The constitutive relationship for uniaxial stress and strain is given by equation 2.5.3:

$$\dot{\varepsilon} + \frac{E_k}{\eta_k} \dot{\varepsilon} = \frac{(E_m + E_k)}{\eta_k E_m} \dot{\sigma} + \frac{E_k \Phi(T)}{E_m \eta_k} \quad (2.5.3)$$

Here $E_k$ and $\eta_k$ refer to the elastic and viscous parameters of the Kelvin component and the differentiation is with respect to pseudo-time. L'Hermite (1969) found that concrete creep recovery was about 18% of the elastic and hence:

$$E_k = 5E_m \quad (2.5.4)$$

The subsequent investigations which follow have utilised equation 2.5.2 (Chapter 2 to Chapter 5), equation 2.5.3 (Chapter 6) for concrete structures. Equation 2.5.1 has been investigated and discussed in detail in Chapter 7 for non-concrete structures.
2.6 The Existence of a Steady-State

Under the effect of sustained non-uniform temperatures and loads, stress redistribution takes place within the structure due to creep until they reach their stationary values known as 'steady-state stresses' (England 1966). With \( \dot{\sigma} = 0 \), equation 2.5.2 reduces to:

\[
\sigma_{ss} = \frac{\dot{\varepsilon}_{ss}}{\phi(T)}
\]

(2.6.1)

where \( \sigma_{ss} \) and \( \dot{\varepsilon}_{ss} \) are the stresses and strain rates at the steady-state respectively. Comparing equation 2.6.1 with the elastic stress-strain relationship reveals an analogy in which \( 1/\phi(T) \) replaces Young's modulus and \( \dot{\varepsilon}_{ss} \) replaces existing strains. This elastic analogy can be used to obtain directly the steady-state stresses by just replacing the elastic modulus by \( 1/\phi(T) \) in an ordinary elastic calculation.

When temperature vary in cyclic manner between two sets of fixed values \( T_1 \) and \( T_2 \) with phase length \( k_1 \) and \( k_2 \) respectively, Figure 2.4.3, the steady-state cyclic stresses during one cycle maybe represented to a good degree of approximation by a pair of stress distributions which differ by the thermal stress, \( \sigma_T \), corresponding to the change in temperature. Let \( \sigma_1 \) be the steady-state cyclic stress at \( T_1 \). This phase will be known as the reference phase and is, of course, an arbitrary choice. The steady-state cyclic stress at \( T_2 \) is then \( \sigma_1 - \sigma_T \). The strain rate in the first part of the temperature cycle will be:

\[
\dot{\varepsilon}_1 = \sigma_1 T_1
\]

(2.6.2)

and that in the second phase it will be:

\[
\dot{\varepsilon}_2 = (\sigma_1 - \sigma_T) T_2
\]

(2.6.3)

An average strain rate over one temperature cycle is defined as:
\[
\dot{\varepsilon}_a = \frac{k_1 \dot{\varepsilon}_1 + k_2 \dot{\varepsilon}_2}{k_1 + k_2} \tag{2.6.4}
\]

On re-arrangement, this becomes:

\[
\dot{\varepsilon}_a = \frac{(k_1 T_1 + k_2 T_2) \sigma_1}{k_1 + k_2} - \frac{k_2 T_2 \sigma_T}{k_1 + k_2} \tag{2.6.5}
\]

Thus,

\[
\sigma_1 = \frac{1}{T_a} \left\{ \varepsilon_a + \frac{k_2 T_2 \sigma_T}{k_1 + k_2} \right\} \tag{2.6.6}
\]

where \( T_a = \frac{(k_1 T_1 + k_2 T_2) \sigma_T}{k_1 + k_2} \) is the average weighted temperature over the cycle.

Comparing equation 2.6.6 with the general elastic stress-strain relation of the initial strain type viz.

\[
\sigma = E(\varepsilon - \varepsilon_0) \tag{2.6.7}
\]

An analogous elastic modulus for cyclic temperature creep analysis of \( 1/T_a \) is observed together with an 'analogous initial strain' (actually an initial strain rate) of the form:

\[
\dot{\varepsilon}_0 = - \frac{(k_2 T_2 \sigma_T)}{(k_1 + k_2)} \tag{2.6.8}
\]

Generalising the theory to a temperature cycle with \( m \) discrete parts, with part \( r \) taken as the reference temperature state, the analogous quantities become:

\[
\sigma_{T_1} = \sigma_r - \sigma_1 \tag{2.6.9}
\]

\[
T_a = \frac{(\Sigma k_1 T_1)}{(\Sigma k_1)} \tag{2.6.10}
\]

\[
\dot{\varepsilon}_0 = - \frac{(\Sigma k_1 T_1 \sigma_{T_1})}{(\Sigma k_1)} \tag{2.6.11}
\]
2.7 Method of Structural Analysis

Numerical procedures, related to the investigations reported here, may be classified into three categories within the framework of the finite element method:

I. One Step Procedure in conjunction with an effective modulus, \( E_{\text{eff}} \), approach - By this procedure, time-dependent stresses are calculated directly by using an effective space varying elastic modulus, \( E_{\text{eff}} \), of the value:

\[
E_{\text{eff}} = \frac{E_m}{1 + E_m \phi(T) c}
\]  

(2.7.1)

This procedure neither takes account of stress history nor of creep recovery. It is unreliable as a guide to the rate of decay of thermal stresses and was also described by Ross (1958), in solutions at uniform temperatures, as being 'theoretically unsound'.

II. Time-step Procedure in conjunction with an analogous Maxwell constitutive law (vide equation 2.5.2) or a non-linear creep law - This is a historical step-by-step procedure (England 1967) which is capable of predicting the variations of stresses and strains with time, but require many time-steps if accuracy of the solution is to be maintained throughout the life-span of the structure. In consequence, this type of procedure is often expensive. Nevertheless it is a valuable numerical algorithm when used in conjunction with a non-linear creep law as depicted in equation 2.5.1 (vide Chapter 7).

III. Power Minimisation Procedure in conjunction with a Ritz process - This is a direct procedure based on England's Principle of the Minimum of The Total Complementary Power (1968), which states:

'The total complementary power at any instant has a stationary value with respect to small variations of stress from the true equilibrium state.'

Consider the body shown in Figure 2.7.1, it is acted upon by a set of external loads \( P_e \) and rests on an arbitrary number of statically determinate or indeterminate supports with reactions \( R_s \). The loads are
prescribed and do not vary with time, which the reactions for the redundant support condition will be time-varying quantities. The displacement rates of the applied loads and the support reactions are denoted respectively by $\dot{U}_e$ and $\dot{U}_s$, these quantities being positive when measured in the direction of the force.

The rate of working of the external loads and reactions is the sum of the products of the loads and reactions and their respective displacement rates taken in the direction of these forces. Internally, a similar quantity may be formulated from consideration of the stresses $\sigma$, and strain rates $\dot{\varepsilon}$, throughout the whole volume of the body. The internal rate of working includes the rate of change of stored energy which results from stress redistribution and the rate at which energy is dissipated from the body. Because the total rate of working at any instant, internal and external, must be zero as depicted by the principle of conservation of energy, thus:

$$\int \sigma_{ij} \dot{\varepsilon}_{ij} \, dV = P_e \dot{U}_e + R_s \dot{U}_s \tag{2.7.2}$$

Here the dot denotes differentiation with respect to pseudo-time and the integration is taken over the volume of the body. By applying simultaneous small variations to the stresses, strain rates, surface displacement rates at the load points and the reactive forces and neglecting the second-order terms, it may be established that:

$$\int \dot{\varepsilon}_{ij} \delta \sigma_{ij} \, dV + \int \sigma_{ij} \delta \dot{\varepsilon}_{ij} = P_e \delta \dot{U}_e + \dot{U}_e \delta P_e + \dot{U}_s \delta R_s \tag{2.7.3}$$

When the prescribed loads are not subjected to variation, it follows that the variational set of stresses together with the variations of the reactions constitute a self-equilibrating stress system. Thus with $\delta P_e = 0$, equation 2.7.3 may be rearranged to give:

$$\int \dot{\varepsilon}_{ij} \delta \sigma_{ij} \, dV - \dot{U}_s \delta R_s = -\{\int \sigma_{ij} \delta \dot{\varepsilon}_{ij} \, dV - P_e \delta \dot{U}_e\} \tag{2.7.4}$$

The left hand side of equation 2.7.4 shows the strain and displacement rates which correspond to the true stress system, i.e. the compatible system of strain rates by the variational set of stresses which themselves are a self-equilibrating system without the external loads.
On multiplying equation 2.7.4 by $\Delta c$, the work rates are transformed into actual work quantities during the pseudo-time interval $\Delta c$. Then by the principle of virtual work the modified left hand side of equation 2.7.4 must vanish since this statement is true for all $c$ it follows that:

$$\int \varepsilon_{ij} \delta \sigma_{ij} \, dV - \dot{U}_S \delta R_S = 0 \quad (2.7.5)$$

This equation is similar in form to the variational principle which is developed in elasticity from the theory of complementary energy. Here strain rates and displacement rates replace strains and displacements of the complementary energy theory. By analogy of form, therefore, equation 2.7.5 is referred to as the variation of the total complementary power and is defined by:

$$\delta (\psi_I + \psi_E) = 0 \quad (2.7.6)$$

When equation 2.7.5 represents the variation of a definable function $\psi_I$ and $\psi_E$ are respectively the contributions from the internal stresses and external reactions as given in equation 2.7.5.

Similar argument reveals a second variation principle from equation 2.7.4:

$$\int \sigma_{ij} \delta \varepsilon_{ij} \, dV - P_e \delta U_e = 0 \quad (2.7.7)$$

This variational principle is analogous in form to the variational principle development in elasticity and known as the minimum of the total potential. It will not be discussed in detail in this thesis.

When a structure is at all times in equilibrium with the specified loading and compatible with respect to both internal strains and external geometrical constraints, with $\dot{U}_S = 0$, equation 2.7.5 may be rewritten in matrix form:

$$\int \{ \dot{\varepsilon} \}^T \{ \delta \sigma \} \, dV = 0 \quad (2.7.8)$$

Equation 2.7.8 maybe used in conjunction with a Ritz process in which the state of stress is specified as a series of terms as given in equation 2.7.9 for which the spatial stress distributions $\{ \sigma_i \}$ are
specified. The problem becomes one of identifying the time functions \(\{a\}\) associated with each stress distribution to give the best match to the exact solutions at all times as dictated by the Complementary Power Principle viz, equation 2.7.8, thus:

\[
\{\sigma\} = \{\sigma_0\} + a_1\{\sigma_1\} + \ldots + a_n\{\sigma_n\} \\
= \{\sigma_0\} + \{a\}^T\{\sigma\}
\]

(2.7.9)

Where \(\{\sigma_0\}\) represents any set of stresses which are in equilibrium with the boundary loading, and \(\{\sigma\}\) constitutes self-equilibrating internal stress distributions. The application of the Complementary Power Principle to creep problems will be discussed in detail in Chapter 5.

2.8 Discussion and Concluding Remarks

In developing methods of calculating creep and applying them to the study of real objects the fairly considerable scatter of creep test results must be taken into account. A difference of 10% between the deformation found in creep curves taken at the same stress and temperature on specimens of material of a single source is not considered excessive. It is therefore hardly worthwhile to attempt very accurate analytical description of creep curves and approximating expressions are usually selected on grounds of practicality.

The author who has been concerned with the development of an engineering creep theory has used the hypothesis of similarity of creep curves (vide section 2.5) from which the pseudo-time concept is derived. The hypothesis of similarity of creep curves is fairly well justified in problems involving moderate strains and temperatures.

Constitutive equations are formulated as differential equations utilising the pseudo-time concept. As far as concrete is concerned, it has been shown that for situations where unloading is unlikely or its effect is insignificant, the analogous Maxwell rheological body is an appropriate material model, whereas when creep recovery is more important the analogous Burgers model is more suitable.

In cases where linear creep analysis is not wholly satisfactory for
non-concrete materials, a non-linear creep law is adopted.

Structures considered are subjected to either raised non-uniform temperatures or to non-uniform temperatures which may vary periodically and in a step-wise manner in time between definable limits. It is assumed that for this latter type problem, temperature transients are of short duration compared to the 'hold' periods between successive changes.

The modulus of elasticity is assumed temperature and time invariant. However, the modulus of elasticity variation will affect the time-dependent stresses but not the conclusions drawn or the theoretical procedures developed. The variation in the modulus maybe incorporated readily in the creep calculations.

Creep Poisson's ratio for concrete is assumed to exist and to be of a value equal to that of the elastic Poisson's ratio, thus:

\[ \nu_C = \nu \]  

(2.8.1)

Equation 2.8.1 is a convenient simplification but if another value for creep Poisson's ratio was found to be more appropriate this would not invalidate any of the conclusions drawn, or the theoretical procedures used.

Finally, the normalisation temperature function, \( \phi(T) \), is assumed, unless stated otherwise, to be:

\[ \phi(T) = T^0C \]  

(2.8.2)
(a) Normalization of creep curves plotted for various stresses produces a single curve for each temperature.

(b) Further normalization with respect to temperature produces the single curve shown in (c).

(c) Normalized creep or pseudo-time, $c$

$$c = \frac{\varepsilon_C}{\sigma \Phi(T)}$$

Figure 2.4.1: Determination of pseudo-time for Maxwell model.
Figure 2.4.2: Determination of pseudo-time for Burgers model.
Figure 2.4.3: Nature of temperature cycling.

(a) Sustained temperature.

(b) Reversible cyclic temperature.

\[ k = \frac{c_1}{c_2} \]
Figure 2.5.1: An analogous Maxwell model.

Figure 2.5.2: An analogous Burgers model.
Figure 2.7.1: A general body under applied loadings.
CHAPTER THREE

APPLICATION OF THE STEADY-STATE THEORY TO STRUCTURAL ANALYSIS OF CONTINUOUS PRESTRESSED CONCRETE BEAM PROBLEMS:
A FLEXIBILITY APPROACH

Summary

This chapter describes the theoretical development and computer implementation of the flexibility method of creep analysis for steady-state stresses in continuous prestressed concrete beam structures subjected to cyclically varying temperatures. A creep theory for beams is developed and is shown to be analogous to a beam theory of non-homogeneous elasticity. Use is then made of elastic analysis procedures to generate creep solutions. A Fortran program is developed and applied to a two span continuous beam with realistic temperature data.

It is concluded that combined influence of creep and cyclic temperatures cause significant changes to the working stresses which should be accounted for in design. It is also recommended that the Codes of Practice BS 5400 should include explicit information relating to average temperature for different seasons and different times of day, together with theory and information on temperature-dependence of creep to enable designers to perform creep temperature calculations.

3.1 Preliminary

Prestressed concrete beams are used widely in road and motorway construction and their serviceable life will often be expected to exceed 100 years. They are often subjected to continuous heating and cooling from the environment and solar radiation. This may cause undesirable deformations and stresses.

The design of concrete bridges for temperature fluctuations has traditionally been a simple matter. Longitudinally movements induced by the maximum expected average temperature changes, typically ±20 °C are accommodated by provision of sliding joints, bearing
displacements, or by a flexible pier design. Effects due to non-linear differential temperature distributions have normally been considered only in connection with bridges of unusual span and cross-section.

However, in recent years there has been growing awareness (Emerson 1976-77, Narucks et al 1957, Bryant et al 1974, Leonhardt et al 1965, Churchward et al 1981 and Priestly 1972) throughout the world, in the effects of non-linear differential temperature distributions on all types of concrete bridge structures. The results of research into temperature effects have been introduced into design standards (BS 5400 1978, German design standard 1953, Krishnamarthy 1971 and CEP-FIP 1978) and have often resulted in a reassessment of the importance of temperature effects in the design process.

Unfortunately, few realised that the behaviour of concrete structures subjected to spatially varying temperatures cannot be predicted reliably from an elastic analysis because creep is temperature dependent. Experimental work carried out at King's College London has revealed that significant changes to the working stresses and bending moments in prestressed continuous beams can occur during the operational life time of many beam structures. Not only do stresses exhibit time-dependent changes, with attendant changes being observed in bending moments also, but bending moments can at some locations change sense.

In the long term, a steady-state of stress is reached, when temperature are time-invariant, and a quasi steady-state is reached, when temperature is repeated cyclic manner with time. The combined influence of creep and cyclic temperatures on the long term serviceability and integrity of concrete bridges can be considerable. Design should therefore be based on both an appreciation of the elastic and thermo-elastic states in early life and the steady-state at large times.

This chapter describes a method of analysis for continuous prestressed concrete beams which is capable of evaluating section bending moments and stresses for the separate effects of mechanical loading and temperature from elastic analyses, and the corresponding sets of quantities relating to the combined influence of creep and temperature in the long term for cyclically varying temperatures.
3.2 Statement of the Problem

The problem is that of a long prestressed continuous concrete beam on any finite number of co-linear supports, Figure 3.2.1 (a). Prestressed forces are applied at the centroid of each cross-section and longitudinal restraints are not permitted except at one end support which may be fixed or hinged. In order respects the problem is specified through knowledge of the applied loading and cyclical temperature states to which the structure is subjected. The following assumptions are made:

a. A continuous temperatures variation with time over one cycle is approximated to series of discrete temperature states, Figure 3.2.1 (b).

b. For the cyclic temperature problem, a steady-state is defined as that state which corresponds to the existence of repeating stresses in any part of the structure, at corresponding times in successive temperature cycles. Within any one cycle there will exist several stress states and these will differ from each other by states of thermal stresses of the same magnitude as in the thermo-elastic solution (vide Chapter 2).

c. Each span of the continuous beam is subjected to the same temperature cycling.

d. Temperature varies only with depth although variations between spans are permitted. The distribution of temperature across a vertical section may be non-linear within any part of the temperature cycle.

e. Beams are prismatic and of constant cross-section in each span, width may vary with depth, Figure 3.2.2 (a).

f. Non-homogeneous elastic properties may be specified in each span, as a variation with depth only.

g. Thermal stresses can be considered independently of stress or strain imposed by other loading conditions (i.e. the principle of
superposition applies). The thermal expansion behaviour is homogeneous.

h. Plane sections remain plane after bending and during creep, i.e. at all times (i.e. small displacement theory is applied), see Figure 3.2.2.

The aim of the analysis is to determine the limiting steady-state moments, forces and stresses. To do this a flexibility type of analysis is adopted for the solution of the redundant support bending moments of the continuous beam.

For the elastic solution, virtual work equations are set up and these incorporate product of the true curvatures with successive sets of bending moments corresponding to unit values of the redundancies taken in turn, Figure 3.3.1.

For the creep solution, virtual power equations are constructed for the evaluation of the long-term limiting steady-state stresses. In this part of the analysis curvature rates in the steady-state replace curvatures of the elastic solution.

3.3 Theoretical Basis and Flexibility Formulation

The theory is based on the elastic analogies described in section 2.6 in which the cyclic temperature creep problem is analogous to a non-homogeneous elastic initial strain problem for which the analogous initial strains are related to the true thermal stresses of the thermo-elastic problem, Table 3.3.1. Consider a section of a general non-homogeneous beam subjected to a bending moment \( M \) (sagging positive) and an axial force \( N \) (compressive positive) applied at the centroid of the cross-section, assumption h (vide section 3.2) implies that:

\[
\sigma = D(A + Bz - \varepsilon_0) \tag{3.3.1}
\]

The interpretations of \( \sigma, D, A, B, z, \varepsilon_0 \) depend on the problem in hand, Table 3.3.1. Equilibrium of the cross-section requires that:

\[
\int \sigma b \, dz = N \tag{3.3.2}
\]

\[
\int \sigma bzdz = M \tag{3.3.3}
\]
where \( \int \) denotes integration is taken over the section of beam with the geometrical centroid as the origin and \( b \) is the width of the section which vary with depth (assumption e).

Substitution of equation 3.3.1 in equation 3.3.2 and equation 3.3.3 results:

\[
N = \int bDAdz + \int bDBzdz + \int -bD\varepsilon_0 \, dz \quad (3.3.4)
\]
\[
M = \int bDAzdz + \int bDBz^2dz + \int -bD\varepsilon_0 \, dz \quad (3.3.5)
\]

or simply,

\[
N = AI_1 + BI_2 + I_4 \quad (3.3.6)
\]
\[
M = AI_2 + BI_3 + I_5 \quad (3.3.7)
\]

The interpretations of integrals \( I_1 \) to \( I_5 \) are shown in Table 3.3.2. Equations 3.3.6 and 3.3.7 maybe represented in matrix form, thus:

\[
\begin{bmatrix}
N \\
M
\end{bmatrix} =
\begin{bmatrix}
I_1 & I_2 \\
I_2 & I_3
\end{bmatrix}
\begin{bmatrix}
A \\
B
\end{bmatrix} +
\begin{bmatrix}
I_4 \\
I_5
\end{bmatrix} \quad (3.3.8)
\]

Equation 3.3.8 maybe rewritten as:

\[
\begin{bmatrix}
A \\
B
\end{bmatrix} =
\begin{bmatrix}
I_1 & I_2 \\
I_2 & I_3
\end{bmatrix}^{-1}
\begin{bmatrix}
N - I_4 \\
M - I_5
\end{bmatrix} \quad (3.3.9)
\]

From which the following equation representing either the curvature of the section for the elastic problem or the steady-state curvature rate in creep problem is obtained:

\[
B = aM + bN + d \quad (3.3.10)
\]

\( d \) is an initial curvature or curvature rate and there is an inherent coupling between axial and bending effects in this general representation. The parameters \( a, b, \) and \( d \) relate to five integrals, \( I_1 \) to \( I_5 \),
and are given in Table 3.3.2. It is observed that 'a' and 'b' of equation 3.3.10 are constants for no variation of temperature along the beam. However, d is a linear function of the horizontal co-ordinate.

The continuity equations at the sections of the redundant moments maybe written as:

$$\int B[m] \, dV = 0$$  \hspace{1cm} (3.3.11)

where

$$\{m\} = \{m_1, \ldots, m_i, \ldots m_n\}^T$$  \hspace{1cm} (3.3.12)

n is the number of redundancies in the problem and \(m_i\) represents the set of bending moments relating to unit value of the ith redundancy applied to the statically determinate released structure and the integration is performed over the entire structure, Figure 3.3.1.

The actual bending moments are specified in the form:

$$M = M_O + \{X\}^T\{m\}$$  \hspace{1cm} (3.3.13)

where

$$\{X\} = \{X_1, \ldots, X_i, \ldots X_m\}^T$$  \hspace{1cm} (3.3.14)

\(M_O\) is the set of bending moments caused by the specified loading applied to the released structure; \(X_i\) is the ith redundancy and \(m_i\) is as before.

Combinations of equations 3.3.10, 3.3.11 and 3.3.13 leads to a set of algebraic equations of the form:

$$\int [a(M_O + \{X\}^T\{m\}) + bN + d] \{m\} \, dV = 0$$  \hspace{1cm} (3.3.15)

In matrix form the equations become:

$$[C]\{X\} = \{Z\}$$  \hspace{1cm} (3.3.16)
where \( [C] \) is an \( n \times n \) flexibility matrix and \( \{Z\} \) is an \( n \times 1 \) vector.

The general terms of equation 3.3.15 are:

\[
\begin{align*}
C_{rs} &= \int am_r m_s \, dV \quad (3.3.17) \\
Z_r &= -\int (U_r + V_r + W_r) \quad (3.3.18) \\
U_r &= \int aM_{0m} \, dV \quad (3.3.19) \\
V_r &= F \int bm_r \, dV \quad (3.3.20) \\
W_r &= \int dm_r \, dV \quad (3.3.21)
\end{align*}
\]

The solution of equation 3.3.16 reveals the redundant moments from which section moments may be evaluated by linear interpolation and superposition (assumption g). In the case of thermal problems, equation 3.3.16 reduces to:

\[
[C][X] = -\{W\} \quad (3.3.22)
\]

Because no variation of axial force is induced by temperature effects (vide section 3.2).

For elastic solutions (mechanical loading only), equation 3.3.16 collapses to:

\[
[C][X] = -\{U\} \quad (3.3.23)
\]

3.4 Determination of Section Stresses

For the general case of a non-homogeneous elastic analogous elastic beam, \( D = D(z) \), with initial strain or analogous initial strain (rate), \( \varepsilon_0 = \varepsilon_0(z) \), equation 3.3.1 can be rewritten in matrix form as:

\[
\sigma = D([1 \ z][A \ B]^T - \varepsilon_0) \quad (3.4.1)
\]

Substitution of equation 3.3.9 into equation 3.4.1 leads to:

\[
\sigma = D\left([1 \ z] \begin{bmatrix} I_1 & I_2 \\ I_2 & I_3 \end{bmatrix}^{-1} \begin{bmatrix} N-I_4 \\ M-I_5 \end{bmatrix} - \varepsilon_0 \right) \quad (3.4.2)
\]
where the parameters have the meaning defined in Table 3.3.1 and Table 3.3.2. N and M are section actions - longitudinal compressive force at the centroid and bending moment.

The distribution of elastic stress through a particular cross-section is then:

\[
\sigma'_e = E_m(\{1 \ z\} \begin{bmatrix} I_1 & 0 \\ 0 & I_3 \end{bmatrix}^{-1} \begin{bmatrix} N \\ M \end{bmatrix}) \quad (3.4.3)
\]

In the case of thermal stress distribution that arise by changing the temperature from uniform datum temperature to a particular phase, equation 3.4.2 reduces to:

\[
\sigma_{T_i} = E_m(\{1 \ z\} \begin{bmatrix} I_1 & I_2 \\ I_2 & I_3 \end{bmatrix}^{-1} \begin{bmatrix} -I_4 \\ -I_5 \end{bmatrix} + \alpha \Delta T) \quad (3.4.4)
\]

The thermo-elastic stress, \( \sigma_{eT_i} \), distribution through a cross-section for temperature phase \( i \) in a temperature cycle can be obtained simply by superposing the thermal stress and the elastic stress viz:

\[
\sigma_{eT_i} = \sigma_e + \sigma_{T_i} \quad (3.4.5)
\]

The cyclic steady-state stress distribution for the reference temperature \( T_r \) can be expressed as (vide equation 3.4.2):

\[
\sigma_r = \frac{1}{T_a} \begin{bmatrix} I_1 & I_2 \\ I_2 & I_3 \end{bmatrix}^{-1} \begin{bmatrix} N-I_4 \\ M-I_5 \end{bmatrix} - \epsilon_0 \quad (3.4.6)
\]

Thus the cyclic steady-state stress distribution for temperature phase \( T_i \) maybe obtained via the principle of superposition (vide section 3.2) viz:

\[
\sigma_i = \sigma_r - \sigma_{T_i} \quad (3.4.7)
\]
3.5 Flexibility Equation Solution Scheme

Consider the direct solution of the set of flexibility equation given by (vide equation 3.3.16):

$$[C][X] = [Z] \quad (3.5.1)$$

It is obvious that for this structure and the release system chosen, the flexibility matrix $[C]$ contains many zero terms. In fact, the $C_{rs}$ terms of the matrix only exist for the condition $r-s<1$ and $C_{rs}=0$ when $r-s>1$. Thus $[C]$ is a nicely banded symmetric, positive definite and square coefficient matrix. The flexibility matrix can be written as the product of a lower triangular matrix with unit diagonals and an upper triangular matrix, i.e.

$$[C] = [L][U] \quad (3.5.2)$$

where

$$[L] = \begin{bmatrix}
1 & 0 & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots \\
L_{n1} & \cdots & \cdots & 1
\end{bmatrix} \quad (3.5.3)$$

and

$$[U] = \begin{bmatrix}
U_{11} & U_{12} & \cdots & U_{1n} \\
0 & \cdots & \cdots & \cdots \\
0 & 0 & U_{33} & U_{3n} \\
0 & 0 & \cdots & \cdots
\end{bmatrix} \quad (3.5.4)$$

This is called the triangular decomposition of $[C]$ and is accomplished using a compact Crout's method which is a variation on Gaussian elimination (Zienkiewicz 1982). The operations necessary for the decomposition of an nxn matrix is then, Figure 3.5.1:

$$U_{11} = C_{11} ; L_{11} = 1 \quad (3.5.5)$$
For each active zone, from 2 to $n$,

$$L_{j1} = C_{j1}/U_{11}; U_{1j} = C_{1j} \quad (3.5.6)$$

Then

$$L_{j1} = (C_{j1} - \Sigma L_{jm}U_{mi})/U_{11} \quad (3.5.7)$$

$$U_{1j} = C_{1j} - \Sigma L_{jm}U_{mj} \quad (3.5.8)$$

and finally,

$$L_{ij} = 1; U_{jj} = C_{jj} - \Sigma L_{jm}U_{mj} \quad (3.5.9)$$

For $i = 1, 2, \ldots, j-1$. The $\Sigma$ is over the range $m = 1, 2, \ldots, i-1$.

Since $[C]$ is symmetric,

$$U_{ij} = L_{ji} U_{ii} \quad (3.5.10)$$

Thus it is not necessary to store the entire coefficient array. It is sufficient to store only those coefficients above (or below) the principle diagonal and use equation 3.5.10 to construct the missing part. It is possible to reduce the storage and computational effect still further by storing the necessary parts of the upper triangular portion of the flexibility matrix by columns, Figure 3.5.2 (Zienkiewicz 1982). Now it is necessary to store and compute only within the non-zero profile of the equations. This method of storage has the advantages that it always requires less storage than the ordinary banded matrix solver and furthermore it is very easy to use vector dot product routines to effect the triangular decomposition and forward reduction.

Once the triangular decomposition of a coefficient matrix is completed and the solution to the equations can now be obtained by solving the following pair of equations:

$$[L][Y] = [Z] \quad (3.5.11)$$
and

\[ [U][X] = [Y] \tag{3.5.12} \]

where \([Y]\) is introduced to facilitate the separation. In terms of the elements of the equations the solution is:

\[ Y_i = Z_i \tag{3.5.13} \]

\[ Y_i = Z_i - \sum L_{ij} Y_j \tag{3.5.14} \]

For \(i = 2, 3, \ldots, n\). The \(\Sigma\) is over the range \(j = 1, 2, \ldots, i-1\).

and

\[ x_n = y_n/u_{nn} \tag{3.5.15} \]

\[ x_i = (y_i - \sum u_{ij} x_j)/u_{ii} \tag{3.5.16} \]

For \(i = n-1, n-2, \ldots, 1\). The \(\Sigma\) is over the range \(j = i+1, i+2, \ldots, n\).

Equation 3.5.11 is called 'forward reduction' and Equation 3.5.12 is termed 'back substitution'.

3.6 Programming Remarks

A computer code 'FCREEP' or Flexibility creep analysis program, (with approximately 3000 Fortran statements) has been developed utilising the flexibility formulation in such a manner that the elastic and creep solutions are obtained from the same computer routines, the different solutions corresponding simply to different information to the routines. The following remarks can be made:

a. To solve the equation system the compact Crout's algorithm (vide section 3.5) together with a non-zero profile storage scheme is utilised (Zienkiewicz 1982 and Jennings 1966).

b. The flexibility matrices are formed and reduced only once for elastic (mechanical loading only) and thermal (temperature only) problems.
c. Dynamic field length allocation is implemented, i.e. small problems need less field length and will therefore be treated with a higher priority and lower costs in multiple programming mainframes, such as Cray at ULCC.

d. Single-subscript arrays are used throughout the program to enable vector dot product routines to be incorporated and thus improve the efficiency of the program.

e. Machine Independence - FCREEP is written in Fortran and maybe installed on a variety of machines ranging from mini-computers to super-computers.

f. All the section and volume integrals are evaluated numerically using Simpson's rule.

g. There is no limitation imposed on the size of the problems.

h. Stress profile plotting facilities are also available.

The operation of FCREEP program maybe considered in five distinct phases and these are illustrated diagrammatically in Figure 3.6.1. Further details of the program will be shown in a separate internal report (vide Appendix C.).

3.7 Application of FCREEP Program

The two-span prestressed concrete beam, shown in Figure 3.7.1 together with beam dimensions, properties and loading, is used to illustrated the application of FCREEP program to various types of temperature cycling data:

a. Creep analysis with linear temperature distribution

The beam is subjected to an n-part temperature cycle of equal duration within the limits of two temperature states $T_1$ and $T_2$, Figure 3.7.2. These n-part discrete temperature states are used to approximate a continuous sinusoidal change of temperature from $T_1$ to $T_2$. Observations of the results indicate that adequate accuracy maybe obtained
with n=B, Figure 3.7.3. A cost study is also carried out and the results, Table 3.7.1, show that the cost is small for carrying out a creep analysis.

Stress distributions of the beam subjected to a 4-part temperature cycle of equal phase length at various sections are plotted to illustrated the long-term influence of creep and cyclic temperature on prestressed concrete beam structures, Figure 3.7.4 to Figure 3.7.7., and it can be observed that the effect can be dramatic. In some cases the stresses at the uppermost fibre can change from compressive to tensile, Figure 3.7.6.

b. Creep analysis with TRRL temperature cycle data

Section temperature distributions, based on field measurements and on approximate annual temperature cycle extracted from information in BS 5400, are obtained from computer generated data supplied by Miss M. Emerson (1980) of the Transport and Road Research Laboratory (TRRL). Typical 24 hour temperature cycles were provided for spring, summer, autumn and winter days. Temperatures at thirty-one equal spaced points along the vertical axis of a rectangular section at twenty minute intervals were generated.

The program run uses only those temperature distributions at 0200, 0800, 1400 and 2000 hours for a typical spring day. Each distribution is assumed to be constantly applied during a six hour phase of the cycle, Figure 3.7.8.

Stress distributions from the thermo-elastic and creep analyses at various section of the beam are plotted in Figure 3.7.9 to Figure 3.7.12. It can be observed that in the uppermost fibre of the beam, the stress change in phase 2 of the cycle from 3 MN/m^2 compressive in the initial thermo-elastic condition to 0.004 MN/m^2 compressive in the steady-state, Figure 3.7.11. Since the temperature cycle imposed does not exhibit particularly severe change in temperature gradient, the effect is significant.
3.8 Concluding Remarks and Recommendations

A creep-temperature flexibility formulation for beams is presented and a Fortran program 'FCREEP' has been developed based on the above theory and may be utilised, with minimal cost, for design or analysis. FCREEP may be run on microcomputers, minicomputers or mainframes.

It is concluded that creep in prestressed concrete structures under daily or seasonal fluctuations of temperature has a significant effect on their working stresses and they should be accounted for in design.

It is therefore recommended that the Codes of Practice BS 5400 should include explicit information relating to temperatures for different seasons and different times of day, together with theory and information on temperature-dependence of creep to enable designers to perform creep-temperature calculations.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Thermo-elastic problem</th>
<th>Cyclic creep problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Coefficients of thermal expansion.</td>
<td>Coefficient of thermal expansion.</td>
</tr>
<tr>
<td>$T_d$</td>
<td>Datum temperature.</td>
<td>Datum temperature.</td>
</tr>
<tr>
<td>$T_i$</td>
<td>$i$th temperature phase within a cycle.</td>
<td>$i$th temperature phase within a cycle.</td>
</tr>
<tr>
<td>$\Delta T (&gt;0)$</td>
<td>$T_i - T_d$</td>
<td>$T_i - T_d$</td>
</tr>
<tr>
<td>$\sigma_i$</td>
<td>Thermo-elastic stress at $i$th phase.</td>
<td>steady-state stress at $i$th phase.</td>
</tr>
<tr>
<td>$D$</td>
<td>Elastic modulus $E$.</td>
<td>Analogous elastic modulus $T_a = \Sigma k_i T_i / \Sigma k_i$</td>
</tr>
<tr>
<td>$A$</td>
<td>Strain.</td>
<td>Strain rate.</td>
</tr>
<tr>
<td>$B$</td>
<td>Curvature.</td>
<td>Curvature rate.</td>
</tr>
<tr>
<td>$\epsilon_0$</td>
<td>Initial strain: $\epsilon_0 = -\alpha \Delta T$</td>
<td>Analogous elastic initial strain (rate): $\epsilon_0 = -(\Sigma k_i T_i \sigma_{T_i}) / \Sigma k_i$ for $\sigma_{T_i} = \sigma_r - \sigma_i$</td>
</tr>
<tr>
<td>$z$</td>
<td>Upward coordinate with origin at centroid.</td>
<td>Upward coordinate with origin at centroid.</td>
</tr>
</tbody>
</table>

Table 3.3.1: Notations and their definitions.
<table>
<thead>
<tr>
<th>Integral</th>
<th>Thermo-elastic problem</th>
<th>Cyclic creep problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_1$</td>
<td>$\int bE , dz$</td>
<td>$\int b/T_a , dz$</td>
</tr>
<tr>
<td>$I_2$</td>
<td>$\int bEz , dz$</td>
<td>$\int bz/T_a , dz$</td>
</tr>
<tr>
<td>$I_3$</td>
<td>$\int bEz^2 , dz$</td>
<td>$\int bz^2/T_a , dz$</td>
</tr>
<tr>
<td>$I_4$</td>
<td>$\int b\varepsilon_0 , dz$</td>
<td>$\int b\varepsilon_0/T_a , dz$</td>
</tr>
<tr>
<td>$I_5$</td>
<td>$\int b\varepsilon_0z , dz$</td>
<td>$\int b\varepsilon_0z/T_a , dz$</td>
</tr>
<tr>
<td>$p$</td>
<td>$I_1I_3 - I_2^2$</td>
<td>$I_1I_3 - I_2^2$</td>
</tr>
<tr>
<td>$a$</td>
<td>$I_1/p$</td>
<td>$I_1/p$</td>
</tr>
<tr>
<td>$b$</td>
<td>$-I_2/p$</td>
<td>$-I_2/p$</td>
</tr>
<tr>
<td>$d$</td>
<td>$(I_2I_4 - I_1I_5)/p$</td>
<td>$(I_2I_4 - I_1I_5)/p$</td>
</tr>
</tbody>
</table>

Table 3.3.2: Integrals for flexibility formulation
Figure 3.6.1: Macro flow chart for FCREEP
<table>
<thead>
<tr>
<th>Solution Type</th>
<th>CP time (seconds)</th>
<th>Ratio = Other/Elastic sol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-processing</td>
<td>2.2521</td>
<td>3856</td>
</tr>
<tr>
<td>Elastic</td>
<td>6.5380 x 10^-3</td>
<td>1</td>
</tr>
<tr>
<td>Thermal per phase</td>
<td>3.5100 x 10^-3</td>
<td>5.37</td>
</tr>
<tr>
<td>Steady-state per phase</td>
<td>8.8150 x 10^-3</td>
<td>1.35</td>
</tr>
<tr>
<td>Post-processing</td>
<td>1.588</td>
<td>2429</td>
</tr>
</tbody>
</table>

Table 3.7.1: Cost comparison for a steady-state creep analysis
Figure 3.2.1: (a) A Beam on Co-linear Support  
(b) Temperature cycle at a typical point within a cyclically heated structure
Figure 3.2.2: A Non-Homogeneous Beam

(a) Cross-section and temperature details
(b) Section of beam in pure bending
(a) Moments at the support are chosen as redundancies.

(b) $M_0$ diagram

(c) $m$ diagram

Figure 3.3.1: Release system.
Figure 3.5.1: Triangular decomposition of the flexibility matrix.
$A_k$ is the vector for storing the coefficients.

$J_D_j$ is the vector for storing the locations of the leading diagonals.

Figure 3.5.2: Profile storage scheme
Figure 3.7.1: A two span beam

A half cycle is represented by 6 phases

Figure 3.7.2: Approximation of a sinusoidal temperature cycle into discrete phases

\[ w = 5 \times 10^{-3} \text{ MN/m} \; ; \; L = 10 \text{ m} \; ; \; N = 1.5 \text{ MN} \; ; \; \alpha = 12 \times 10^{-6} \; ^{\circ}\text{C} \]
\[ b = 0.3 \text{ m} \; ; \; d = 0.5 \text{ m} \; ; \; E_m = 40000 \text{ MN/m} \]
Figure 3.7.1: A two span beam

A half cycle is represented by 6 phases

Figure 3.7.3: A solution accuracy vs degree of approximation plot
Figure 3.7.4: Stress profile for linear temperature - phase 1 (n=4)
Figure 3.7.5: Stress profile for linear temperature - phase 2 (n=4)
Figure 3.7.6: Stress profile for linear temperature - phase 3 (n=4)
Figure 3.7.7: Stress profile for linear temperature - phase 4 (n=4)
Figure 3.7.8: Temperature profile of a typical spring day (TRRL data)
Figure 3.7.9: Stress profile for TRRL data - phase 1
Figure 3.7.10: Stress profile for TRRL data - phase 2
Figure 3.7.11: Stress profile for TRRL data - phase 3
Figure 3.7.12: Stress profile for TRRL data - phase 4
CHAPTER FOUR

THREE DIMENSIONAL FINITE ELEMENT STEP-BY-STEP ANALYSIS FOR LINEAR CREEP PROBLEMS

Summary

Principles of the finite element method in the displacement formulation are briefly summarised. Description of a step-by-step finite element algorithm and a computer code for linear creep problems is presented. The full solution is accomplished in a step-by-step manner using time intervals during which the stresses are taken to remain constant. The change of creep strain taking place during such a time interval leads to an incompatibility which is corrected by an elastic solution at the end of each interval. The elastic solution at any stage is obtained by the use of the finite element method. The procedure is repeated until either the final solution sought is reached or until steady-state stress distributions are obtained. The constant strain finite element is used to discretise the continuum.

A computer code 'SSCREEP' or Step-by-Step CREEP analysis program is written utilising the step-by-step algorithm and applied to some benchmark problems to enable an engineering and economic evaluation of the algorithm to be made. It is concluded that while the algorithm is useful in general, it can be extremely expensive and overtax even the most powerful modern computers.

4.1 A Brief Description of the Finite Element Method

The finite element method of solution reported here for the development of a creep program represents a systematic procedure for the implementation of the Principle of Minimum Total Potential Energy (Zienkiewicz 1982) which states:

'Of all possible displacement configurations a body can assume which satisfy compatibility and the constraints or kinematic boundary conditions, the configuration satisfying equilibrium makes the total potential energy assumes a minimum value.'
Consider a general three dimensional continuum, the potential energy, \( \Omega \), is given as the sum of the internal strain energy and work contributions of body forces and distributed surface loads viz:

\[
\Omega = \frac{1}{2} \int \{ \sigma \}^T \{ \varepsilon \} dV - \int \{ a' \}^T \{ p \} dV - \int \{ a' \}^T \{ q \} dS \tag{4.1.1}
\]

where \( \{ \sigma \} \) and \( \{ \varepsilon \} \) are stress and strain vectors respectively, \( \{ a' \} \) are displacements at any point, \( \{ p \} \) are body forces per unit volume and \( \{ q \} \) are applied surface tractions.

In the finite element displacement method, the displacement is assumed to have unknown values only at nodal points, so that the variation within any element, \( \{ a' \} \), is described in terms of nodal values by means of interpolation functions:

\[
\{ a' \} = [N] \{ a^e \} \tag{4.1.2}
\]

where \( [N] \) is the set of interpolation functions termed the shape functions and \( \{ a^e \} \) is the vector of nodal displacements of the element. Thus

\[
\{ a^e \} = \{ [a'_1] \ldots [a'_{n}] \}^T \tag{4.1.3}
\]

\[
[a'_1] = \{ u'_1 \ v'_1 \ w'_1 \}^T
\]

Where \( n \) is the number of nodes per element. Strains within the element can be expressed in terms of element nodal displacements as:

\[
\{ \varepsilon \} = \{ [B_1], [B_2], \ldots, [B_n] \} \{ a^e \} \tag{4.1.4}
\]

where \( [B] \) is the strain matrix generally composed of shape function derivatives viz:

\[
[B_1] = \begin{bmatrix}
\frac{\partial N_1}{\partial x} & 0 & 0 \\
0 & \frac{\partial N_1}{\partial y} & 0 \\
0 & 0 & \frac{\partial N_1}{\partial z} \\
\frac{\partial N_1}{\partial y} & \frac{\partial N_1}{\partial x} & 0 \\
0 & \frac{\partial N_1}{\partial z} & \frac{\partial N_1}{\partial y} \\
\frac{\partial N_1}{\partial z} & 0 & \frac{\partial N_1}{\partial x}
\end{bmatrix} \tag{4.1.5}
\]
Finally stresses \( \{\sigma\} \) may be related to strains by use of an elasticity matrix \([D]\) as follows:

\[
\{\sigma\} = [D](\{\varepsilon\} - \{\varepsilon_0\}) + \{\sigma_0\}
\]  

(4.1.6)

with complete anisotropy, the \([D]\) matrix relating six stress components to strain components can contain 21 independent constants (Zienkiewicz 1982). Although no difficulty presents itself in computation when dealing with such materials, since the multiplication will never be carried out explicitly, it is convenient to recapitulate here the \([D]\) matrix for an isotropic material. In terms of elastic modulus \(E\) and Poisson's ratio \(v\), \([D]\) can be written as:

\[
[D] = \begin{bmatrix}
1 & v_1 & v_1 & 0 & 0 & 0 \\
v_1 & 1 & v_1 & 0 & 0 & 0 \\
v_1 & v_1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & v_2 & 0 & 0 \\
0 & 0 & 0 & 0 & v_2 & 0 \\
0 & 0 & 0 & 0 & 0 & v_2 \\
\end{bmatrix}
\]  

(4.1.7)

where \(v_1 = v/v_4\); \(v_2 = v_6/2v_4\); \(v_3 = (Ev_4)/(v_5v_6)\); \(v_4 = (1-v)\); \(v_5 = (1+v)\); \(v_6 = (1-2v)\).

And \(\{\varepsilon_0\}\) and \(\{\sigma_0\}\) are initial strain and stress vectors respectively.

Provided the element shape functions have been chosen so that no singularities exist in the integrands of the functional, the total potential energy of the continuum will be the sum of energy contributions of individual elements. Thus,

\[
\Omega = \sum \Omega^e
\]  

(4.1.8)

where \(\Omega^e\) represents the total potential energy of element \(e\) which, on use of equation 4.1.1 can be written as:

\[
\Omega^e = -\frac{1}{2} \int \{a^e\}^T\{B\}^T[D]\{B\}\{a^e\} \, dV
- \int \{a^e\}^T\{N\}^T[p] \, dV - \int \{a^e\}^T\{N\}^T[q] \, dS
\]  

(4.1.9)

where \(dV\) is the integration over the element volume and \(dS\) is the
integration over the loaded element surface area. Minimisation for element \( e \) with respect to the nodal displacements \( \{a^e\} \) for the element results:

\[
\frac{\partial \Omega^e}{\partial a^e} = \int [B]^T[D][B]\{a^e\}dV \\
- \int [N]^T[p]dV - \int [N]^T[q]dS \tag{4.1.10}
\]

Utilising equation 4.1.5, equation 4.1.10 can be written in a general form:

\[
\frac{\partial \Omega^e}{\partial a^e} = \int [B]^T[D][B]\{a^e\}dV \\
- \int [N]^T[p]dV - \int [N]^T[q]dS \\
- \int [B]^T[D]\{\varepsilon_o\}dV + \int [B]^T[\sigma_o]dV \tag{4.1.11}
\]

\[
= [K^e]\{a^e\} - \{F^e\} - \{F^e\} \tag{4.1.12}
\]

\( \{F^e\} \) is termed the equivalent nodal forces vector for the element and \( [K^e] \) is called the element stiffness matrix. Summation of terms in equation 4.1.12 over all elements, when equated to zero as dictated by the Principle of Minimum Total Potential, results in a system of equilibrium equations for the complete continuum viz:

\[
[K]\{\delta\} = \{F\} \tag{4.1.13}
\]

The equations are often solved by any standard technique (vide section 4.4) to yield nodal displacements. Basic steps for deriving a finite element solution to a structural problem can be summarised as shown in Figure 4.1.1.

4.2 Element Characteristics

In this chapter the simplest type of elements, namely the constant
strain family (Zienkiewicz 1982) over which strains are assumed to be constant, is implemented.

a. Two dimensional analysis:

Figure 4.2.1 shows a typical two-dimensional element implemented, with nodes i, j, m numbered in an anti-clockwise manner. The shape function [N] is a linear one viz:

\[
\begin{pmatrix} u' \\ v' \end{pmatrix} = [N][a^e] \\
= \begin{pmatrix} [I]N_i, [I]N_j, [I]N_m \end{pmatrix} [a^e] \tag{4.2.1}
\]

where [I] is a 2x2 identity matrix and typically,

\[ N_i = \left( a'_i + b'_i x_i + c'_i y_i \right) / 2A \tag{4.2.2} \]

Where \( a'_i, b'_i, c'_i \) are interpolation constants and \( A \) is the area of the elementary triangle, i.e.:

\[
2A = \begin{vmatrix} 1 & x_i & y_i \\ 1 & x_j & y_j \\ 1 & x_m & y_m \end{vmatrix} \tag{4.2.3}
\]

and

\[
\begin{align*}
a'_i &= x_i y_m - x_m y_j \\
b'_i &= y_j - y_m \\
c'_i &= x_m - x_j
\end{align*}
\]

with \( N_j, N_m \) and other coefficients obtained by a cyclic permutation of subscripts in the order \( i, j, m \).

b. Axisymmetric analysis:

In the case of axisymmetric analysis, the element used is that defined by a torus of triangular sections with nodes \( i, j, m \) shown in Figure 4.2.2. By symmetry, two components of displacements in any plane
section of the body along its axis of symmetry define completely the
state of strain and, therefore the state of stress. Indeed the
situation is two-dimensional and the same displacements functions
described in section 4.2(a) can be used to define displacements within
the triangular element i, j, m shown. The volume of material
associated with an element is now that of a body of revolution and all
integrations have to refer to this. It should be noted that the strain
matrix becomes:

\[
[B_i] = \begin{bmatrix}
\frac{\partial N_i}{\partial r} & 0 \\
0 & \frac{\partial N_i}{\partial z} \\
\frac{N_i}{r} & 0 \\
\frac{\partial N_i}{\partial r} & \frac{\partial N_i}{\partial z}
\end{bmatrix}
\] (4.2.5)

c. Three dimensional analysis:

In practice situations arise in which a full three dimensional
analysis is required. A suitable three dimensional element is a
tetrahedron which has four nodal corners i, j, m, p in space defined
by the x, y, z coordinates, Figures 4.2.3 and 4.2.4. The displacement
functions can be written as:

\[
\begin{bmatrix}
u' \\
v' \\
w'
\end{bmatrix} = [[I]N_i, [I]N_j, [I]N_m, [I]N_p][\alpha_e]
\] (4.2.6)

where [I] is a 3x3 identity matrix and with shape functions defined
as:

\[
N_i = (a_i'x + b_i'y + c_i'z + d_i'z)/6V_e
\] (4.2.7)

where a_i', b_i', c_i', d_i' are interpolation constants, and the value
V_e represents the volume of the tetrahedron:

\[
6V_e = \begin{vmatrix}
1 & x_i & y_i & z_i \\
1 & x_j & y_j & z_j \\
1 & x_m & y_m & z_m \\
1 & x_p & y_p & z_p
\end{vmatrix}
\] (4.2.8)
By expanding other relevant determinants into their cofactors we have:

\[ a'_{i} = \begin{vmatrix} x_{j} & y_{j} & z_{j} \\ x_{m} & y_{m} & z_{m} \\ x_{p} & y_{p} & z_{p} \end{vmatrix} \]

\[ b'_{i} = -\begin{vmatrix} 1 & y_{j} & z_{j} \\ 1 & y_{m} & z_{m} \\ 1 & y_{p} & z_{p} \end{vmatrix} \]

\[ c'_{i} = \begin{vmatrix} x_{j} & 1 & z_{j} \\ x_{m} & 1 & z_{m} \\ x_{p} & 1 & z_{p} \end{vmatrix} \]

\[ d'_{i} = -\begin{vmatrix} x_{j} & y_{j} & 1 \\ x_{m} & y_{m} & 1 \\ x_{p} & y_{p} & 1 \end{vmatrix} \]

With other constants defined by cyclic interchange of subscripts in the order \( p, i, j, m \). The ordering of nodal numbers \( p, i, j, m \) must follow a 'right-hand' rule. In this the first three nodes are numbered in an anti-clockwise manner when viewed from the last one.

4.3 The Element Stiffness and Nodal Forces Due to Initial Strain

a. Two-dimensional analysis:

The stiffness matrix of a typical element (vide section 4.2(a)) is given simply as:

\[ [K^e] = [B]^T[D][B]t'\Lambda \]  

(4.3.1)

where \( t' \) is the thickness of the element. Nodal forces due to initial strains are given as:

\[ \{F^e\} = -[B]^T[D]\{e_0\}t'\Lambda \]  

(4.3.2)

where \( \Lambda \) is the area of the triangle as defined in section 4.2.
b. Axisymmetric analysis:

The simplest approximate integration procedure is to evaluate \([B]\) for a centroidal point (vide section 4.2(b)):

\[
\begin{align*}
    r' &= (r_i + r_j + r_m)/3 ; z' = (z_i + z_j + z_m)/3 \\
\end{align*}
\]  

(4.3.3)

Thus we have the element stiffness matrix as:

\[
[K_e] = 2\pi[B]^T[D][B]r'^A
\]  

(4.3.4)

Similarly, nodal forces due to initial strains are:

\[
[F_e] = -2\pi[B]^T[D][B]\{\varepsilon_0\}r'^A
\]  

(4.3.5)

where \(A\) is the area of the triangle as defined in section 4.2.

c. Three dimensional analysis:

Similarly, the stiffness matrix of a typical tetrahedron (vide section 4.2(c)) is given as:

\[
[K_e] = [B]^T[D][B]V^e
\]  

(4.3.6)

Nodal forces due to initial strains become:

\[
[F_e] = - [B]^T[D]\{\varepsilon_0\}V^e
\]  

(4.3.7)

4.4 The Step-By-Step Algorithm

The step-by-step algorithm can be summarised as follows:

a. Elastic solution:

At pseudo-time \(c = 0\), the stresses \(\{\sigma\}_0\) are determined from solving (vide section 4.1):

\[
[K]\{a\} = \{F\}
\]  

(4.4.1)
b. First time step:

The stresses obtained at $c = 0$ are assumed to remain constant during a small pseudo-time increment, $\Delta c$; and creep strain increment $\{\Delta \epsilon_c\}$ are calculated utilising the rate creep law (vide equation 2.5.2) viz:

$$\{\Delta \epsilon_c\}_1 = \Phi(T)[V_c]\{\sigma\}_0 \Delta c$$  \hspace{1cm} (4.4.2)

Where $[V_c]$ is the creep Poisson's matrix and is defined as:

$$[V_c] = \begin{bmatrix}
1 & -\nu_c & -\nu_c & 0 & 0 & 0 \\
-\nu_c & 1 & -\nu_c & 0 & 0 & 0 \\
-\nu_c & -\nu_c & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 2(1+\nu_c) & 0 & 0 \\
0 & 0 & 0 & 0 & 2(1+\nu_c) & 0 \\
0 & 0 & 0 & 0 & 0 & 2(1+\nu_c)
\end{bmatrix}$$  \hspace{1cm} (4.4.3)

The corresponding initial strain $\{\epsilon\}_1$ is given as:

$$\{\epsilon\}_1 = \{\epsilon_f\} - \{\Delta \epsilon_c\}_1$$  \hspace{1cm} (4.4.4)

where $\{\epsilon_f\}$ is the free strain vector and its associated nodal force vector is then:

$$\{F_{\epsilon}\}_1 = -\int [B]^T[D]\{\epsilon\}_1 \, dV$$  \hspace{1cm} (4.4.5)

Equation 4.4.1 now becomes:

$$[K]\{a'\} = \{F\} + \{F_{\epsilon}\}_1$$  \hspace{1cm} (4.4.6)

where $\{F\}$ is a global vector at $c = 0$ and $\{F_{\epsilon}\}_1$ is the global load vector associated with the initial strain vector $\{\epsilon\}_1$.

Equation 4.4.6 can be solved and new stresses evaluated. The new stress distributions are then used to obtain the solution for the next time increment.

c. $m$-th time step:

Similarly, for the $m$-th time-step, the creep strain increment is given
as:

\[ \Delta \epsilon_c \]_m = \Phi(T)[V]\{\epsilon\}_{m-1} \quad (4.4.7) 

and the initial strain is:

\[ \{\epsilon\}_m = \{\epsilon_f\}_{m-1} - \{\Delta \epsilon_c\}_m \quad (4.4.8) 

and its associated nodal load vector is:

\[ \{F_\epsilon\}_m = - \int [B]^T[D]\{\epsilon\}_m \text{ d}V \quad (4.4.9) 

and equilibrium equations are again given by:

\[ [K]\{a'\} = \{F\} + \{F_\epsilon\}_m \quad (4.4.10) 

from which \{\sigma\}_m may be obtained.

For cyclic temperature problems, the only difference from the above mentioned procedure is that the free strains vector (vide equation 4.4.4) must be altered at the end of each part of the cycle by appropriate values corresponding to each temperature change.

4.5 The Choice of the Pseudo-time Step Increment

The choice of the pseudo-time step increment is crucial for the success of the step-by-step procedure. If the increment is too large, solution instability may result. On the other hand an increment which is too small will render the solution costly. Also, since the redistribution of stresses is slower at larger values of pseudo-time, it is possible to change the pseudo-time step increment to larger values as time increases. In the case of cyclic temperature problems the upper bound value of pseudo-time step increment is given as the highest common factor of all the phase length in pseudo-time within a cycle if a single pseudo-time step increment is used throughout the analysis. Again the pseudo-time step increment may be varied from phase to phase and even from cycle to cycle. For sustained temperature problems, the variable pseudo-time step increment is implemented in the SSCREEP program in the form either:
a. Arithmetic progression type increments, viz:

\[ \Delta c_i = i r_a \Delta A \]  \hspace{1cm} (4.5.1)

where \( \Delta c_i \) is the \( i \)-th pseudo-time step increment and \( r_a \) is a constant multiplier and \( \Delta A \) is the first pseudo-time step increment.

b. Geometric progression type increments viz:

\[ \Delta c_i = r_a r_b^i \Delta A \]  \hspace{1cm} (4.5.2)

where \( r_b \) is the geometric ratio.

c. User supplied variable pseudo-time step increments.

From experience \( \Delta A \) is usually taken as \( 1 \times 10^{-8} \) MN/m² per °C.

4.6 The Sequential Frontal Linear Equation Solver

The number of simultaneous equations (vide equation 4.1.13) to be solved in the use of the finite element displacement method can be very large for engineering structures. This is because of the need to represent the body with a relatively large number of elements to obtain an accurate stress distribution. Moreover, in the step-by-step solution algorithm (vide section 4.4.1) the right-hand side of these equations changes for each time increment. Therefore the method adopted for equation solution is a major factor influencing the efficiency of any finite element program. In SSCREEP a Frontal solving scheme with re-solution capability is implemented (Hinton and Owen 1977).

The Frontal method, produced by Irons (1970) can be considered as a particular technique for first assembling finite element stiffness and nodal forces into a global stiffness matrix and load vector and then solving for unknown displacements by means of a Gaussian elimination and back-substitution process. The main idea of the frontal solution is to assemble equations and eliminate variables at the same time. As soon as coefficients of one equation are completely assembled from contributions of all relevant elements, the corresponding variables can be eliminated. Therefore, the complete structural stiffness matrix
[K] is never formed as such, since after elimination the reduced equation is immediately transferred to back-up storage.

The computer core contains, at any given instant, the upper triangular part of a square matrix containing equations which are being formed at that particular time. Theses equations, their corresponding nodes and degrees of freedom are termed the 'front'. The number of unknowns in the front is the 'frontwidth' whose length generally changes continually during the assembly/reduction process. The maximum size of problem which can be solved is governed by the maximum frontwidth and the maximum computer core requirement is given as:

\[
\text{Core requirement} = (\text{Max. frontwidth} + 1) \times (\text{Max. frontwidth})/2
\]

Equations, nodes and degrees of freedom belonging to the front are termed active; those which are yet to be considered are inactive; those which have passed through the front and have been eliminated are said to be deactivated.

During the assembly/elimination process, elements are considered each in turn according to a prescribed order. Whenever a new element is called in, its stiffness coefficients are read from disc file and summed either into existing equations, if nodes are already active, or into new equations which have to be included in the front if nodes are being activated for the first time. If some nodes are appearing for the last time, the corresponding equations can be eliminated and stored away on disc file and are thus deactivated. In so doing they free spaces in the front which can be employed during assembly of the next element. The operation of the sequential frontal linear equation solver is shown schematically in figure 4.6.1.

For the economic processing of variable load vector cases the inclusion of an equation re-solution facility is essential. In this the reduced equations are stored in their eliminated form and a second and subsequent solution merely necessitates the reduction of right hand side load terms. Thus saving are made in two ways. Firstly, the computation of the element stiffness is unnecessary and secondly, the element assembly and reduction phase is avoided. From experience, solution for each time increment in the step-by-step algorithm can be
obtained in the order of 25% of the time required for a single elastic analysis for large problems.

4.7 The Computer Program

The SSCREEP computer code, or step-by-step CREEP analysis program, is a medium size program (with approximately 5000 Fortran statements) and the following capabilities:

a. It can be used to carry out plane stress, plane strain, axisymmetric and three dimensional continuum analysis.

b. Either raised sustained or cyclic temperature problems maybe handled (vide chapter 2).

c. To solve the equilibrium equation, the sequential frontal solving scheme with re-solution capability is implemented.

d. Dynamic computer memory allocation, i.e. small problems need less memory and will therefore be treated with a higher priority and lower costs in mainframe computer.

e. The two and three dimensional mesh generation preprocessor in SSCREEP saves the user a lot of time for preparing data. (vide chapter 5).

f. Diagnostic preprocessor is also built in for error detection and early warning before entering the main solution processor.

g. SSCREEP is written in Fortran 77 and maybe installed on a variety of machines. In fact SSCREEP has been run on machines ranging from CRAY mainframe to mini-computers such as VAX 11/780.

Figures 4.7.1 and 4.7.2 show a simplified block diagram illustrating the operation of the program. Further details of SSCREEP will be found in a separate internal report (see Appendix C).
4.8 Numerical Examples

4.8.1 Benchmark problems

It is instructive, when testing a method of analysis, to use a simple structure for which alternative solutions can be obtained. Thus England's (England 1962) classical flexurally restrained beam was used as a benchmark problem and solved as one, two and three dimensional models. Figure 4.8.1 shows the details of boundary conditions and loadings. Two types of temperature variations were investigated:

(a) Sustained temperature field, see Figure 4.8.1(b), for one, two and three dimensional models.

(b) Unidirectional cyclic temperature field with $\Delta c_1 = 9.0E-8$ and $\Delta c_2 = 40.0E-8$, see Figure 4.8.1(c), for one and two dimensional models only.

The one dimensional analysis was handled by a step-by-step rate of creep method (England 1967), Figures 4.8.2 and 4.8.3.

The two and three dimensional analyses were performed using SSCREEP. For the two dimensional analysis, the beam was analyzed as a plane stress problem, Figure 4.8.4. A total of 60 triangular elements was used to model the beam.

Although strictly unnecessary for solving the problem, a three dimensional version of the beam was considered in order to test the ability of SSCREEP for solving three dimensional problems. The beam was modeled using 250 tetrahedra, Figures 4.8.5 and 4.8.6.

The arithmetic progression type pseudo-time incremental strategy, with $r_a=1.0$ and $\Delta c=0.25E-08$, was used (vide section 4.5). The solution was terminated at $c=3.99E-06$ due to computer cost considerations. The total number of time steps used was 58. The Young's modulus, Poisson's ratio and coefficient of thermal expansion were taken as 34500 MN/m$^2$, 0.3 and 0.12x10E-04 /°C respectively. Stresses are expressed in MN/m$^2$.

Results for the above analyses are given in Tables 4.8.1 to 4.8.3 for sustained temperature problems. For unidirectional cyclic temperature
problems, the results are shown in Tables 4.8.4 to 4.8.6. All results are given in terms of the x-ordinate used in the one dimensional analysis (Figure 4.8.2).

It is seen from Tables 4.8.1 to 4.8.6 that for practical purposes, the solutions are in close agreement with one another.

4.8.2 Allen's rectangular plate with parabolic edge loading

A finite element solution to a rectangular plate of aspect ratio of 3 was obtained by Allen (England et al 1971). The plate is subjected to a sustained temperature gradient and an inplane edge parabolic loading. A quarter of the plate was modeled using a finite element mesh of 25x9 rectangular elements. An analytical solution was also dervied based on a minimization principle approach.

The same problem was analysed utilising SSCREEP using a 60 triangular element mesh, Figure 4.8.7. The following data was used (Smith 1981):

- Young's modulus = 41400 MN/m²
- Poisson's ratio = 0.2
- Coefficient of thermal expansion = 0.0000135 per °C
- Reference temperature = 20.0 °C

The longitudinal stresses at x=0 for inner and outer faces obtained was compared with those given by Allen and Smith, Figure 4.8.8. It is observed that a close match of solutions was obtained.

More detailed pictures of the transient longitudinal stresses distribution, in the form of stress contour diagrams over the structure, are shown in Figures 4.8.9 to 4.8.11. The stresses plotted were obtained by first extrapolating elemental stresses to nodal points using a nodal stress averaging technique and then interpolated inside the element using a predictor-corrector contour tracing algorithm as described in next chapter.

4.9 Economic Assessment of the Algorithm

In the above analyses, the computer time required by the two dimensional model was 0.2 seconds per increment and for the three
dimensional model it was 0.8 seconds per increment on an IBM 3081 KX3 mainframe computer. Both the pseudo-time step size and the mesh size were finely tuned to minimize computer cost and to achieve an accurate solution at the edge far from the loaded edge of the model. The models analysed are relatively simple in comparison with real structures both in terms of loading and geometry, and therefore fine tuning the step size was relatively easy. If stresses were required nearer to the loaded edge, more elements must be used in the longitudinal direction.

The optimal choice of pseudo-time step size, incremental strategy and mesh refinement required a lot of practical analysis experience and probably some trials and errors. For an inexperienced or occasional user, he might be tempted to choose a single pseudo-time step size of say, 1.0E-08, and a finite element mesh consists of 600 triangular elements for the two-dimensional model. In order to achieve a steady-state solution, the analysis probably has to proceed until c=4.0E-6. The total computer time accrued is then:

\[
\text{Time} = \frac{10 \times 0.2 \times 4.0E-06}{1.0E-08} = 800 \text{ seconds.}
\]

A lot of stresses output would also be generated too. This is rather costly, both in terms of computer and human resources required, for a small problem.

4.10 Concluding Remarks

A computer program SSCREEP is written utilising the step-by-step algorithm and applied to a restrained beam problem analysed as a plane stress problem. From the results obtained it is revealed that while the algorithm itself is easy to implement, it is very expensive to use even for a small problem. A greater disadvantage is the large amount of information generated from such an analysis and consequently the large human resources which maybe required for the interpretation of results.

In the case of sustained temperature problems, the situation maybe
improved by using a variable pseudo-time step increment approach albeit solution accuracy is sacrificed. In the case of cyclic temperature problems, the choice of pseudo-time step increment is restricted because it must not be bigger than the largest temperature phase length within a cycle. Consequently the analysis is often expensive.

It is concluded that while the algorithm is useful in general, it can be extremely expensive and overtax even the most powerful modern computers and thus other ways of solving the problem must be sought and this forms the subject the next chapter.
Figure 4.1: Tackling a structural problem using the finite element method.
(a) An element of a continuum in plane stress or plane strain

(b) Strains and stresses involved in the analysis of plane problems

Figure 4.2.1: The constant strain triangular element
(a) Element of an axisymmetric solid

(b) Strains and stresses involved in the analysis of axisymmetric problems

Figure 4.2.2: The constant strain axisymmetric solid element
Figure 4.2.3: The constant strain tetrahedron element
Figure 4.2.4: Components of stresses in cartesian coordinates
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Set a marker for the last appearance of each node before elimination.
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Extract the equation coefficients and the right hand side terms corresponding to the eliminated node for writing to file.

Deal with prescribed displacements or eliminate a free variable.

Loop over each node

Loop over each element

Loop over all eliminated variables

Read the equations in reverse sequence from file.

Backsubstitute in the current equation.

Store the solved variable in an array ready for output and stress calculations.

Output the nodal displacements and reactions at restrained nodal points.

Figure 4.6.1: Operation sequence for the Sequential Frontal Solver
Figure 4.7.1: Macro flow chart for SSCREEP preprocessor
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The Sequential Linear Frontal Solver

Compute Modal & Element Quantities

Copy to Post Tape for Post-processing later

Figure 4.7.2: Macro flow chart for SSCREEP main processor
(a) Prestressed flexurally restrained beam

(b) Sustained temperature field

(c) Unidirectional cyclic temperature field

Figure 4.8.1: The beam and nature of temperature fields
Divide the beam into n strips each with thickness d/n and it is subjected to an average 'follow up' prestress of $f = N/bd$ and a linear temperature field $T = \alpha + BX$, see figure 4.8.3.

Compute the thermo-elastic stresses:

$$\sigma = f + E \alpha BX$$

The incremental creep strain for the short time interval $\Delta \Delta c$ is given as:

$$\Delta \varepsilon_c = \sigma \Phi(T) \Delta \Delta c$$

Calculate a new set of free strains (initial strains) for the time increment:

$$\varepsilon_f(\text{new}) = \varepsilon_f(\text{old}) + \Delta \varepsilon_c$$

To enforce compatibility & equilibrium, the actual strain $\varepsilon_o$ has to be recalculated:

$$F = E bd/n \sum (\varepsilon_f - \varepsilon_o)$$
$$\varepsilon_o = 1/n \sum \varepsilon_f - f/E$$

Thus the stresses at the end of time step is given as:

$$\sigma = E(\varepsilon_f - \varepsilon_o)$$

STOP  YES  Solution sought reached?  NO

Figure 4.8.2: Macro flow chart for one dimensional step by step rate of creep analysis for a beam problem
Total stresses at loading

$$\sigma = f + E \varepsilon_0 x$$

Strain at end of a time interval creep strain which destroy compatibility during a step. These are added to $\varepsilon_0$ of previous step and the analysis repeats.

$$\Delta \varepsilon_C$$

Figure 4.8.3: One dimensional step by step analysis by the rate of creep method for a flexurally restrained beam.
Applied axial stress = 7 MN/m²

(a) The beam model

(b) Finite element idealisation

Figure 4.8.4: The finite element model for the flexurally restrained beam problem
Figure 4.8.5: The three dimensional finite element model for the flexurally restrained beam problem

Datum Temperature = 5°C
Raised Sustained Temperature, \( T = (5 + 6x)^\circ C \)
Each 8-node brick represents 5 tetrahedra.

Figure 4.8.6: The three-dimensional finite element mesh for the flexurally restrained beam problem.
<table>
<thead>
<tr>
<th>Time</th>
<th>0.0</th>
<th>0.900E-07</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>1-D</td>
<td>2-D</td>
</tr>
<tr>
<td>0.3</td>
<td>-10.672</td>
<td>-10.730</td>
</tr>
<tr>
<td>-0.1</td>
<td>-5.776</td>
<td>-5.755</td>
</tr>
<tr>
<td>-0.3</td>
<td>-3.328</td>
<td>-3.270</td>
</tr>
<tr>
<td>-0.5</td>
<td>-0.880</td>
<td>-0.784</td>
</tr>
<tr>
<td>-0.7</td>
<td>1.568</td>
<td>1.701</td>
</tr>
<tr>
<td>-0.9</td>
<td>4.016</td>
<td>4.187</td>
</tr>
</tbody>
</table>

Note:
(a) Stresses are expressed with reference to one dimensional problem and is in terms of MN/m².
(b) For one dimension model (1-D), stresses location is in terms of x.
(c) For two dimension model (2-D), stresses were extracted at x=0, x in the table should be read as y.
(d) For three dimension model (3-D), stresses are extracted at y=0 and the stresses were calculated as an average of five tetrahedra.
(e) See page 86 for details.

Table 4.8.1: Longitudinal stress comparisons for England's flexurally restrained beam (Sustained temperatures). (Benchmark problem)
<table>
<thead>
<tr>
<th>Time</th>
<th>1.015E-06</th>
<th>2.050E-06</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-D</td>
<td>2-D</td>
</tr>
<tr>
<td>0.9</td>
<td>-6.003</td>
<td>-5.799</td>
</tr>
<tr>
<td>0.7</td>
<td>-6.451</td>
<td>-6.286</td>
</tr>
<tr>
<td>0.5</td>
<td>-6.887</td>
<td>-6.769</td>
</tr>
<tr>
<td>0.3</td>
<td>-7.286</td>
<td>-7.221</td>
</tr>
<tr>
<td>0.1</td>
<td>-7.612</td>
<td>-7.603</td>
</tr>
<tr>
<td>-0.1</td>
<td>-7.816</td>
<td>-7.862</td>
</tr>
<tr>
<td>-0.7</td>
<td>-6.894</td>
<td>-7.041</td>
</tr>
<tr>
<td>-0.9</td>
<td>-5.658</td>
<td>-5.792</td>
</tr>
</tbody>
</table>

**Note:**

(a) Stresses are expressed with reference to one dimensional problem and is in terms of MN/m².
(b) For one dimension model (1-D), stresses location is in terms of x.
(c) For two dimension model (2-D), stresses were extracted at x=0, x in the table should be read as y.
(d) For three dimension model (3-D), stresses are extracted at y=0 and the stresses were calculated as an average of five tetrahedra.
(e) See page 76 for details.

**Table 4.8.2:** Longitudinal stress comparison for England's flexurally restrained beam (Sustained temperatures). (Benchmark problem)
### Table 4.8.3: Longitudinal stress comparisons for England's flexurally restrained beam (Sustained temperatures). (Benchmark problem)

<table>
<thead>
<tr>
<th>Time</th>
<th>3.062E-06</th>
<th>3.990E-06</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-D</td>
<td>2-D</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>-3.155</td>
<td>-3.116</td>
</tr>
<tr>
<td>0.7</td>
<td>-3.525</td>
<td>-3.477</td>
</tr>
<tr>
<td>0.5</td>
<td>-3.990</td>
<td>-3.933</td>
</tr>
<tr>
<td>0.3</td>
<td>-4.585</td>
<td>-4.522</td>
</tr>
<tr>
<td>0.1</td>
<td>-5.360</td>
<td>-5.295</td>
</tr>
<tr>
<td>-0.1</td>
<td>-6.377</td>
<td>-6.322</td>
</tr>
<tr>
<td>-0.3</td>
<td>-7.716</td>
<td>-7.689</td>
</tr>
</tbody>
</table>

**Note:**

(a) Stresses are expressed with reference to one dimensional problem and is in terms of MN/m².
(b) For one dimension model (1-D), stresses location is in terms of x.
(c) For two dimension model (2-D), stresses were extracted at x=0, x in the table should be read as y.
(d) For three dimension model (3-D), stresses are extracted at y=0 and the stresses were calculated as an average of five tetrahedra.
(e) See page 86 for details.
<table>
<thead>
<tr>
<th>Time</th>
<th>0.0 (phase 1)</th>
<th>0.900E-07 (phase 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>1-D</td>
<td>2-D</td>
</tr>
<tr>
<td>0.9</td>
<td>-18.016</td>
<td>-18.180</td>
</tr>
<tr>
<td>0.5</td>
<td>-13.120</td>
<td>-13.210</td>
</tr>
<tr>
<td>0.3</td>
<td>-10.672</td>
<td>-10.730</td>
</tr>
<tr>
<td>-0.1</td>
<td>-5.776</td>
<td>-5.755</td>
</tr>
<tr>
<td>-0.3</td>
<td>-3.328</td>
<td>-3.270</td>
</tr>
<tr>
<td>-0.5</td>
<td>-0.880</td>
<td>-0.784</td>
</tr>
<tr>
<td>-0.7</td>
<td>1.568</td>
<td>1.701</td>
</tr>
<tr>
<td>-0.9</td>
<td>4.016</td>
<td>4.187</td>
</tr>
</tbody>
</table>

**Note:**

(a) Stresses are expressed with reference to one dimensional problem and is in terms of MN/m^2.
(b) For one dimension model (1-D), stresses location is in terms of x.
(c) For two dimension model (2-D), stresses were extracted at x=0, x in the table should be read as y.
(d) No three dimension analysis were performed for computer cost considerations.
(e) See page 86 for details.

**Table 4.8.4:** Longitudinal stress comparisons for England's flexurally restrained beam (Cyclic temperatures). (Benchmark problem)
<table>
<thead>
<tr>
<th>Time</th>
<th>1.015E-06 (phase 2)</th>
<th>2.050E-06 (phase 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>1-D</td>
<td>2-D</td>
</tr>
<tr>
<td>0.9</td>
<td>-5.157</td>
<td>-5.089</td>
</tr>
<tr>
<td>0.7</td>
<td>-5.740</td>
<td>-5.693</td>
</tr>
<tr>
<td>0.5</td>
<td>-6.261</td>
<td>-6.233</td>
</tr>
<tr>
<td>0.3</td>
<td>-6.719</td>
<td>-6.707</td>
</tr>
<tr>
<td>0.1</td>
<td>-7.110</td>
<td>-7.112</td>
</tr>
<tr>
<td>-0.1</td>
<td>-7.435</td>
<td>-7.449</td>
</tr>
<tr>
<td>-0.3</td>
<td>-7.690</td>
<td>-7.714</td>
</tr>
<tr>
<td>-0.5</td>
<td>-7.875</td>
<td>-7.907</td>
</tr>
<tr>
<td>-0.7</td>
<td>-7.987</td>
<td>-8.024</td>
</tr>
<tr>
<td>-0.9</td>
<td>-8.025</td>
<td>-8.066</td>
</tr>
</tbody>
</table>

**Note:**
(a) Stresses are expressed with reference to one-dimensional problem and is in terms of MN/m².
(b) For one dimension model (1-D), stresses location is in terms of x.
(c) For two dimension model (2-D), stresses were extracted at x=0, x in the table should be read as y.
(d) No three dimension analysis were performed for computer cost considerations.
(e) See page 86 for details.

Table 4.8.5: Longitudinal stress comparisons for England's flexurally restrained beam (Cyclic temperatures). (Benchmark problem)
<table>
<thead>
<tr>
<th>Time</th>
<th>3.062E-06 (phase 2)</th>
<th>3.990E-06 (phase 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>1-D</td>
<td>2-D</td>
</tr>
<tr>
<td>0.9</td>
<td>-5.699</td>
<td>-5.622</td>
</tr>
<tr>
<td>0.7</td>
<td>-6.111</td>
<td>-6.085</td>
</tr>
<tr>
<td>0.5</td>
<td>-6.479</td>
<td>-6.462</td>
</tr>
<tr>
<td>0.3</td>
<td>-6.802</td>
<td>-6.794</td>
</tr>
<tr>
<td>0.1</td>
<td>-7.078</td>
<td>-7.078</td>
</tr>
<tr>
<td>-0.1</td>
<td>-7.307</td>
<td>-7.314</td>
</tr>
<tr>
<td>-0.3</td>
<td>-7.487</td>
<td>-7.500</td>
</tr>
<tr>
<td>-0.5</td>
<td>-7.617</td>
<td>-7.634</td>
</tr>
<tr>
<td>-0.7</td>
<td>-7.697</td>
<td>-7.717</td>
</tr>
<tr>
<td>-0.9</td>
<td>-7.723</td>
<td>-7.746</td>
</tr>
</tbody>
</table>

Note:

(a) Stresses are expressed with reference to one dimensional problem and is in terms of MN/m².

(b) For one dimension model (1-D), stresses location is in terms of x.

(c) For two dimension model (2-D), stresses were extracted at x=0, x in the table should be read as y.

(d) No three dimension analysis were performed for computer cost considerations.

(e) See page 86 for details.

Table 4.8.6: Longitudinal stress comparisons for England's flexurally restrained beam (Cyclic temperatures). (Benchmark problem)
Aspect ratio = 3

Compressive edge pressure

\( \sigma_{xx} = 13.79(1-y^2) \) MN/m²

Temperature

\( T = T(y) \)

(a) The Allen's plate subjected to parabolic edge loading

(b) Finite element idealisation

Figure 4.8.7: The Allen's plate analysed as a plane stress problem
Note:

(a) Units for specific thermal creep is microstrain per lb/in² per °C.

(b) Allen's results was obtained using an analytical approach using stress functions

(c) Smith's results were obtained using a general purpose finite element program called ANDINA.

Figure 4.8.8 Stress contours for Allen's flat plate problem
Figure 4.8.9 Stress contours for Allen's flat plate problem
Figure 4.8.10 Stress contours for Allen's flat plate problem
Figure 4.8.11 Stress contours for Allen's flat plate problem

(a) $\sigma_{xx} \times 10$ at $c = 0.775E-07$

(b) $\sigma_{xx} \times 10$ at steady-state
CHAPTER FIVE

A DIRECT THREE DIMENSIONAL SOLUTION ALGORITHM BASED ON THE PRINCIPLE OF MINIMUM COMPLEMENTARY POWER

Summary

The Complementary Power Theory is presented. It permits stresses to be evaluated in both the transient creep phase and in the limiting steady state condition from a Power Minimisation Procedure in conjunction with a Ritz process. This Procedure has the advantage that it maybe used in the form of exact or approximate analysis and is more economic than the conventional time-step algorithms. The nature of the Ritz's expression together with its automatic generation is explored in detail.

The Power Minimisation Procedure is extended to general two and three dimensional continua utilising the finite element technique. A computer program VPCREEP in which isoparametric elements of the serendipity family is used as the finite element model is developed based on the Procedure and applied to some benchmark problems to validate the accuracy and efficiency of the Procedure.

5.1 The Power Minimisation Procedure

The Power Minimisation Procedure utilised the Principle of the Minimum of the Total Complementary Power depicted in section 2.7. Where a structure at all times in equilibrium with the specified loading and compatible with respect to both internal strains and external geometrical constraints, the Complementary Power Principle states:

$$\int \{ \varepsilon \}^T \{ \delta \sigma \} \, dV = 0$$  \hspace{1cm} (5.1.1)

In a Ritz type representation, the state of stress \( \{ \sigma \} \) is specified as a series of terms as given in equation 5.1.2, for which the spatial stress distributions \( \{ \sigma_i \} \) are specified. The problem becomes one of identifying the time functions \( \{ a_i \} \) associated with each stress distribution. These functions represent the preferred weighting of each spatial stress distribution to give the best match to the exact
solutions at all times as dictated by the Complementary Power Principle, viz equation 5.1.1. Thus

\[
\{\sigma\} = \{\sigma_0\} + a_1\{\sigma_1\} + ... + a_n\{\sigma_n\}
\]

\[
= \{\sigma_0\} + \{a\}^T\{\sigma\}
\]  

(5.1.2)

where \(\{\sigma_0\}\) represents any set of stresses which are in equilibrium with the boundary loading and \(\{\sigma\}\) constitutes self-equilibrating internal stress distributions.

In an analogous Maxwell representation, the strain rate vector \(\{\dot{\varepsilon}\}\) is given as, (vide equation 2.5.2):

\[
\frac{1}{E_m}\{\dot{\varepsilon}\} = -[V]\{\dot{\sigma}\} + \Phi(T)[V_C]\{\sigma\}
\]  

(5.1.3)

where \([V]\) and \([V_C]\) are matrices of the elastic and creep Poisson's ratio respectively, viz:

\[
[V] = \begin{bmatrix}
1 & -v & -v & 0 & 0 & 0 \\
-v & 1 & -v & 0 & 0 & 0 \\
-v & -v & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 2(1+v) & 0 & 0 \\
0 & 0 & 0 & 0 & 2(1+v) & 0 \\
0 & 0 & 0 & 0 & 0 & 2(1+v)
\end{bmatrix}
\]  

(5.1.4)

\[
[V_C] = \begin{bmatrix}
1 & -v_C & -v_C & 0 & 0 & 0 \\
v_C & 1 & -v_C & 0 & 0 & 0 \\
v_C & -v_C & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 2(1+v_C) & 0 & 0 \\
0 & 0 & 0 & 0 & 2(1+v_C) & 0 \\
0 & 0 & 0 & 0 & 0 & 2(1+v_C)
\end{bmatrix}
\]  

(5.1.5)

Experimental evidence (vide section 2.3) suggests that creep Poisson's ratio \(v_C\) and elastic Poisson's ratio \(v\) can be taken as identical at working stress levels. Thus

\[
[V] = [V_C]
\]  

(5.1.6)
Therefore equation 5.1.3 maybe recast as:

\[ \{\dot{\varepsilon}\} = (\nabla + \Phi(T))[\nabla][\sigma] \quad (5.1.7) \]

where \( \nabla \) is the differential operator in pseudo-time, \( \nabla = d/dc \).

The strain rate vector \( \{\dot{\varepsilon}\} \) of equation 5.1.1 maybe represented in terms of the stresses of equation 5.1.2 through equation 5.1.7 and noting that:

\[ \delta\{\sigma\} = \frac{\partial\sigma}{\partial a_i} = \{\sigma_i\}\delta a_i \quad (5.1.8) \]

We have then,

\[ \{\dot{\varepsilon}\} = (\nabla + \Phi(T))[\nabla][\sigma] \quad (5.1.9) \]

From equation 5.1.2 and equation 5.1.8 we obtain:

\[ \int \{\dot{\varepsilon}\}\{\delta\sigma\} = \int [\sigma^T\{\dot{\varepsilon}\}] \, dV = 0 \quad (5.1.10) \]

After substitution of \( \{\dot{\varepsilon}\} \) from equation 5.1.9, equation 5.1.10 leads to the following matrix differential equation for the time functions \( \{a\} \); thus,

\[ [Q]\{\dot{a}\} + [R]\{a\} + [s] = \{0\} \quad (5.1.11) \]

where

\[ Q_{rs} = \int \frac{1}{E_m} [\sigma_r]^T[V][\sigma_s] \, dV \]
\[ R_{rs} = \int \Phi(T)[\sigma_r]^T[V][\sigma_s] \, dV \quad (5.1.12) \]
\[ s_T = \int \Phi(T)[\sigma_r]^T[V][\sigma_0] \, dV \]

Equation 5.1.11 has the solution:

\[ \{ a \} = \exp(-[Q]^{-1}[R]\{s\}) - [R]^{-1}\{s\} \tag{5.1.13} \]

where \{s\} is a vector of coefficients determined from the initial condition. This equation maybe evaluated readily for any values of pseudo-time \( c \), to give the weighting functions \{a\} at these times.

When temperature varies in a cyclic manner in time, the time-dependent stresses can be evaluated by the varying coefficients method. Analysis by this method proceeds by evaluating stresses using equation 5.1.11 with appropriate \([Q]\) and \([R]\) matrices. Then after each change in temperature an initial value problem arises where the vector \{s\} has to be re-evaluated. It is apparent that this requires the evaluation of the vector \{a\} at the end and at the start of each phase, i.e. immediately before and after each change of temperature. After each change there is a change in thermal stresses which is reflected in a definable change in the vector \{a\}.

### 5.2 The Finite Element Characteristics

In this chapter iso-parametric elements of the serendipity family (Zienkiewicz 1982) are implemented. The iso-parametric elements are those elements having the same shape function for defining geometry and displacements. In terms of performance, the iso-parametric elements have been demonstrated to be distinctly superior to any other types of elements for continuum stress analysis, both with regard to the individual element properties and also in application to idealised structural systems. In addition, the iso-parametric element have the advantage of isotropy (i.e. their stiffnesses are identical along their axis).

**a. Two dimensional analysis:**

Figure 5.2.1 shows a typical quadratic (8 nodes) iso-parametric element defined in local coordinates with axis \((\xi, \eta)\). For corner nodes, the shape function \( N_i \) (vide section 4.1) defined in local coordinates \((\xi, \eta)\) is:
\[ N_i = \frac{1}{2}(1 + \xi_0)(1 + \eta_0)(\xi_0 + \eta_0 - 1) \quad (5.2.1) \]

and for the mid-side nodes:

\[ N_i = \frac{1}{3}(1 - \xi^2)(1 + \eta_0), \quad \xi_i = 0 \]
\[ N_i = \frac{1}{3}(1 + \xi_0)(1 - \eta^2), \quad \eta_i = 0 \quad (5.2.2) \]

where

\[ \xi_0 = \xi_i \xi, \quad \eta_0 = \eta_i \eta \quad (5.2.3) \]

b. Axisymmetric analysis:

The problem of stress analysis of solids of revolution under axisymmetric loads is of practical importance (vide section 4.2). The element used for modelling solids of revolution is the axisymmetric ring element having an 8-nodes iso-parametric cross-section. The shape function being the same as those in two dimensional analysis (Figure 5.2.2).

c. Three dimensional analysis:

The three dimensional 20-node iso-parametric brick elements is used for three dimensional modelling. The shape function for corner nodes being:

\[ N_i = \frac{1}{6}(1 + \xi_0)(1 + \eta_0)(1 + \zeta_0)(\xi_0 + \eta_0\zeta_0 + 2) \quad (5.2.4) \]

and for typical mid-side nodes:

\[ \xi_i = 0, \quad \eta_i = \pm 1, \quad \zeta_i = \pm 1 \]
\[ N_i = \frac{1}{6}(1 - \xi^2)(1 + \eta_0)(1 + \zeta_0) \quad (5.2.5) \]

Again, the shape function is expressed in terms of local coordinates, Figure 5.2.3.
5.3 Numerical Computation of Element Matrices by Gauss-Legendre Quadrature

To perform finite element analysis using the iso-parametric elements, element stiffness matrices (vide section 4.1) viz:

\[ [K^e] = \int [B]^T [D] [B] \, dV \quad (5.3.1) \]

and associated load vectors (vide section 4.1) viz:

\[ [F^e] = \int [N]^T [q] \, dS \quad (5.3.2) \]

must be evaluated. To evaluate such matrices, two transformations are necessary. In the first place as \( N_i \) is defined in terms of local curvilinear coordinates, it is necessary to devise some means of expressing the global derivatives in terms of local derivatives. In the second place, the element of volume (or surface) over which the integration has to be carried out needs to be expressed in terms of the local coordinates with appropriate change limits of integration.

The derivatives in a typical matrix \([B_i]\) (vide equation 4.1.4) maybe evaluated by applying the 'chain rule' of partial differential as follows:

\[
\begin{bmatrix}
\frac{\partial N_i}{\partial \xi} \\
\frac{\partial N_i}{\partial \eta} \\
\frac{\partial N_i}{\partial \zeta}
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial x}{\partial \xi} & \frac{\partial y}{\partial \xi} & \frac{\partial z}{\partial \xi} \\
\frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta} & \frac{\partial z}{\partial \eta} \\
\frac{\partial x}{\partial \zeta} & \frac{\partial y}{\partial \zeta} & \frac{\partial z}{\partial \zeta}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial N_i}{\partial x} \\
\frac{\partial N_i}{\partial y} \\
\frac{\partial N_i}{\partial z}
\end{bmatrix}
\]

In the above, the left hand side can be evaluated as the functions \( N_i \) are specified in local coordinates (vide section 5.2). Furthermore as \( x, y, z \) are explicitly given by the relation defining the curvilinear coordinates (vide equation 4.1.2), the Jacobian matrix \([J]\) can be found explicitly in terms of the local coordinates. To find the global derivatives we invert \([J]\); thus
\[
\begin{bmatrix}
\frac{\partial N_i}{\partial x} \\
\frac{\partial N_i}{\partial y} \\
\frac{\partial N_i}{\partial z}
\end{bmatrix} = [J]^{-1}
\begin{bmatrix}
\frac{\partial N_i}{\partial \xi} \\
\frac{\partial N_i}{\partial \eta} \\
\frac{\partial N_i}{\partial \zeta}
\end{bmatrix}
\]  

(5.3.5)

\[ [J] \text{ may be written in terms of the shape function viz:} \]

\[
[J] = \begin{bmatrix}
\frac{\partial N_1}{\partial \xi} & \frac{\partial N_2}{\partial \xi} & \cdots & \frac{\partial N_i}{\partial \xi} \\
\frac{\partial N_1}{\partial \eta} & \frac{\partial N_2}{\partial \eta} & \cdots & \frac{\partial N_i}{\partial \eta} \\
\frac{\partial N_1}{\partial \zeta} & \frac{\partial N_2}{\partial \zeta} & \cdots & \frac{\partial N_i}{\partial \zeta}
\end{bmatrix} \begin{bmatrix}
x_1 & y_1 & z_1 \\
x_2 & y_2 & z_2 \\
x_3 & y_3 & z_3 \\
\vdots & \vdots & \vdots \\
x_i & y_i & z_i
\end{bmatrix}
\]  

(5.3.6)

Since matrix \([B]\) is expressed in local coordinates, it is necessary to carry out the integration in equation 5.3.1 in local coordinates too, using the relationship:

\[ dV = dxdydz = \text{det}[J] \, d\xi d\eta d\zeta \]  

(5.3.7)

Thus equation 5.3.1 maybe written as:

\[ [K_e] = \iiint [B]^T[D][B] \, \text{det}[J] \, d\xi d\eta d\zeta \]  

(5.3.8)

The integration is carried out within a prism (vide Figure 5.2.3) with limits between 1 and -1, not in the complicated distorted shape, hence accounting for the simple integration limits. Typically, the expressions for evaluating the contributions of surface tractions (vide equation 5.3.2) are:

\[ [F_e] = \int [N]^T[q] \, dS \]  

(5.3.9)

The element \(dS\) will generally lie on the surface where one of the coordinates is constant. It is convenient to consider \(dS\) as vector orientated in the direction normal to the surface. For three dimensional problems the following vector cross products gives \(dS\):
\[ dS = \begin{vmatrix} \frac{\partial x}{\partial \xi} & \frac{\partial x}{\partial \eta} \\ \frac{\partial y}{\partial \xi} & \frac{\partial y}{\partial \eta} \\ \frac{\partial z}{\partial \xi} & \frac{\partial z}{\partial \eta} \end{vmatrix} \]  

(5.3.10)

for \( \zeta = \text{constant} \) and on substitution integrate within a domain \( \xi > 1, \eta < 1 \).

In order to integrate equation 5.3.8 efficiently the Gauss-Legendre Quadrature is utilised viz:

\[ I = \iiint f(\xi, \eta, \zeta) \, d\xi d\eta d\zeta \quad (5.3.11) \]

\[ = \sum \sum H_i H_j H_m f(\xi_i, \eta_j, \zeta_m) \quad (5.3.12) \]

The limit of integration is between -1 and 1. The \( \Sigma \) is over the indices \( i, j, m \) for \( i = 1, 2, \ldots n; j = 1, 2, \ldots n; m = 1, 2 \ldots n \).

where \( n \) is the order of integration rule used and \( H_i, H_j, H_m \) are the weighting coefficients, Table 5.3.1. It should be noted that an \( n \)-th order rule integrates any polynomial of degree \((2n-1)\), or less exactly. It is of interest to note that the sampling positions of the Gauss-Legendre Quadrature \((\xi_i, \eta_j, \zeta_m)\) coincide with roots of the Legendre polynomials. For quadratic elements, a 3-order Gauss point integration is adequate. Typically, the element stiffness is given as:

\[ [K^e] = \sum \sum H_i H_j H_m [B]^T[D][B] \text{det}[J] \]

(5.3.13)

where \([B], [J]\) are evaluated at Gauss sampling points \((\xi_i, \eta_j, \zeta_m)\).

5.4 Evaluation of \([Q], [R] \) and \([s]\)

Likewise the matrix coefficients \([Q], [R] \) and \([s]\) (vide equation 5.1.11) maybe conveniently evaluated exactly as before. Let

\[ \Psi(\sigma) = ([\sigma]^T[V][\sigma] \text{ det } [J]) \]

and

\[ \Psi(\sigma_0) = ([\sigma_0]^T[V][\sigma_0] \text{ det } [J]) \]
\[ [Q] = \sum_{i} H_i H_j H_m (\psi(\sigma)/E_m) \]  

(5.4.1)

where \( \sum_{i} \) is the summation over the body volume and \([\sigma]\) are evaluate at the sampling point \((\xi, \eta, \zeta)\). Similarly,

\[ [R] = \sum_{i} H_i H_j H_m (\Phi(T) \psi(\sigma)) \]  

(5.4.2)

\[ \{s\} = \sum_{i} H_i H_j H_m (\Phi(T) \psi(\sigma_0)) \]  

(5.4.3)

Again \( \Phi(T) \) and \( \{\sigma_0\} \) are the values evaluated at sampling points. Typically, for a 20-nodes element, \( \Phi(T(\xi, \eta, \zeta)) \) are given as:

\[ \Phi(T(\xi, \eta, \zeta)) = \sum_{k} (\xi, \eta, \zeta) \Phi(T(x_k, y_k, z_k)) \]  

(5.4.4)

For \( k=1, 2, \ldots, n \) which represents the number of nodes per element.

5.5 Solution of Matrix Differential Equations

The resulting equilibrium equations are to be solved by the Partition Frontal Scheme as described in next section.

The matrix differential equation 5.1.11 maybe solved by a variety of methods, e.g. Runge-Kutta, and since the equation is first order it maybe solved explicitly viz:

\[ \{a\} = \exp(-[Q]^{-1}[R])\{s\} - [R]^{-1}\{s\} \]  

(5.5.1)

Thus the time-dependent coefficients \( \{a\} \) maybe obtained by exponential series expansion of the first term in the right hand side viz:

\[ \exp([\Gamma]) = [I] + [\Gamma] + \frac{[\Gamma]^2}{2!} + \ldots + \frac{[\Gamma]^p}{p!} \]  

(5.5.2)

by writing \( [\Gamma] = -[Q]^{-1}[R]c \). Let

\[ [\Gamma_0] = [I]; [\Gamma_r] = ([\Gamma][\Gamma_{r-1}])/r \]
Then the sums

\[
\begin{align*}
[S_0] &= [\Gamma_0] \\
[S_r] &= [S_{r-1}] + [\Gamma_r], \ r=1, 2, ... \ p \ and \ p > \infty.
\end{align*}
\]  

(5.5.4)

give approximations to \(\text{EXP}([\Gamma])\). Sometimes it is convenient to evaluate the sum of equation 5.5.2 for a small value of \(c = \Delta c\), and then obtain the solution of other times such as \(2c, 4c, ... 2^r c\) by successively squaring the result for \(c = \Delta c\), \(r\) is a positive integer. Experiences indicate that \(\Delta c = 10^{-8} \text{ MN/m}^2\) per °C is an optimal value.

However, the proportion of the central processing time (cp time) required to solve equation 5.5.1 is likely to be insignificant when it is embedded within a finite element program. Indeed this is one of the main reasons why the Power Minimisation Procedure is distinctly superior to conventional time-step procedure.

### 5.6 The Partition Frontal Linear Equation Solver

In the sequential frontal solver (vide section 4.6), at any time during the elimination of the coefficients, only those equations corresponding to the degrees of freedom that have had their first appearance and not yet their last appearance, in terms of element by element processing, needed to be in core. This set of degrees of freedom constitutes the current front. Consequently, the front size will vary as the solution moves through the structure element by element processing deactivating certain degrees of freedom and activating others.

Such a scheme is efficiently used for the solution of structures in which the front size can be accommodated in-core throughout the processing of the coefficient matrix.

In cases where either the computer core required for the storage of the front equations exceeds the maximum in-core storage available in the computer or a small portion of the elements in the structural discretisation forms a 'spike' for which the front size is much larger than the mean front size for the entire structure, the front
can be partitioned into different sets, Figure 5.6.1. Since the order for processing elimination effects is immaterial, each column set can be loaded into central computer core when required, processed and then unloaded again to auxiliary storage.

The partitioning of the frontal column is completely internal to the assembly and elimination phases of frontal solution method. In VPCREEP the partitioning process is completely automatic and is summarised in Figures 5.6.2.

5.7 Nature of Ritz's Representation

In a Ritz process mentioned in section 5.1, a set of basis functions is selected and constructed to an approximated solution of the form:

\[ \sigma_{ij}(x,y,z,c) = \sigma_{ij}(x,y,z,0) + \sum a_k \phi_{k,ij}(x,y,z) \]  

(5.7.1)

In the context of present work, these basis functions \( \phi_{k,ij} \) are known as self-equilibrating stress functions and they must at least satisfy the following conditions:

a. \( \phi_{k,ij} \) must satisfy the prescribed boundary conditions under no load conditions.

b. \( \phi_{k,ij} \) must be self-equilibrium.

c. \( \phi_{k,ij} \) must be linearly independent.

and if \( \phi_{k,ij} \) forms an orthogonal set, numerical stability is assured. These self-equilibrating stress distributions maybe defined by closed form functions such as Legendre polynomials, Airy stress functions and Finzi stress functions for one, two and three dimensional problems respectively. Despite many trials of great complexity, these analytic functions are often either difficult or impossible to solve except for structures of the simplest shape.

A possible way round this is the use of numerically defined self-equilibrating stress distributions which are generated from displacement finite element analyses which forms the subject of discussion in the next section.
5.8 Automatic Generation of Self-Equilibrating Stress Distributions

There are various possibilities exist for generating the self-equilibrating distributions. At least two methods are readily available in any creep problem:

1. An elastic analysis for a structure subjected to initial strain. The initial strain could be due to a temperature variation in space. The resulting stress distributions could be self-equilibrium.

2. The difference between two elastic solutions for the same boundary loads and with spatial variation of the elastic modulus.

In VPCREEP the following types of self-equilibrating stress distributions maybe generated:

a. The actual thermal stress distribution:

This arises from the temperature field under which the structure is operating.

b. Effective modulus type distributions:

It has been stated that in chapter 2 that by the effective modulus method, one step calculation of transient stresses is possible using a non-homogeneous elastic modulus throughout the structure defined by:

\[ E_{\text{eff}} = \frac{E_m}{1 + E_m \phi(T)c} \]  \hspace{1cm} (5.8.1)

where \( E_m \) is the Young's modulus of elasticity, \( \phi(T) \) is the normalising creep function, \( T \) is the sustained temperature at the point considered and \( c \) is the pseudo-time at which the transient stresses \( \sigma_{\text{eff}} \) are required. This approach is known to provide inaccurate creep solution. However, this method could be beneficial in obtaining self-equilibrating stress distributions by subtracting the stresses obtained from the thermo-elastic stresses. It is also possible to generate more than
one distribution by this way corresponding to solutions at different values of pseudo-time, and the self-equilibrating stress distribution becomes \( (\sigma_0 - \sigma_{\text{eff}}) \).

c. True steady-state type distributions:

The steady-state stresses required for this distribution are obtained by making use of the analogy that exists between conventional elastic theory and the direct calculation of steady-state stresses caused by creep (vide section 2.6).

By this analogy, the steady-state stresses in a structure subjected to a sustained temperature distribution, \( \sigma_{ss} \), maybe obtained from a stiffness analysis by replacing the elastic modulus with the reciprocal of \( \phi(T) \) and the self-equilibrating stress distribution becomes \( (\sigma_0 - \sigma_{ss}) \).

In the case of temperature varying in a cyclic manner between two sets of fixed values \( T_1 \) and \( T_2 \) and with phase length \( k_1 \) and \( k_2 \) respectively, the steady-state cyclic stresses \( \sigma_{ssc} \) can be obtained readily through a single elastic procedure (vide section 2.6). In these procedures the modulus of elasticity is replaced by an equivalent spatially varying modulus of the value:

\[
E_m = \frac{(1 + k)}{\phi(T_1) + \phi(T_2)k} \quad (5.8.2)
\]

where \( k = k_2/k_1 \) and at the same time the structure is subjected to analogous initial strains \( \{\varepsilon_0\} \) of the value,

\[
\{\varepsilon_0\} = \frac{-[V]\{\sigma T\}k\phi(T_2)}{(1+k)} \quad (5.8.3)
\]

and the self-equilibrating stress distribution becomes \( (\sigma_0 - \sigma_{ssc}) \).
d. Fictitious temperature fields type distributions:

This type of stress distributions, \( \sigma_{Tf} \), is based on suitable choice of spatially varying temperature fields for the structure being considered.

5.9 The VPCREEP Program

5.9.1 General Remarks

The VPCREEP computer code, or Virtual Power CREEP analysis program, is designed as a special purpose finite element program for the analysis of two and three dimensional concrete structures subjected to the combined influence of creep and temperature utilising the Power Minimisation Procedure as described earlier in this chapter. It evaluates the time variation of stresses for two classes of problems, for which cracking does not occur:

(i) Sustained temperature and loads.
(ii) Sustained loads and cyclically varying temperatures; between any two states.

VPCREEP is a self-contained and medium size program (approximately 8000 Fortran statements). It can perform both elastic and thermal creep analyses. The program is capable of handling plane stress, plane strain, axisymmetric and three dimensional problems. A data input interpreter is utilised for a format-free style of data entry.

5.9.2 Data checking

In the analysis of large structures, it is important to be able to check the data read and generated by the program. For this purpose, a diagnostic pre-processor is built in to identify any potential errors before entering the main solution phase. The resulting error messages are printed out in plain language.

5.9.3 Dynamic computer memory management

To solve the resulting system of linear equations, a partition frontal
solver is implemented. It has been shown that the frontal algorithm is not only efficient but also natural to the finite element system (Abbas 1980).

Dynamic computer memory management is implemented in that the program calculates automatically the amount of work space needed and allocates core memory dynamically in such a way that minimum disc access is required during execution time. The program determines whether the frontwidth is small enough to fit into the available computer memory. If the frontwidth is too large, then the frontal column will be partitioned automatically.

5.9.4 The restart facility

The restart facility enables the user to enter the program at any significant point for data checking and additional solutions.

In linear elastic analysis, it allows for the economic processing of multiple load cases in that the reduced global stiffness matrix is stored in their reduced form, and a second or subsequent solutions merely necessitate the reduction of the right hand side load vector. Thus the computation of element stiffness, the global assembly and reduction of stiffness can be avoided.

In creep analysis, the restart facility allows for multiple generation of self-equilibrating stresses in different runs and the multiple creep solutions at different pseudo-times.

5.9.5 Mesh generation, stress smoothing and contouring

The subjects of finite element pre-processing and post-processing are vast and they belong to a multi-million pounds computer aided design (CAD) industry. A selected list of publications related to these subjects are shown in appendix A. Some CAD packages are shown in Table 5.9.1. In cases where such packages are not available, companion programs, namely SBSPOST for SSCREEP and VPCPOST for VPCREEP, are provided. However they are not intended for competing with such CAD packages which obviously provide extensive facilities.
5.9.5.1 Mesh generation

For many practical problems, thousands of elements and nodes are involved and the task of preparing the data becomes extremely lengthy and tedious. Moreover, during the preparation of thousands of data cards some human error maybe introduced and remain undetected in spite of checks which are usually made. The presence of such errors will inevitably bring about incorrect results and if detected at that stage it would mean another run on the computer after correcting the data, which is tiresome and costly, although not disastrous. However, if the errors remain undetected and such incorrect results are used for making decisions and judgements, there maybe series repercussions. It is therefore important to eliminate such data errors, and this can be achieved to a large extent by automatic mesh generation, in which nodal numbers and their nodal connection order are prepared automatically by the computer as input data using the minimal amount of information necessary to describe the geometry of the structure and the desired fineness of the mesh.

In recent years considerable effort has been made in developing mesh generating algorithms. Buell and Bush (1973) reviewed the pre-1973 literature and Thacker (1980) published an extensive bibliography in 1980. Ho-Le (1988) identified seven classes of mesh generation methods as shown in Figure 5.9.1.

In VPCRREP the iso-parametric mapped element approach is utilised (Zienkiewicz 1971). The mapping functions are 8-node for two dimensional elements and 20-nodes for three dimensions. The method is best illustrated by considering the process of generating a 8-node parabolic mesh. A single domain shown in Figure 5.9.2 maybe regarded as one large iso-parametric element and the topology is adequately defined by the eight master nodes. A suitable 8-node iso-parametric mesh is then obtained by using lines of constant \( \xi \) and \( \eta \) to divide the large master element into \( m \) elements in \( \xi \)-direction and \( n \) elements in the \( \eta \)-direction. The coordinates of any point \( j \) are given as:

\[
\begin{align*}
    x_j &= \sum N_i(\xi_j, \eta_j)x_i \\
    y_j &= \sum N_i(\xi_j, \eta_j)y_i
\end{align*}
\] (5.9.1)
where $N_i$ are the shape functions for the parabolic iso-parametric elements and are used as mapping functions (vide section 5.2). Similarly, for three dimensional meshes the coordinates of any generated point $j$ are given as:

$$x_j = \Sigma N_i(\xi_j, \eta_j, \zeta_j)x_i$$

$$y_j = \Sigma N_i(\xi_j, \eta_j, \zeta_j)y_i$$

$$z_j = \Sigma N_i(\xi_j, \eta_j, \zeta_j)z_i$$

(5.9.3)

Although better fitting is possible by using the blending functions interpolation procedure (Gordon et al 1973) or any other methods as shown in Figure 5.9.1, experiences have shown that the fit of quadratic iso-parametric elements to fairly complex boundaries is reasonable.

5.9.5.2 Stress smoothing

In the displacement method, the stresses are discontinuous between elements because of the nature of the assumed displacement variation. A typical stress distribution is shown in Figure 5.9.3. In analysis involving numerically integrated elements such as isoparametric elements, experience has shown that the integration points are the best stress sampling points. The nodes, which are the most useful output locations for stresses, appear to be the worst sampling points. It is well known that interpolation functions tend to behave badly near the extremities of the interpolation region. It is therefore reasonable to expect that shape functions derivatives, and hence stresses, sampled in the interior of the elements would be more accurate than those sampled on the element periphery. The analyst is therefore faced with the problem of interpreting quantities which are histogram-type distributions. Often the subjective eye of the experienced analyst may be quite successful in interpreting such information; equally, it may easily be prejudiced and such an interpretation may lack consistency and rationality. It is therefore
crucial that some rational and consistent procedures for the interpretation of discontinuous functions be adopted. One of such procedure is termed stress smoothing. If the stress smoothing is carried out over the whole of the finite element domain, it is referred to as global smoothing. Otherwise the smoothing process performed separately over each individual element is called local smoothing.

In the constant strain family of elements, such as those used in the SSCREEP program (vide chapter 4), an economic and simple global stress smoothing procedure utilised is to take nodal averages of stresses, that is the average of the nodal stresses of all elements meeting at a common node. No local stress smoothing is applied for this family of elements.

In the isoparametric elements of the serendipity family, such as those used in the VPCREEP program, a local stress smoothing is carried out in that the stress values at the integration points are dispersed to nodal points first. If a second order integration rule is used, the local smoothing is carried out using a least squares method (Hinton and Campbell 1974). If a third order rule is used, the local smoothing is carried out using a blending functions technique (Gordon et al 1973). Examples of the two approaches for a 8-node iso-parametric element are shown in Figures 5.9.4 and 5.9.5.

The local stress smoothing is followed by a global stress smoothing technique as applied to the constant strain elements to give a global view of stresses.

5.9.5.3 Stress contouring

After the nodal stresses are obtained, it can be presented in the form of a stress contour plot. Contouring in two and three dimensional spaces is of great importance and is a subject of intense research in both the academic and the industrial world.

In VPCPOST and SBSPOST, an iso-parametric inverse mapping coupled with a predictor-corrector approach advanced by Gray and Akin (1979), is adopted.
Consider any iso-parametric element formulated in local coordinates as shown in Figure 5.9.6. At any local point the value of stress is:

\[ V(\xi, \eta) = [N(\xi, \eta)]\{V_e\} \]  \hspace{1cm} (5.9.3)

Where \([N]\) and \(\{V_e\}\) denote the shape functions and the nodal values, respectively. If a contour of \(V\) can be defined in local space, then can be converted to the global space.

Assume that the contour is given by \(V=k\), where \(k\) is a known constant, and also assume that the local coordinates \((\xi_0, \eta_0)\) of one point on the contour are known. The equation of such a curve is given by \(dV=0\). In local coordinates, this becomes:

\[ 0 = (\partial V/\partial \xi)d\xi + (\partial V/\partial \eta)d\eta \]  \hspace{1cm} (5.9.4)

where,

\[ d\xi = dL \cos \theta \]
\[ d\eta = dL \sin \theta \]

\[ \partial V/\partial \xi = [\partial N/\partial \xi]\{V_e\} \]
\[ \partial V/\partial \eta = [\partial N/\partial \eta]\{V_e\} \]

where \(d\xi\) and \(d\eta\) are components of a known contour trace step size \(dL\) which is tangential to the contour line, Figure 5.9.6. Thus, given a starting points on an element contour line, all one needs to trace through the element are nodal values of the function, the local coordinate derivatives of the shape functions, and assumed step increment \(dL\). Using this assumption, the formulas which predict the position of the contour line's new location with respect to the old location are:

\[ V = \sqrt{(\partial V/\partial \xi)^2 + (\partial V/\partial \eta)^2} \]
\[ \xi_{new} = \xi_{old} + (dL/V)(\partial V/\partial \xi) \]  \hspace{1cm} (5.9.5)
\[ \eta_{new} = \eta_{old} + (dL/V)(\partial V/\partial \eta) \]
The above procedure can be further improved to make the accumulated error acceptably small without excessive increase in computational cost. This is in the form of a simple correction step normal to the contour line, thus the corrected local coordinates may be calculated from the following set of equations:

\[ \xi_{\text{cor}} = \xi_{\text{new}} - \left( \frac{1}{\sqrt{V}} \right)^2 \frac{\partial V}{\partial \xi} \left[ V(\xi_{\text{new}}, \eta_{\text{new}}) - V_{\text{cor}} \right] \]

\[ \eta_{\text{cor}} = \eta_{\text{new}} - \left( \frac{1}{\sqrt{V}} \right)^2 \frac{\partial V}{\partial \eta} \left[ V(\xi_{\text{new}}, \eta_{\text{new}}) - V_{\text{cor}} \right] \]

where \( V_{\text{cor}} \) is the correct contour value. To terminate the contour, one checks the coordinates at end of each segment to see if they remain within the element. Once a contour inside an element has been completely traced in local coordinates, all points on the contour are converted to the corresponding global coordinates.

The contour tracing process repeats for every element and all stress values desired. A global picture of stress variations which aids the analyst to identify problem areas is thus obtained.

5.9.8 Program flow

The program is modular in nature. Its operation may be considered in distinct phases and they are illustrated diagrammatically in Figures 5.9.7 and 5.9.8. Further details of VPCREEP will be found in separate reports (vide Appendix C).

5.10 Economic Assessment of the Algorithm

In the previous chapter (vide section 4.9), it has been shown that the conventional step-by-step approaches is very expensive, in terms of computer times, using England's classical restrained beam as an example, see Figures 4.8.4 and 4.8.4. It is found that the computer time required was 0.2 seconds per increment on an IBM 3081 KX3 mainframe computer. The transient creep solutions were obtained up to \( c=4.0E-06 \) and it took 58 increments. The arithmetic progression type of incremental strategy coupled with a initial coarse time step was used.
The same beam was analysed using the VPCREEP as a plane stress problem, Figure 5.10.1. A total of six 8-nodes isoparametric elements were used for comparable accuracies. Two self-equilibrating stress distributions, namely the thermal type and the steady-state type, were used and six sets of stresses were sought. The computer time required per transient creep solution was approximately 0.13 seconds on the same computer. The self-equilibrating stress distributions generating phase of the analysis took approximately 2 seconds.

The results from the two analyses were shown in Figure 5.10.2. The relative cost in computer time between the step-by-step approach and the power minimisation procedure is:

\[
\frac{0.2 \times 58}{2 + 6 \times 0.13} = 4.2
\]

From this comparison, it can be safely concluded that the minimisation procedure is much more economical with respect to computer time in relation to conventional step-by-step approaches.

5.11 Benchmark Problems - Elastic Analysis

Three elastic analyses were carried out to verify that the VPCREEP program is capable of performing plane stress, axisymmetric and three dimensional problems. The solutions obtained were compared with known analytical ones.

(a) Plane stress analysis of a cantilever beam under tip load

The cantilever beam and its idealisation are shown in Figure 5.11.1(a). Ten 8-nodes elements and the 3rd order integration rule were used. The elastic modulus, Poisson's ratio, thickness were taken as 1.0E5 MN/m², 0.3 and 1 m respectively. The theoretical and numerical solutions were found to be exact, Figure 5.11.1(b).
(b) Axisymmetric analysis of a cylinder subjected to internal pressure

The cylinder under investigation and its idealisation are shown in Figure 5.11.2. The cylinder was subjected to an internal pressure of magnitude 10.0 MN/m². The elastic modulus and Poisson's ratio were assumed to be 0.34E5 MN/m² and 0.2 respectively. The results obtained were compared with analytical solutions, Table 5.11.1. The agreement was very good.

(c) Three dimensional analysis of a cantilever beam

The beam analysed in section (a) above was analysed as an three dimensional model, Figure 5.11.3. Two load cases were analysed:

Case 1: The beam analysed in section (a) above was subjected to an end moment. The results obtained were compared with analytical and solutions from a general purpose finite element program called ANSYS, Table 5.11.2(a).

Case 2: The beam analysed in section (a) above was subjected to an end shear. The results obtained were compared with analytical and solutions from a general purpose finite element program called ANSYS, Table 5.11.2(b).

5.12 Benchmark Problems - One Dimensional Creep Analysis

England's prestressed restrained beam was solved by the Power Minimisation Procedure as a one dimensional structure and compared with the stresses obtained by the step-by-step rate of creep method (vide section 4.8). Details of boundary conditions and loadings are shown in Figure 5.12.1. Two types of temperature variations were investigated:

(a) Sustained temperature field, see Figure 5.12.1(b).
(b) Unidirectional cyclic temperature field, see Figure 5.12.1(c).

Four types of self-equilibrating stress distributions were studied:

(I) Thermal distribution, \( \sigma_1 = X \).
(II) The parabolic distribution, \( \sigma_2 = x_2 - 1/3 \)

(III) The difference between the thermo-elastic and the steady-state stresses, \( \sigma_3 = \sigma_0 - \sigma_{ss} \) for sustained temperature and \( \sigma_3 = \sigma_0 - \sigma_{ssc} \) for unidirectional cyclic temperature. \( \sigma_0 \) is the thermo-elastic stresses.

(IV) The rectangular distributions, Figure 5.12.2.

Results of the investigation are presented in Figures 5.12.4 to 5.12.9. It is observed that for practical purposes, the results gave acceptable approximate solutions.

5.13 Benchmark Problems - Finite Element Creep Analysis

5.13.1 England's restrained beam problem

The flexurally restrained beam was used as a benchmark problem and solved as two and three dimensional models, Figure 5.13.1 shows the details of boundary conditions and loadings. The sustained temperature field was considered.

Young's modulus, Poisson's ratio and coefficient of thermal expansion were taken as 34500 MN/m\(^2\), 0.3 and 0.12x10\(^{-4}\) per °C respectively. Stresses are expressed in MN/m\(^2\).

a. Two-dimensional analysis

The prestresses restrained beam is solved as a two-dimensional plane stress problem. A mesh of 12 iso-parametric elements was used to represent the beam, Figure 5.13.2.

The stresses presented in Table 5.13.1 to 5.13.3 are evaluated at the Gauss integration points. The 3x3 Gaussian Quadratic rule were used. It is observed that no more improvement on stress results for using more than four self-equilibrating stress distributions.
b. Three-dimensional analysis

Although strictly unnecessary for solving the problem, a three dimensional version of the beam was considered in order to test the ability of VPCREEP for solving three dimensional problems. The beam was modeled using 12 elements, Figures 5.13.3 and 5.13.4.

Results for the above analyses are given in Tables 5.13.4 to 5.13.5 for sustained temperature problems.

5.13.2 Allen's rectangular plate with parabolic edge loading

A finite element solution to a rectangular plate of aspect ratio of 3 was obtained by Allen (England et al 1971). The plate is subjected to a sustained temperature gradient and an inplane edge parabolic loading. A quarter of the plate was modeled using a finite element mesh of 25x9 rectangular elements. An analytical solution was also derived based on a minimization principle approach.

The same problem was analysed utilising VPCREEP using a 12 8-nodes element mesh, Figure 5.13.5. The following data was used (Smith 1981):

\[
\begin{align*}
\text{Young's modulus} & = 41400 \text{ MN/m}^2 \\
\text{Poisson's ratio} & = 0.2 \\
\text{Coefficient of thermal expansion} & = 0.0000135 \text{ per } ^{\circ}\text{C} \\
\text{Reference temperature} & = 20.0 \text{ } ^{\circ}\text{C}
\end{align*}
\]

The longitudinal stresses at x=0 for inner and outer faces obtained was compared with those given by Allen and Smith, Figure 5.13.6. It is observed that a close match of solutions was obtained.

More detailed pictures of the transient longitudinal stresses distribution, in the form of stress contour diagrams over the structure, are shown in Figures 5.13.7 to 5.13.9. The stresses plotted were obtained by first extrapolating Gaussian stresses to nodal points using a stress transformation technique and then interpolated inside the element using a predictor-corrector contour tracing algorithm as described in section 5.9.
5.11 Conclusions

The Complementary Power Theory presented permits stresses to be evaluated in both the transient creep phase and in the limiting steady-state condition from a Power Minimisation Procedure in conjunction with a Ritz process. This process has the advantage that it maybe used in the form of exact or approximate analysis and is more economic than the conventional time-step algorithms.

Extension of the procedure to general two and three dimensional continua utilising the finite element technique is described in detail and a computer program, VPCREEP, is developed for elastic and creep analysis of structures subjected to (i) sustained loads and sustained temperature and (ii) sustained loads and cyclically varying temperatures between any two states. VPCREEP has the ability to generate the self-equilibrating stress distributions (for Ritz's expression) automatically and this reduces the effort required in solving general problems and allows the stress analyst to concentrate on the interpretation of the analysis results.
Figure 5.2.1: The 8-node iso-parametric plane element
Note: Each edge may be parabolic

Figure 5.2.2: The 8-node iso-parametric axisymmetric ring element
Note: Each edge may be parabolic

(a) Node numbers

(b) The Gauss integration points for $\zeta_m = -0.775$.

Figure 5.2.3: The 20-node iso-parametric brick element
\[
\int_{-1}^{1} f(x) \, dx = \sum_{j=1}^{n} H_j f(a_j),
\]

<table>
<thead>
<tr>
<th>±a</th>
<th>(H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.00000 00000 00000</td>
</tr>
<tr>
<td>0.57735 02691 89626</td>
<td>0.55555 55555 55556</td>
</tr>
<tr>
<td>0.77459 66922 41483</td>
<td>0.88888 88888 88889</td>
</tr>
<tr>
<td>0.86113 63115 94053</td>
<td>0.34785 48451 37454</td>
</tr>
<tr>
<td>0.3998 10435 84856</td>
<td>0.65214 51548 62546</td>
</tr>
<tr>
<td>0.90617 98459 38664</td>
<td>0.23692 68850 56189</td>
</tr>
<tr>
<td>0.53846 93101 05683</td>
<td>0.47862 86704 99366</td>
</tr>
<tr>
<td>0.66120 93864 66265</td>
<td>0.30076 15730 48139</td>
</tr>
<tr>
<td>0.23661 91860 83197</td>
<td>0.46791 39345 72691</td>
</tr>
<tr>
<td>0.94910 79123 42759</td>
<td>0.12948 46961 8870</td>
</tr>
<tr>
<td>0.74153 11835 99394</td>
<td>0.27970 53914 89277</td>
</tr>
<tr>
<td>0.40384 51313 77397</td>
<td>0.38183 05053 05119</td>
</tr>
<tr>
<td>0.00000 00000 00000</td>
<td>0.4795 91836 7469</td>
</tr>
<tr>
<td>0.96028 98564 97536</td>
<td>0.10122 85362 90376</td>
</tr>
<tr>
<td>0.79666 64774 13627</td>
<td>0.22238 10344 53374</td>
</tr>
<tr>
<td>0.52553 24099 16329</td>
<td>0.31370 66458 77887</td>
</tr>
<tr>
<td>0.18343 46424 95650</td>
<td>0.36266 27833 78362</td>
</tr>
<tr>
<td>0.96816 02395 07626</td>
<td>0.08127 43838 61574</td>
</tr>
<tr>
<td>0.83603 11073 26636</td>
<td>0.18064 81606 94857</td>
</tr>
<tr>
<td>0.61337 14327 00590</td>
<td>0.26061 06964 02935</td>
</tr>
<tr>
<td>0.32425 24234 08390</td>
<td>0.31324 70770 40003</td>
</tr>
<tr>
<td>0.00000 00000 00000</td>
<td>0.33023 91350 01260</td>
</tr>
<tr>
<td>0.97390 65265 17172</td>
<td>0.06667 13443 08688</td>
</tr>
<tr>
<td>0.86506 35666 88983</td>
<td>0.14945 13491 50381</td>
</tr>
<tr>
<td>0.67940 95682 99034</td>
<td>0.21908 63625 19982</td>
</tr>
<tr>
<td>0.43339 33941 29247</td>
<td>0.26926 67193 09996</td>
</tr>
<tr>
<td>0.14887 43389 81631</td>
<td>0.29552 42247 14753</td>
</tr>
</tbody>
</table>

Table 5.3.1: Abscissae and weight coefficients of the Gaussian Quadrature formula
In-core space allocated for the active equation space.

Figure 5.6.1: Partition of the front
Calculate frontwidth required

Is space allocated big enough to fit the front in core?

YES
Sequential solver

NO
Partition solver

Calculate no. of sets

Set up direct access file with appropriate parameters

Return control to main program

Figure 5.6.2: The frontal partition process
<table>
<thead>
<tr>
<th>Package</th>
<th>Company</th>
</tr>
</thead>
<tbody>
<tr>
<td>FEGS</td>
<td>Fegs Ltd., U.K.</td>
</tr>
<tr>
<td>SOLVIA</td>
<td>Solvia Engineering, Sweden.</td>
</tr>
<tr>
<td>PATRAN</td>
<td>PDA Engineering, U.S.A.</td>
</tr>
<tr>
<td>SUPERTAB</td>
<td>Structural Dynamics Research Corporation, U.S.A.</td>
</tr>
<tr>
<td>MEMTAT</td>
<td>MARC Research Analysis Corporation, U.S.A.</td>
</tr>
<tr>
<td>AGS/AIM</td>
<td>Application Inc., U.S.A.</td>
</tr>
<tr>
<td>FASTDRAW</td>
<td>McDonnell Douglas Automation Co., U.S.A.</td>
</tr>
<tr>
<td>FEM 181</td>
<td>Tektronix Inc., U.S.A.</td>
</tr>
<tr>
<td>FEMGEN</td>
<td>Lund University Computing Centre, Sweden.</td>
</tr>
<tr>
<td>INGA</td>
<td>University of Stuttgart, W. Germany.</td>
</tr>
<tr>
<td>HEL</td>
<td>National Engineering Laboratory, U.K.</td>
</tr>
<tr>
<td>PLANIT</td>
<td>University of Pittsburg, U.S.A.</td>
</tr>
<tr>
<td>SIGS</td>
<td>Sandia Laboratories, U.S.A.</td>
</tr>
<tr>
<td>SUPERNET</td>
<td>Brown, Boveri &amp; Cie AG, West Germany.</td>
</tr>
<tr>
<td>UNISTRUC</td>
<td>Control Data Corporation, U.S.A.</td>
</tr>
<tr>
<td>PREP</td>
<td>Swanson Analysis Systems, U.S.A.</td>
</tr>
<tr>
<td>ASDIS</td>
<td>Atkins Research &amp; Development, U.K.</td>
</tr>
<tr>
<td>BERMESH</td>
<td>BERSAFE, Central Electricity Generating Board, U.K.</td>
</tr>
<tr>
<td>COCO</td>
<td>Nuclear Research Centre, Scalay, France.</td>
</tr>
<tr>
<td>GIFTS</td>
<td>University of Arizona, U.S.A.</td>
</tr>
<tr>
<td>MISA</td>
<td>Mitsui Engineering &amp; Shipbuilding, Japan.</td>
</tr>
<tr>
<td>MSGMESH</td>
<td>The MacNeal-Schwender Co., U.S.A.</td>
</tr>
<tr>
<td>PIGS</td>
<td>PAFEC Ltd., U.K.</td>
</tr>
<tr>
<td>SESAM-69</td>
<td>A.S. Computas, Norway.</td>
</tr>
</tbody>
</table>

Table 5.9.1: Some CAD packages
Figure 5.9.1: Classification scheme for mesh generation methods
Figure 5.9.2: A mesh generation example

(a) Input master mesh

(b) Output generated mesh
unsmoothed stresses

Globally smoothed stresses

Figure 5.9.3: Smoothed and unsmoothed stresses
\[
\sigma_1 = a \sigma_I + b \sigma_{II} + c \sigma_{III} + b \sigma_{IV} \\
\sigma_3 = b \sigma_I + c \sigma_{II} + b \sigma_{III} + a \sigma_{IV} \\
\sigma_5 = b \sigma_I + a \sigma_{II} + b \sigma_{III} + c \sigma_{IV} \\
\sigma_7 = c \sigma_I + b \sigma_{II} + a \sigma_{III} + b \sigma_{IV}
\]

Where

\[a = 1 + \frac{1}{\sqrt{3}}\]
\[b = -\frac{1}{\sqrt{3}}\]
\[c = 1 - \frac{1}{\sqrt{3}}\]

Figure 5.9.4: Local stress smoothing for an isoparametric element using a least squares method
Figure 5.9.5: Local stress smoothing for an isoparametric element using a blending functions technique
Figure 5.9.6 Contouring on an isoparametric surface

(a) Typical element contours

(b) Marching along a contour
Figure 5.9.7: Macro flow chart for VPCREEP - phases 1 & 2
Figure 5.9.8: Macro flow chart for VPCREEP - phases 3 & 4
Figure 5.10.1 The finite element model for the flexurally restrained beam problem
Figure 5.10.2 Comparison between SSCREEP & VPCREEP results
ELASTIC MODULUS, $E = 100,000$ N/m²
POISSON'S RATIO, $\nu = 0.3$
THICKNESS, $t = 1.0$ mm
MASS DENSITY, $\rho = 0.1$

(a) The finite element model

Numerical end deflection = 0.134546 mm
Analytical end deflection = 0.135000 mm

(b) Axial stress distribution and deflections

Figure 5.11.1: Plane stress elastic analysis of a cantilever beam under tip load
Figure 5.11.2: Axisymmetric elastic analysis of a cylinder subjected to internal pressure
<table>
<thead>
<tr>
<th>$r$</th>
<th>$\sigma_r$ Analytical</th>
<th>$\sigma_r$ Numerical</th>
<th>$\sigma_\theta$ Analytical</th>
<th>$\sigma_\theta$ Numerical</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.48</td>
<td>-6.784</td>
<td>-6.718</td>
<td>13.450</td>
<td>13.470</td>
</tr>
<tr>
<td>12.50</td>
<td>-5.200</td>
<td>-5.250</td>
<td>11.867</td>
<td>11.850</td>
</tr>
<tr>
<td>13.15</td>
<td>-4.377</td>
<td>-4.344</td>
<td>11.044</td>
<td>11.060</td>
</tr>
<tr>
<td>13.52</td>
<td>-3.961</td>
<td>-3.934</td>
<td>10.628</td>
<td>10.630</td>
</tr>
<tr>
<td>15.83</td>
<td>-1.988</td>
<td>-2.005</td>
<td>8.654</td>
<td>8.647</td>
</tr>
<tr>
<td>16.48</td>
<td>-1.576</td>
<td>-1.562</td>
<td>8.243</td>
<td>8.247</td>
</tr>
<tr>
<td>16.85</td>
<td>-1.363</td>
<td>-1.349</td>
<td>8.030</td>
<td>8.030</td>
</tr>
<tr>
<td>17.50</td>
<td>-1.020</td>
<td>-1.034</td>
<td>7.687</td>
<td>7.684</td>
</tr>
<tr>
<td>18.15</td>
<td>-0.714</td>
<td>-0.706</td>
<td>7.381</td>
<td>7.385</td>
</tr>
<tr>
<td>18.52</td>
<td>-0.554</td>
<td>-0.546</td>
<td>7.221</td>
<td>7.222</td>
</tr>
<tr>
<td>19.17</td>
<td>-0.295</td>
<td>-0.305</td>
<td>6.962</td>
<td>6.960</td>
</tr>
<tr>
<td>19.81</td>
<td>-0.064</td>
<td>-0.056</td>
<td>6.731</td>
<td>6.732</td>
</tr>
</tbody>
</table>

Table 5.11.1 Comparison between stresses obtained from numerical and analytical elastic analysis of a long cylinder
Note: (1) Node and element numbers not shown.
(2) Imperial units were used here.
(3) The following material constants were used:

Young's modulus = \(0.3 \times 10^8\) p.s.i.
Poisson's ratio = 0.2
End moment applied = 2000 in-lb.
End shear applied = 300 lb.

Figure 5.11.3: Three dimensional elastic analysis of a cantilever beam subjected to end moment and end shear
<table>
<thead>
<tr>
<th></th>
<th>Tip deflection (in)</th>
<th>Bending stresses (psi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory</td>
<td>0.00500</td>
<td>3000.0</td>
</tr>
<tr>
<td>ANSYS</td>
<td>0.00500</td>
<td>3000.0</td>
</tr>
<tr>
<td>VPCREEP</td>
<td>0.00500</td>
<td>3006.0</td>
</tr>
</tbody>
</table>

(a) Results for case 1

<table>
<thead>
<tr>
<th></th>
<th>Tip deflection (in)</th>
<th>Bending stresses (psi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory</td>
<td>0.00500</td>
<td>4050.0</td>
</tr>
<tr>
<td>ANSYS</td>
<td>0.00505</td>
<td>4050.0</td>
</tr>
<tr>
<td>VPCREEP</td>
<td>0.00506</td>
<td>4050.0</td>
</tr>
</tbody>
</table>

(b) Results for case 2

Table 5.11.2 Comparison between results obtained from numerical and analytical elastic analysis of a three dimensional beam
Figure 5.12.1: The beam and nature of temperature fields

(a) Prestressed flexurally restrained beam

(b) Sustained temperature field

(c) Unidirectional cyclic temperature field, $k=1$
Cross-section of prestressed restrained beam divided into 10 elements

Figure 5.12.2: Group of self-equilibrating stresses used
Note: Type (I), (II), & (III) distributions were used

Figure 5.12.3: Comparison between stresses obtained from the rate of creep method and the power method for a sustained temperature cross-fall
Note: Type (I) & (II) distributions were used

Figure 5.12.4: Comparison between stresses obtained from the rate of creep method and the power method for a sustained temperature cross-fall
Note: Type (I) & (III) distributions were used

Figure 5.12.5: Comparison between stresses obtained from the rate of creep method and the power method for a sustained temperature cross-fall
Note: Type (IV) distributions were used.

Figure 5.12.6: Comparison between stresses obtained from the rate of creep method and the power method for a sustained temperature cross-fall.
Note: Type (I), (II), & (III) distributions were used

Figure 5.12.7: Comparison between stresses obtained from the rate of creep method and the power method for unidirectional cyclic temperature states
Note: Type (I) & (II) distributions were used

Figure 5.12.8: Comparison between stresses obtained from the rate of creep method and the power method for unidirectional cyclic temperature states
Figure 5.12.9: Comparison between stresses obtained from the rate of creep method and the power method for unidirectional cyclic temperature states.
Figure 5.13.1: The beam and nature of temperature fields

(a) Prestressed flexurally restrained beam

(b) Sustained temperature field
Applied prestress is 7 MN/m²

(a) The beam model

(b) Finite element idealisation

Figure 5.13.2: The two dimensional finite element model for the flexurally restrained beam problem
<table>
<thead>
<tr>
<th>Gauss Pt.</th>
<th>$s=2$</th>
<th>$s=3$</th>
<th>$s=4$</th>
<th>$s=5$</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.159</td>
<td>3.017</td>
<td>3.016</td>
<td>3.016</td>
<td>3.016</td>
</tr>
<tr>
<td>2</td>
<td>-0.325</td>
<td>-0.081</td>
<td>-0.812</td>
<td>-0.812</td>
<td>-0.812</td>
</tr>
<tr>
<td>4</td>
<td>-4.638</td>
<td>-4.660</td>
<td>-4.660</td>
<td>-4.660</td>
<td>-4.660</td>
</tr>
<tr>
<td>5</td>
<td>-7.204</td>
<td>-7.358</td>
<td>-7.358</td>
<td>-7.358</td>
<td>-7.358</td>
</tr>
</tbody>
</table>

(a) Stresses at $c = 0.1 \times 10^{-6}$

<table>
<thead>
<tr>
<th>Gauss Pt.</th>
<th>$s=2$</th>
<th>$s=3$</th>
<th>$s=4$</th>
<th>$s=5$</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-5.059</td>
<td>-5.354</td>
<td>-5.401</td>
<td>-5.400</td>
<td>-5.401</td>
</tr>
<tr>
<td>2</td>
<td>-7.432</td>
<td>-7.100</td>
<td>-7.000</td>
<td>-7.000</td>
<td>-7.000</td>
</tr>
<tr>
<td>3</td>
<td>-7.815</td>
<td>-7.634</td>
<td>-7.700</td>
<td>-7.700</td>
<td>-7.700</td>
</tr>
<tr>
<td>4</td>
<td>-7.794</td>
<td>-7.735</td>
<td>-7.835</td>
<td>-7.835</td>
<td>-7.835</td>
</tr>
<tr>
<td>5</td>
<td>-7.577</td>
<td>-7.690</td>
<td>-7.740</td>
<td>-7.740</td>
<td>-7.740</td>
</tr>
<tr>
<td>6</td>
<td>-7.241</td>
<td>-7.425</td>
<td>-7.400</td>
<td>-7.400</td>
<td>-7.400</td>
</tr>
<tr>
<td>7</td>
<td>-7.012</td>
<td>-7.188</td>
<td>-7.120</td>
<td>-7.120</td>
<td>-7.120</td>
</tr>
<tr>
<td>8</td>
<td>-6.590</td>
<td>-6.647</td>
<td>-6.590</td>
<td>-6.590</td>
<td>-6.590</td>
</tr>
<tr>
<td>9</td>
<td>-6.128</td>
<td>-6.052</td>
<td>-6.020</td>
<td>-6.020</td>
<td>-6.020</td>
</tr>
</tbody>
</table>

(b) Stresses at $c = 0.1 \times 10^{-5}$

Note: $s$ - Number of self-equilibrating stresses used.

Table 5.13.1: Comparison of stresses obtained using different number of self-equilibrating stresses.
Note: $s$ - Number of self-equilibrating stresses used.

Table 5.13.2: Comparison of stresses obtained using different number of self-equilibrating stresses.
<table>
<thead>
<tr>
<th>Gauss Pt.</th>
<th>s=2</th>
<th>s=3</th>
<th>s=4</th>
<th>s=5</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>-7.052</td>
<td>-7.158</td>
<td>-6.964</td>
<td>-6.960</td>
<td>-6.960</td>
</tr>
<tr>
<td>5</td>
<td>-5.761</td>
<td>-5.495</td>
<td>-5.399</td>
<td>-5.390</td>
<td>-5.390</td>
</tr>
<tr>
<td>6</td>
<td>-4.730</td>
<td>-4.312</td>
<td>-4.360</td>
<td>-4.360</td>
<td>-4.360</td>
</tr>
</tbody>
</table>

*(e) Stresses at c = 0.4 \times 10^{-5} \quad x = 0*

<table>
<thead>
<tr>
<th>Gauss Pt.</th>
<th>s=2</th>
<th>s=3</th>
<th>s=4</th>
<th>s=5</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>-7.774</td>
<td>-8.123</td>
<td>-7.950</td>
<td>-7.950</td>
<td>-7.950</td>
</tr>
<tr>
<td>4</td>
<td>-6.720</td>
<td>-6.850</td>
<td>-6.652</td>
<td>-6.650</td>
<td>-6.650</td>
</tr>
<tr>
<td>5</td>
<td>-5.410</td>
<td>-5.230</td>
<td>-5.110</td>
<td>-5.110</td>
<td>-5.110</td>
</tr>
<tr>
<td>6</td>
<td>-4.433</td>
<td>-4.115</td>
<td>-4.200</td>
<td>-4.200</td>
<td>-4.200</td>
</tr>
<tr>
<td>7</td>
<td>-3.950</td>
<td>-3.650</td>
<td>-3.800</td>
<td>-3.800</td>
<td>-3.800</td>
</tr>
<tr>
<td>9</td>
<td>-2.574</td>
<td>-2.920</td>
<td>-2.800</td>
<td>-2.820</td>
<td>-2.820</td>
</tr>
</tbody>
</table>

*(f) Stresses at c = 0.5 \times 10^{-5} \quad x = 0*

Note: s - Number of self-equilibrating stresses used.

Table 5.13.3: Comparison of stresses obtained using different number of self-equilibrating stresses
Figure 5.13.3: The three dimensional finite element model for the flexurally restrained beam problem

Datum Temperature = 5°C
Raised Sustained Temperature, T = (5 + 6Y)°C
Figure 5.13.4: The three dimensional finite element mesh for the flexurally restrained beam problem
<table>
<thead>
<tr>
<th>Gauss Point</th>
<th>$c = 0.1 \times 10^4$</th>
<th>$c = 0.1 \times 10^4$</th>
<th>$c = 0.2 \times 10^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.017</td>
<td>-6.016</td>
<td>-12.250</td>
</tr>
<tr>
<td>2</td>
<td>-0.078</td>
<td>-6.299</td>
<td>-8.700</td>
</tr>
<tr>
<td>3</td>
<td>-3.017</td>
<td>-7.183</td>
<td>-7.862</td>
</tr>
<tr>
<td>4</td>
<td>-4.658</td>
<td>-7.586</td>
<td>-7.571</td>
</tr>
<tr>
<td>5</td>
<td>-7.359</td>
<td>-7.959</td>
<td>-7.044</td>
</tr>
<tr>
<td>6</td>
<td>-9.916</td>
<td>-7.885</td>
<td>-6.326</td>
</tr>
<tr>
<td>7</td>
<td>-11.340</td>
<td>-7.629</td>
<td>-5.789</td>
</tr>
<tr>
<td>8</td>
<td>-13.680</td>
<td>-6.825</td>
<td>-4.639</td>
</tr>
<tr>
<td>9</td>
<td>-15.890</td>
<td>-5.567</td>
<td>-3.191</td>
</tr>
</tbody>
</table>

Note:

(a) 3D stresses are extracted at $z=0.01$ and $x=1.691$.
(b) Three self-equilibrating stresses are used.

Table 5.13.4: Three dimensional results
<table>
<thead>
<tr>
<th>Gauss Point</th>
<th>$c = 0.3 \times 10^{-4}$</th>
<th>$c = 0.4 \times 10^{-4}$</th>
<th>steady-state</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-16.120</td>
<td>-18.540</td>
<td>-20.070</td>
</tr>
<tr>
<td>2</td>
<td>-9.699</td>
<td>-10.200</td>
<td>-10.490</td>
</tr>
<tr>
<td>3</td>
<td>-7.767</td>
<td>-7.596</td>
<td>-7.463</td>
</tr>
<tr>
<td>4</td>
<td>-7.108</td>
<td>-6.728</td>
<td>-6.471</td>
</tr>
<tr>
<td>5</td>
<td>-6.213</td>
<td>-5.652</td>
<td>-5.294</td>
</tr>
<tr>
<td>6</td>
<td>-5.371</td>
<td>-4.789</td>
<td>-4.432</td>
</tr>
<tr>
<td>7</td>
<td>-4.851</td>
<td>-4.317</td>
<td>-3.997</td>
</tr>
<tr>
<td>8</td>
<td>-3.866</td>
<td>-3.504</td>
<td>-3.302</td>
</tr>
<tr>
<td>9</td>
<td>-2.740</td>
<td>-2.650</td>
<td>-2.628</td>
</tr>
</tbody>
</table>

**Note:**

(a) 3D stresses are extracted at $z=0.01$ and $x=1.691$.

(b) Three self-equilibrating stresses are used.

**Table 5.13.5: Three dimensional results**
Aspect ratio = 3

Compressive edge pressure

\[ \sigma_{xx} = 13.79(1-y^2) \]

Temperature

\[ T = T(y) \]

(a) Allen's plate subjected to parabolic edge loading

(b) Finite element mesh

Figure 5.13.5: The Allen's plate analysed as a plane stress problem
Note:

(a) Units for specific thermal creep is microstrain per lb/in² per °C.

(b) Allen's results were obtained using an analytical approach.

(c) Smith's results were obtained using a general purpose finite element program called ADINA.

Figure 5.13.6: Stress comparisons for Allen's plate problem
Figure 5.13.7: Stress contour for Allen's plate problem

(a) $\sigma_{xx} (x10)$ at $c = 0.0$

(b) $\sigma_{xx} (x10)$ at $c = 0.9E-07$
Figure 5.13.8: Stress contour for Allen's plate problem

(a) $\sigma_{xx} \times 10$ at $c = 0.2275 \times 10^{-6}$

(b) $\sigma_{xx} \times 10$ at $c = 0.525 \times 10^{-6}$
Figure 5.13.9: Stress contour for Allen's plate problem

(a) $\sigma_{xx} \times 10$ at $c = 0.8775 \times 10^{-6}$

(b) $\sigma_{xx} \times 10$ at $c=0.25 \times 10^{-4}$
EXTENSION OF COMPLEMENTARY POWER THEORY TO INCLUDE DELAYED ELASTIC STRAIN – BURGERS MODEL REPRESENTATION

Summary

Extension of the Power Minimisation Procedure to include delayed elastic strain, namely the analogous Burgers Model which is able to describe the concrete material behaviour more closely, is investigated. A second order matrix differential equation is obtained and methods of solving it are discussed. It is found that no new Ritz expression is necessary to approximate the time-dependent stress distributions throughout the structural continuum.

6.1 Extension of the Complementary Power Principle

Assuming a structure is at all times in equilibrium with the specified loading and compatible with respect to both internal strain and geometrical constraint and the supports are rigid, the Complementary Power Principle states (vide section 2.7):

\[ \int \{ \dot{\varepsilon} \}^T \{ \delta \sigma \} \, dV = 0 \]  

(6.1.1)

An extension of the Complementary Power principle of equation 6.1.1 leads to a similar statement (England et al 1975) involving the second derivative of the strains \{ \varepsilon \} viz:

\[ \int \{ \ddot{\varepsilon} \}^T \{ \delta \sigma \} \, dV = 0 \]  

(6.1.2)

Equation 6.1.2 does not have any appropriate physical interpretation.

6.2 The Analogous Burgers Model

The analogous Burgers Model, shown in Figure 2.5.2, has the following uniaxial constitutive relationship (vide section 2.5):
Here $E_k$ and $\eta_k$ refer to the elastic and viscous parameters of the Kelvin component, $E_m$ refers to the elastic modulus of the Maxwell component, $\phi(T)$ is the temperature normalisation function. Again the differentiation is with respect to pseudo-time.

The creep behaviour of the Burgers model under constant uniaxial stress, $\sigma_0$, can be obtained from solving equation 6.2.1 using Laplace transformation (Findley et al 1976) with two initial conditions:

$$\varepsilon = \varepsilon_1 = \frac{\sigma_0}{E_m} ; \varepsilon_2 = 0, c = 0 \quad (6.2.2)$$

$$\dot{c} = \frac{1}{\eta_k} (- + \phi(T))\sigma_0 , c = 0 \quad (6.2.3)$$

Thus the creep behaviour is given as:

$$\varepsilon(c) = \frac{1}{E_m} + \frac{1}{E_k} (1-T(-c)) + \phi(T)c\sigma_0 \quad (6.2.4)$$

Where $T(-c) = \exp\left(-\frac{E_k c}{\eta_k}\right)$.

Equation 6.2.4 indicates the creep behaviour of the analogous Burgers model is the sum of the creep behaviour of the analogous Maxwell and Kelvin models. The first two terms in the right hand side of equation 6.2.4 represent instantaneous elastic strain and viscous flow, and the last term represents delayed elasticity of the Kelvin model.

Differentiate equation 6.2.4 yields the creep strain rate $\dot{\varepsilon}$ viz:

$$\dot{\varepsilon} = \phi(T)\sigma_0 + \frac{\sigma_0}{\eta_k} T(-c) \quad (6.2.5)$$
Thus the creep rate at \( c = 0+ \) with a finite value,

\[
\dot{\varepsilon}(0+) = (\Phi(T) + 1/\eta_k)\sigma_0 \quad (6.2.6)
\]

and approaches asymptotically to the value:

\[
\dot{\varepsilon}(\infty) = \Phi(T)\sigma_0 \quad (6.2.7)
\]

If the stress \( \sigma_0 \) is removed at time \( c_1 \), the recovery behaviour of the analogous Burgers model can be obtained from equation 6.2.4 and the superposition principle by considering that at \( c = c_1 \) a constant stress \( \sigma = -\sigma_0 \) is added. According to the superposition principle the recovery strain \( \varepsilon(c) \), \( c > c_1 \), is the sum of these two independent actions:

\[
\varepsilon(c) = \left( \frac{1}{E_m} + \frac{1}{E_k} \right) \sigma_0 - \Phi(T)(c-c_1) + \frac{\sigma_0}{E_k} (T(c_1)-1)T(-c) \quad (6.2.8)
\]

\[
= \Phi(T)\sigma_0 c_1 + \frac{\sigma_0}{E_k} (T(c_1)-1)T(-c) \quad (6.2.9)
\]

Where \( T(c-c_1) = \exp(-E_k(c-c_1)/\eta_k) \).

\( T(c_1) = \exp(E_k c_1/\eta_k) \).

Thus the recovery has an instantaneous elastic recovery followed by creep recovery at a decreasing rate. The second term decreases toward zero for large times, while the first term represents a permanent strain due to the viscous flow of \( \Phi(T) \). The creep strain rate \( \dot{\varepsilon}(c) \), \( c > c_1 \) is given as:

\[
\dot{\varepsilon}(c) = -\frac{\sigma_0}{\eta_k} (T(c_1) - 1)T(-c) \quad (6.2.10)
\]
The general three dimensional constitutive law of the analogous Burgers model can be written in matrix form as:

$$
(\mathbf{V}^2 + \frac{E_k}{\eta_k} \mathbf{V}) \{\varepsilon\} = (-\frac{1}{E_m} \mathbf{V}^2 + \frac{E_k}{\eta_k} + \Phi(T) \mathbf{V} + \frac{E_k}{\eta_k} \mathbf{V}) \{\sigma\} \quad (6.2.11)
$$

where \( \mathbf{V} \) is the differential operator viz:

$$
\mathbf{V} = \frac{d}{dc} \quad ; \quad \mathbf{V}^2 = \frac{d^2}{dc^2} \quad (6.2.12)
$$

Again it is assumed that the creep Poisson ratio is the same as its elastic counterpart (vide section 5.1).

6.3 The Minimisation Procedure

Again, assuming a Ritz type stress representation (vide section 5.1) viz:

$$
\{\sigma\} = \{\sigma_0\} + a_1\{\sigma_1\} + a_2\{\sigma_2\} + \ldots + a_n\{\sigma_n\}
$$

$$
= \{\sigma_0\} + \{a\}^T[\sigma] \quad (6.3.1)
$$

And combination of equation 6.1.1 and equation 6.1.2 gives:

$$
\int \{\ddot{\varepsilon}\}^T[\delta \sigma] \, dV + \frac{E_k}{\eta_k} \int \{\ddot{\varepsilon}\}^T[\delta \sigma] \, dV = 0 \quad (6.3.2)
$$

After substitution of \( \{\ddot{\varepsilon}\} \) and \( \{\ddot{\varepsilon}\} \) of equation 6.2.11, equation 6.3. of equation 6.1.2 and noting that

$$
\delta \sigma = \frac{\partial \{\sigma\}}{\partial a_1} = \sigma_1 \delta a_1 \quad (6.3.3)
$$

leads to the following second order matrix differential equation for the time function \( \{a\} \), thus:

$$
[S_b]\{\ddot{a}\} + [Q_b]\{\dot{a}\} + [R_b]\{a\} + [s_b] = [0] \quad (6.3.4)
$$
where

\[
[P_b] = \frac{1}{E_m} \int \frac{[\sigma]}{[V]}[\sigma] \, dV \tag{6.3.5}
\]

\[
[Q_b] = \int \left( \frac{1}{\eta_k} + x_m + \Phi(T) \right) [\sigma] \frac{[V]}{[\sigma]} \, dV \tag{6.3.6}
\]

\[
[R_b] = x_k \int \Phi(T) [\sigma] \frac{[V]}{[\sigma]} \, dV \tag{6.3.7}
\]

\[
\{s_b\} = x_k \int \Phi(T) [\sigma] \frac{[V]}{[\sigma]} \{\sigma_0\} \, dV \tag{6.3.8}
\]

Where \( x_k = E_k / \eta_k \) and \( x_m = x_k / E_m \).

6.4 Finite Element Model and Numerical Integration

Again iso-parametric finite elements of the serendipity family (vide chapter 5) are used. The matrices of equation 6.3.5 to 6.3.8 need to be evaluated numerically using the Gauss-Legendre Quadrature (vide section 5.4) and let,

\[
\Psi(\sigma) = ([\sigma] \frac{[V]}{[\sigma]} \det [J])
\]

and

\[
\Psi(\sigma_0) = ([\sigma] \frac{[V]}{[\sigma]} \{\sigma_0\} \det [J])
\]

Thus,

\[
[P_b] = \sum \sum \sum H_i H_j H_m (\Psi(\sigma) / E_m) \tag{6.4.1}
\]

where \( \sum \sum \sum \) is the summation over the body volume and \([\sigma]\) was evaluated at the sampling points \((\xi, \eta, \zeta)\). Similarly,

\[
[Q_b] = \sum \sum \sum H_i H_j H_m (1 / \eta_k + x_m + \Phi(T)) \Psi(\sigma) \tag{6.4.2}
\]

\[
[R_b] = \sum \sum \sum H_i H_j H_m (x_k \Phi(T)) \Psi(\sigma) \tag{6.4.3}
\]

\[
\{s_b\} = \sum \sum \sum H_i H_j H_m (x_k \Phi(T)) \Psi(\sigma_0) \tag{6.4.4}
\]
Where $x_k = E_k/n_k$ and $x_m = x_k/E_m$.

Also $[J]$ is the Jacobian matrix (vide section 5.3) and again $\phi(T)$ is evaluated at the sampling points $(\xi_1, \eta_j, \zeta_m)$.

6.5 Solution of Differential Equation

a. Scalar differential equation

If the number of self-equilibrating stress used is one, viz:

$$\{\sigma\} = \{\sigma_0\} + a_1\{\sigma_1\} \quad (6.5.1)$$

Equation 6.3.4 reduces to a scalar differential equation. Writing the auxiliary equation as:

$$\kappa^2 + \kappa e + f = 0 \quad (6.5.2)$$

Completing squares gives:

$$\kappa_{1,2} = -\frac{1}{2}e \pm \frac{1}{2}(e^2 - 4f)^{\frac{1}{2}} \quad (6.5.3)$$

Because equation 6.5.3 arises from a power principle and its extension, it is natural to conjecture that:

$$e^2 - 4f > 0 \quad (6.5.4)$$

is always assured. Thus equation 6.3.5 has the trivial solution,

$$a = C_1\exp(-\kappa_1c) + C_2\exp(-\kappa_2c) \quad (6.5.5)$$

where $C_1$ and $C_2$ are arbitrary constants to be determined from initial conditions.

b. Matrix differential equation

If the number of self-equilibrating stress distributions used is greater than one viz:

$$\{\sigma\} = \{\sigma_0\} + a_1\{\sigma_1\} + a_2\{\sigma_2\} + \ldots + a_n\{\sigma_n\} \quad (6.5.6)$$
Then the coefficient matrices \([P_b], [Q_b], [R_b]\) will be of the size \(nxn\), and \([s_b]\) is a \(nx1\) vector. Hence solution 6.5.4 cannot be extended to include matrix differential equations because in general \([k]\) and \([e]\) matrices are not commutable, i.e.

\[
[k][e] \neq [e][k]
\]  
(6.5.7)

Let \(\Theta = [P_b]^{-1}\) and rewriting equation 6.3.4 as:

\[
\{\ddot{a}\} = -[(\Theta[Q_b]\{\dot{a}\} + \Theta[R_b]\{a\} + \Theta[s_b])
\]  
(6.5.8)

and let

\[
\{Y'\} = \{\dot{a}\}
\]
(6.5.9)

Equation 6.5.8 maybe reduced to a system of 2n equations of the form:

\[
\{C'\} = \begin{bmatrix} \{Y'\} \\ \{\ddot{Y}'\} \end{bmatrix}
\]  
(6.5.10)

At \(c = 0\), the initial condition is given by the vector \(\{X'(0)\}\) viz:

\[
\{X'(0)\} = \begin{bmatrix} \{a(0)\} \\ \{\dot{a}(0)\} \end{bmatrix}
\]  
(6.5.11)

Equation 6.5.10 can be solved by any of the numerical methods like Runge-Kutta, Adams-Bashforth and Hamming (Ralston 1965).

In the fourth order Runge-Kutta method, starting from the known initial vector \(\{X'(0)\}\) at \(c = 0\), the vector \(\{X'(c + \Delta c)\}\) after time \(\Delta c\) maybe computed as:

\[
\{X'(c + \Delta c)\} = \{X'(c)\} + \left(\{K'_1\} + 2\{K'_2\} + 2\{K'_3\} + \{K'_4\}\right)/6
\]  
(6.5.12)

where,
\[ \{K'_1\} = \Delta c\{C'(\{X'(c)\}), c+\frac{1}{2}\Delta c\} \]
\[ \{K'_2\} = \Delta c\{C'(\{X'(c) + \frac{1}{2}K'_1\}), c+\frac{1}{2}\Delta c\} \]
\[ \{K'_3\} = \Delta c\{C'(\{X'(c) + \frac{1}{2}K'_2\}), c+\frac{1}{2}\Delta c\} \] (6.5.13)
\[ \{K'_4\} = \Delta c\{C'(\{X'(c) + K'_3\}), c+\frac{1}{2}\Delta c\} \]

6.6 Computation of Initial Conditions

If \{\sigma_0\} in equation 6.5.6 is chosen as the thermo-elastic solution, then:

\[ \{\dot{a}(0)\} = \{0\} \] (6.6.1)

The second initial condition concerns the initial rate of change of the time dependent coefficient \{a(0)\}. They may be evaluated by considering the initial creep rates of the analogous Burgers and Maxwell model.

The creep rate of the analogous Burgers model at \( c = 0^+ \) is given as (vide section 6.2):

\[ \dot{\varepsilon}(0^+) = (\Phi(T) + 1/\eta_k)\sigma_0 \] (6.6.2)

The creep rate of the analogous Maxwell model at \( 0^+ \) is simply:

\[ \dot{\varepsilon}(0^+) = \Phi(T)\sigma_0 \] (6.6.3)

From the analogous Maxwell solution (vide section 5.1),

\[ \{\dot{\varepsilon}(0)\} = -[Q]^{-1}\{s\} \] (6.6.4)

where,

\[ [Q] = \int [\sigma]^T[V] [\sigma]/E_m \, dV \] (6.6.5)
\[ \{s\} = \int \Phi(T)[\sigma]^T[V]\{\sigma_0\} \, dV \] (6.6.6)

Comparison between equation 6.6.1 and 6.6.2 suggests that the \{\dot{a}(0)\}
vector for the analogous Burgers model is given simply as:

\[
\{\dot{\alpha}(0)\} = -[Q]^{-1} \{s'_b\} \tag{6.6.7}
\]

where,

\[
\{s'_b\} = \int (\phi(T) + 1/\eta_k)\sigma^T[V]\sigma_0 \, dV \tag{6.6.8}
\]

6.7 Illustrative Problem

The prestressed restrained beam was solved as a two-dimensional plane stress problem. Figure 6.7.1 shows details of boundary conditions and loadings. The sustained temperature field was considered. A mesh of 12 iso-parametric elements was used to represent the beam. Length to depth ratio is 6:1. The stresses derived also represent those of a plate with an aspect ratio (length to width ratio) of 3, see Figure 5.13.2.

Young's modulus, Poisson's ratio and coefficient of thermal expansion are taken as 34000 MN/m², 0.2 and 0.12x10^{-4} per °C respectively. Stresses are expressed in MN/m². It is assumed that the temperature normalisation function is \(\phi(T) = T\).

The stresses presented in Table 6.7.1 were evaluated at the Gauss integration points. The 3x3 Gauss Quadratic rule were used. Comparisons are made between the analogous Maxwell and Burgers solutions. It can be observed that at long term, both models give identical solutions.

6.8 Concluding Remarks

The Complementary Power Theory described in Chapter 5 has been extended to include delayed elastic strain using the analogous Burgers Model representation. Solutions of the second order matrix differential equations resulted together with initial conditions have been presented. It is found that no new Ritz expression is necessary to approximate the time-dependent stress distributions. The Burgers Model has also been incorporated into the VPCREEP computer program.
Axial force applied = 7 MN/m²

(a) The beam model

(b) Finite element idealisation

Figure 6.7.1: The two dimensional finite element model for the flexurally restrained beam problem
Note: (a) All stresses are in MN/m²
   (b) Both Maxwell & Burgers model are assumed to have the same temperature normalisation function $\phi(T) = T$

Table 6.7.1: Maxwell and Burgers Models compared for various pseudo-time $c$

<table>
<thead>
<tr>
<th>$c \times 10^{-6}$</th>
<th>0.0</th>
<th>0.1</th>
<th>1.0</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Y Maxwell</td>
<td>Burgers</td>
<td>Maxwell</td>
<td>Burgers</td>
</tr>
<tr>
<td>6.67</td>
<td>15.16</td>
<td>15.16</td>
<td>13.68</td>
<td>12.98</td>
</tr>
<tr>
<td>4.08</td>
<td>12.00</td>
<td>12.00</td>
<td>11.19</td>
<td>10.75</td>
</tr>
<tr>
<td>2.58</td>
<td>10.16</td>
<td>10.16</td>
<td>9.73</td>
<td>9.44</td>
</tr>
<tr>
<td>0.00</td>
<td>7.00</td>
<td>7.00</td>
<td>7.20</td>
<td>7.18</td>
</tr>
<tr>
<td>-2.58</td>
<td>3.84</td>
<td>3.84</td>
<td>4.64</td>
<td>4.88</td>
</tr>
<tr>
<td>-4.08</td>
<td>2.00</td>
<td>2.00</td>
<td>3.10</td>
<td>3.51</td>
</tr>
<tr>
<td>-6.67</td>
<td>-1.16</td>
<td>-1.16</td>
<td>0.32</td>
<td>1.02</td>
</tr>
<tr>
<td>-9.25</td>
<td>-4.32</td>
<td>-4.32</td>
<td>-3.16</td>
<td>-2.09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$c \times 10^{-6}$</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>Steady-state</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Y Maxwell</td>
<td>Burgers</td>
<td>Maxwell</td>
<td>Burgers</td>
</tr>
<tr>
<td>9.25</td>
<td>2.70</td>
<td>3.02</td>
<td>2.58</td>
<td>2.70</td>
</tr>
<tr>
<td>4.08</td>
<td>4.60</td>
<td>4.92</td>
<td>4.20</td>
<td>4.49</td>
</tr>
<tr>
<td>2.58</td>
<td>5.19</td>
<td>5.50</td>
<td>4.73</td>
<td>5.06</td>
</tr>
<tr>
<td>0.00</td>
<td>6.27</td>
<td>6.54</td>
<td>5.76</td>
<td>6.11</td>
</tr>
<tr>
<td>-2.58</td>
<td>7.50</td>
<td>7.67</td>
<td>7.05</td>
<td>7.36</td>
</tr>
<tr>
<td>-4.08</td>
<td>8.35</td>
<td>8.42</td>
<td>8.03</td>
<td>8.24</td>
</tr>
<tr>
<td>-6.67</td>
<td>10.35</td>
<td>10.03</td>
<td>10.60</td>
<td>10.40</td>
</tr>
</tbody>
</table>
CHAPTER SEVEN

STEP-BY-STEP FINITE ELEMENT NON-LINEAR CREEP ANALYSIS FOR CONTINUUM PROBLEMS

Summary

Attention in this chapter is concentrated on the analysis of structures which exhibit non-linear creep behaviour using a step-by-step approach and non-linear creep law, together with an analogous von Mises flow rule. This development is particularly applicable to the non-linear finite element analysis of two and three dimensional continua influenced by creep and temperature.

The SSCREEP program developed in chapter four is modified to include the non-linear power creep law. Criteria for pseudo-time step-size are also deduced.

7.1 Preliminary

Creep effects under variable stress and varying temperature are observed in other materials, too, and are especially prominent in metals. The detailed studies of metallurgical engineering and materials science present metals so complex and individual that formal mathematical expression for the behaviour of even a simple metal under the simplest loading can be regarded only as an approximation tenable in a limited range over which a single structural mechanism predominates. There is little agreement on the correct mathematical expression to adopt for the uniaxial relationship (vide chapter 2).

However, the apparent difficulties are resolved if the many differences of metallurgical details average out on an engineering scale of magnitude. On these grounds, together with the grounds that predictions need only be accurate to within certain factor of safety, stress analyst would claim a freedom to disregard the multitudinous factors to which attention is directed in other disciplines. The freedom claimed tends to be supported by families of curves which represent $\sigma, \epsilon, c, T$ relationships as measured for each metal in various standard types of test (vide chapter 2). Between families of
curves measured for different well developed metals in any one type of test, a distinct family likeness may usually be recognised. The feature is witnessed by the various phenomenological formulae which have been advocated for general use (Dorn 1961, Johnson et al 1961-1964, Snedden 1972, Henderson 1974-1979 and also vide chapter 2). England (1983) suggested that for metallic structures subjected to sustained raised non-uniform temperatures the following uniaxial relationship is appropriate (vide chapter 2) viz:

$$\varepsilon_c = \Phi(T)\sigma^\mu \text{ for } \mu > 1$$

(7.1.1)

7.2 Multiaxial Creep Formulation

Creep experiments under multiaxial stresses are much more difficult to perform than uniaxial creep and mathematical representation is much more involved for combined stresses. Since creep deformation shows some similarities to plastic deformation, an analogous flow rule, similar to von Mises flow rule (Mendelson 1968), maybe derived from the following assumptions:

1. The area of study is concerned with primary creep and the corresponding manifestations of creep behaviour common to that stage (Figure 7.2.1).

2. The multiaxial formulation must reduce to non-linear uniaxial creep law (vide equation 7.1.1) when it is appropriate.

3. The formulation should express material incompressibility that has been observed experimentally during creep process.

4. The creep rate is independent of superimposed hydrostatic pressure.

5. Coaxiality of principal directions of stress and strain rate.

Thus the creep strain rate tensors can be written in terms of the stress deviator tensor, as follows, in a three dimensional Cartesian coordinate system $x_i = x_1, x_2, x_3$:

$$\dot{\varepsilon}_{ij,c} = \lambda S_{ij}, \ i,j = 1,2,3.$$ 

(7.2.1)
\( \lambda \) is a factor of proportionality to be determined. The stress deviator tensor \( S_{ij} \) is determined from the stress tensor \( \sigma_{ij} \) viz:

\[
S_{ij} = \sigma_{ij} - \frac{1}{3} \delta_{ij} \sigma_{kk}
\]  \hspace{1cm} (7.2.2)

where \( \delta_{ij} \) is the Kronecker delta. The stress deviator represents the distortional component of the stress since it is formed by subtracting the hydrostatic or volumetric portion of the stress from the stress tensor and it satisfies the fourth basic requirement that the formulation be independent of hydrostatic pressure.

The overwhelming evidence (vide chapter 2 and section 7.1) of tests at various temperatures indicated that von Mises effective stress or second order invariant stress criterion controls the creep rate for practical conditions of stress and temperature. The effective stress \( \sigma_e \) is defined as:

\[
\sigma_e = (3J_2)^{\frac{1}{2}} ; \quad J_2 = \frac{1}{2} S_{ij} S_{ij}
\]  \hspace{1cm} (7.2.3)

Here \( J_2 \) is the second invariant of the stress deviator tensor. Similarly, the effective creep strain rate can be defined as:

\[
\dot{\varepsilon}_e = \left( \frac{4}{3} I_2 \right)^{\frac{1}{2}} ; \quad I_2 = \frac{1}{3} \dot{\varepsilon}_{ij,j} \dot{\varepsilon}_{ij,j,c}
\]  \hspace{1cm} (7.2.4)

where \( I_2 \) is the second invariant of the strain rate tensor. The use of the effective quantities is intended to satisfy the second requirement that multiaxial formulation must reduce to the correct uniaxial formulation. Indeed, in uniaxial case, \( \sigma_{11} \neq 0 \) and the other stress components all equal to zero, then equation 7.2.3 reduces to:

\[
\sigma_e = \sigma_{11}
\]  \hspace{1cm} (7.2.5)

Furthermore in the uniaxial case \( \varepsilon_{11,c} \neq 0, \varepsilon_{22,c} = \varepsilon_{33,c} \), the rest of the creep rates being zero. Then by constancy of volume in creep, we have:
\[ \dot{\varepsilon}_{kk,c} = 0 \]  
\hspace{1cm} (7.2.6)

from which,

\[ \dot{\varepsilon}_{22,c} = \dot{\varepsilon}_{33,c} = -\frac{1}{2} \dot{\varepsilon}_{11,c} \]  
\hspace{1cm} (7.2.7)

Substitution of equation 7.2.7 into equation 7.2.4 gives:

\[ \dot{\varepsilon}_e = \dot{\varepsilon}_{11,c} \]  
\hspace{1cm} (7.2.8)

Finally,

\[ \lambda S_{kk} = \dot{\varepsilon}_{kk,c} = 0 \]  
\hspace{1cm} (7.2.9)

which satisfies third requirement on material incompressibility.

If we substitute the creep flow rule, equation 7.2.1 into equation 7.2.4 for the effective creep strain rate and using equation 7.2.3, it can be shown that,

\[ \frac{3}{2} \frac{d\varepsilon_e}{dc} \]
\hspace{1cm} (7.2.10)

Non-linear uniaxial creep law (vide section 7.1) states that,

\[ \varepsilon_c = \phi(T)c\sigma^\mu \text{ for } \mu > 1 \]  
\hspace{1cm} (7.2.11)

Utilising equation 7.2.10, one obtains:

\[ \lambda = \frac{3}{2} \frac{d\varepsilon_e}{dc} \]
\hspace{1cm} (7.2.12)

\[ = 1.5 \phi(T)\sigma_c^{\mu-1} \]

From equation 7.2.1, the multiaxial creep flow rule is thus:
\[ \dot{\epsilon}_{ij,c} = 1.5 \phi(T) \sigma_e \mu^{-1} S_{ij} \]  \hspace{1cm} (7.2.13)

The elastic (time independent) part of the total strain rate is obtained from Hooke's law.

### 7.3 The Time-Step Strategy

The step-by-step procedure utilised in chapter four has been used here because it is more easily adapted to the SSCREEP program. The fundamental assumption in the step-by-step creep solution technique is that the time can be subdivided into sufficiently small time intervals such that the stress can be assumed to be constant within each time interval. Therefore the non-linear creep problem can be solved as a series of linear problems for each time interval treating the incremental creep strains from the last time interval as initial strains for the current time interval. Thus the creep strain increment \( \Delta \epsilon_{ij,c} \) for a small pseudo-time interval \( \Delta t \) is given as:

\[ \Delta \epsilon_{ij,c} = 1.5 \phi(T) \sigma_e \mu^{-1} \Delta c S_{ij} \]  \hspace{1cm} (7.3.1)

The success of the step-by-step procedure for solving creep problems depends upon the ability to select appropriate time intervals because if the time interval is too large, instability may occur. Thus it is necessary for,

\[ \Delta t < \Delta t_{\text{critical}} \]  \hspace{1cm} (7.3.2)

where \( \Delta t_{\text{critical}} \) depends on the type of creep law used. A rule of thumb (Zienkiewicz 1982) which proves quite effective in practice is that the increment of creep strain should not exceed a fraction, \( \gamma \), of the total elastic strain, in that:

\[ \Delta t_{\text{critical}} \phi(T) \sigma_e \mu < \gamma \epsilon_{\text{elastic}} = \gamma \sigma_e / E_m \]  \hspace{1cm} (7.3.3)

i.e.

\[ \Delta t_{\text{critical}} = \gamma / (E_m \phi(T) \sigma_e \mu^{-1}) \]  \hspace{1cm} (7.3.4)

for uniaxial case. \( E_m \) is the Young's modulus.
From the author's own experience,

\[ \gamma = 0.05 \quad (7.3.5) \]

A time-step strategy is used in which the time increment is increased by a power of 2, at each step, viz:

\[ \Delta c = 2^{k-1}\Delta c_{\text{critical}} \quad (7.3.6) \]

where \( k = 1, 2, \ldots, n \).

7.4 Illustrative Problem

England's (England 1962) classical flexurally restrained beam was solved as a two-dimensional plane stress problem. Figure 7.4.1 shows details of boundary conditions and loadings. The sustained temperature field was considered. A total of 60 triangular elements was used to model the beam. Young's modulus, Poisson's ratio and coefficient of thermal expansion are taken as 34500 MN/m\(^2\), 0.3 and 0.12x10\(^{-4}\) per \(^\circ\)C respectively. Stresses are expressed in MN/m\(^2\). The temperature normalisation function is taken as \( \Phi(T) = T \). Stresses for the case where \( \mu = 3 \) are presented in Table 7.4.1.

7.5 Concluding Remarks

The finite element computer program 'SSCREEP' has been extended to incorporate the power creep law derived in this chapter as an option for the purpose of performing non-linear creep analysis for plane, stress plane strain, axisymmetric and three dimensional continuum problems.

It has been found that numerical instability occurs as the creep component increases, this has been caused by the decrease of the time-step size which approaches the machine word-size limit. As the current version of the SSCREEP program supports only single precision 32-bit arithmetic, it is concluded that while the algorithm is useful in general, further study into the time-stepping strategy should be carried out and the SSCREEP program should be converted into 64-bit double precision arithmetic and be tested on machines such as Cray 2.
before a full evaluation of the usefulness of the theory proposed here be ascertained.
Primary creep - creep rate decreasing
Secondary creep - creep rate constant
Tertiary creep - creep rate increasing

Figure 7.2.1: Typical creep curve
Axial force applied = 7 MN/m²

(a) The beam model

(b) Finite element idealisation

Figure 7.4.1: The finite element model for the flexurally restrained beam problem
<table>
<thead>
<tr>
<th>c (x10^{-9})</th>
<th>0.0</th>
<th>1.0</th>
<th>2.0</th>
<th>4.0</th>
<th>8.0</th>
<th>16.0</th>
<th>32.0</th>
<th>steady-state</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.67</td>
<td>4.19</td>
<td>2.01</td>
<td>0.80</td>
<td>-0.89</td>
<td>-3.26</td>
<td>-6.46</td>
<td>-9.56</td>
<td>-10.60</td>
</tr>
<tr>
<td>8.67</td>
<td>1.70</td>
<td>-0.47</td>
<td>-1.67</td>
<td>-3.35</td>
<td>-5.56</td>
<td>-7.79</td>
<td>-8.77</td>
<td>-8.80</td>
</tr>
<tr>
<td>7.67</td>
<td>-0.78</td>
<td>-2.95</td>
<td>-4.13</td>
<td>-5.67</td>
<td>-7.29</td>
<td>-8.11</td>
<td>-7.97</td>
<td>-7.81</td>
</tr>
<tr>
<td>5.67</td>
<td>-5.76</td>
<td>-7.63</td>
<td>-8.30</td>
<td>-8.65</td>
<td>-8.29</td>
<td>-7.46</td>
<td>-6.84</td>
<td>-6.68</td>
</tr>
<tr>
<td>3.67</td>
<td>-10.73</td>
<td>-10.91</td>
<td>-10.23</td>
<td>-9.09</td>
<td>-7.79</td>
<td>-6.72</td>
<td>-6.13</td>
<td>-6.01</td>
</tr>
<tr>
<td>2.67</td>
<td>-13.21</td>
<td>-11.68</td>
<td>-10.37</td>
<td>-8.87</td>
<td>-7.47</td>
<td>-6.42</td>
<td>-5.87</td>
<td>-5.76</td>
</tr>
<tr>
<td>1.67</td>
<td>-15.70</td>
<td>-11.86</td>
<td>-10.20</td>
<td>-8.57</td>
<td>-7.17</td>
<td>-6.16</td>
<td>-5.65</td>
<td>-5.54</td>
</tr>
<tr>
<td>0.67</td>
<td>-18.18</td>
<td>-11.52</td>
<td>-9.84</td>
<td>-8.24</td>
<td>-6.90</td>
<td>-5.94</td>
<td>-5.46</td>
<td>-5.36</td>
</tr>
</tbody>
</table>

All stresses are in MN/m²

Table 7.4.1: Beam Stresses for μ = 3 at x=0 at various pseudo-time c
8.1 Preliminary

Research reported in this thesis led to several conclusions, and these have already been incorporated in the appropriate discussions. The main points are summarised in the first part of this chapter, while the second part contains suggestions for further studies.

8.2 Conclusions

8.2.1 Material Models

The effects of temperature and stress on creep have been reviewed in this thesis. The concept of pseudo-time has been justified based on the creep curves similarity hypothesis which has been well-supported in the literature for problems involving moderate strains and temperatures.

Constitutive equations for concrete and non-concrete materials in which creep-temperature plays an essential role have been formulated as differential equations utilizing the pseudo-time concept. The emphasis is on an engineering theory of creep for structures with a strong reliance on experimental data and on practicality. In connexion with the differential equation approach advocated in this thesis, rheological models have been used to enable the mechanisms of creep to be appreciated.

As far as concrete is concerned, it has been shown that for situations where recovery of strains is not important, the analogous Maxwell rheological body is an appropriate material model. If allowance is made for recovery of strains when stresses decline, the analogous Burgers model is more suitable. It has the advantage over the simpler Maxwell model in that it is capable of predicting, with good engineering accuracy, the major strain features associated with stressed concrete.
As far as non-concrete material is concerned, a multi-axial creep law has been derived from an analogous flow rule approach.

8.2.2 Methods of Structural Analysis

8.2.2.1 Beam Analysis

A flexibility method of creep analysis for steady-state stresses in continuous prestressed concrete beam structures subjected to cyclically varying temperatures has been derived based on England's steady-state theory. The method has been shown to be analogous to a beam theory of non-homogeneous elasticity. Use is then made of elastic analysis procedures to generate creep solutions. A Fortran program 'FCREEP' has been developed based on the theory and it maybe utilised, with minimal cost, for design or analysis. FCREEP maybe run on microcomputers, minicomputers or mainframes.

Based on some realistic temperature data supplied by the Transport and Road Laboratory, the study concluded that the combined influences of creep and cyclic temperatures cause significant changes to the working stresses of bridges which should be accounted for in design. It is also recommended that the Codes of Practice BS 5400 should include explicit information relating to temperature for different seasons and different times of day, together with theory and information on temperature-dependence of creep to enable designers to perform creep temperature calculations.

8.2.2.2 Finite Element Analysis

A step-by-step three dimensional finite element algorithm for linear creep continuum problems has been developed. A computer code 'SSCREEP' has been written utilising the algorithm and applied to some benchmark problems. It is revealed that while the algorithm itself is easy to implement, it is very expensive to use even for a small problem. A greater disadvantage is the large amount of information generated from such an analysis and consequently the large human resources which maybe required
for the interpretation of results. In the case of sustained temperature problems, the situation maybe improved by using a variable pseudo-time step increment approach albeit solution accuracy is sacrificed. In the case of cyclic temperature problems, the choice of pseudo-time step increment is restricted because it must not be bigger than the largest temperature phase length within a cycle. It is concluded that while the algorithm is useful in general, it can be extremely expensive and overtax even the most powerful modern computers.

The Complementary Power Theory presented in this thesis permits stresses to be evaluated in both the transient creep phase and in the limiting steady-state condition from a Power Minimisation Procedure in conjunction with a Ritz process. This Procedure has the advantage that it maybe used in the form of exact or approximate analysis and is more economic than the step-by-step algorithms. The nature of the Ritz's expression together with its automatic generation has been explored in detail. The Power Minimisation Procedure has been extended to general two and three dimensional continua utilising the finite element technique. A computer program 'VPCREEP' has been developed for elastic and creep analysis of structures subjected to (i) sustained loads and sustained temperature and (ii) sustained loads and cyclically varying temperatures between any two states. VPCREEP has the ability to generate the self-equilibrating stress distributions (for Ritz's expression) automatically and this reduces the effort required in solving general problems and allows the stress analyst to concentrate on the interpretation of the analysis results.

Extension of the Power Minimisation Procedure to include delayed elastic strain, namely the analogous Burgers Model which is able to describe the concrete material behaviour more closely, has been derived. Solutions of the resulting second order matrix differential equation have been obtained. It has been extended to general two and three dimensional continua utilising the finite element technique and has been incorporated into the 'VPCREEP'
program. It is found that no new Ritz expression is necessary to approximate the time-dependent stress distributions throughout the structural continuum and that the increase in computer time is small in comparison with the finite element solution phase of the program, especially for three dimensional problems.

The finite element computer program 'SSCREEP' has been extended to include the multi-axial non-linear creep law as an option for the purpose of performing non-linear creep analysis for general two and three dimensional problems. It has been found that numerical instability can occur as the creep exponent increases. It is concluded that further study into the time-stepping strategy should be carried out and the 'SSCREEP' program should be converted into 64-bit double precision arithmetic and be tested on machines such as Cray 2 before a full evaluation of the usefulness of the multi-axial non-linear creep theory proposed in this thesis be ascertained.

8.2.3 Finite Element Solution Techniques

The frontal solver with partitioned variable space developed in this thesis and used in the 'SSCREEP' and 'VPCREEP' computer programs has been shown to be a reasonable and natural method for obtaining the solution of large structural systems using the finite element method within computing environments with small in-core storage restrictions. This memory requirement reduction is at the expense of longer processing time as the number of active variable space increases. This increase in computer time is entirely due to additional transfer of data to and from auxiliary storage. Therefore any further hardware improvements in this direction would improve the efficiency of partition frontal solver.

The partition method implemented is completely internal to the solver and required no user intervention. This implementation is further enhanced by the dynamic memory management technique used in these two programs in that the solver will automatically allocate maximum in-core storage available and try to minimise the amount of disk accesses.
8.2.4 Finite Element Preprocessing and Postprocessing

The finite element mesh generations method implemented in 'SSCREEP' and 'VPCREEP' should be adequate for two dimensional and small three dimensional problems. The contouring algorithm used in the programs is also adequate for two dimensional problems.

8.3 Suggestions For Further Studies

8.3.1 Experimental Works

Further experimental studies into the effect of temperature cycling on the properties and structural performance of concrete will be beneficial for the fundamental understanding of the physics of creep and the validation of the analysis methods proposed in this thesis. Experimental data is also required to test the multi-axial non-linear creep theory proposed in this thesis.

8.3.2 Theoretical Investigations

Further investigation into the multi-axial non-linear creep theory will be a worthwhile project.

8.3.3 Software Development

8.3.3.1 Partition Frontal Solver Enhancements

(a) Some form of frontwidth minimisation algorithm should be implemented in 'SSCREEP' and 'VPCREEP' to further enhance the efficiency of the partition frontal solver developed.

(b) The re-writing of the core of the partition frontal solver using assembly language will greatly speed up the solution phase of the programs.

With the wide acceptance of personal computers running DOS or OS/2, the above enhancement will no doubt enable the
programs to be run on these machines.

8.3.3.2 SSCREEP Program Enhancements

The SSCREEP programs should be converted into 64-bit arithmetic and double precision should be used to perform extensive test on the non-linear portion of the program.

8.3.3.3 Preprocessing And Postprocessing Aspects

Further enhancement to the two and three dimensional mesh generation aspects of the programs should be carried out. Likewise, enhancements to the two and three dimensional contouring capabilities, which is a vast subject and is still under intense development at present, should be carried out.

Alternatively, translators which interface with some of the major CAD packages in the software industry should be developed to perform pre-processing and post-processing.
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