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“Prediction is very difficult, especially if it's about the future.”

Niels Bohr

“The most exciting phrase to hear in science, the one that heralds new discoveries, is not 'Eureka!' but 'That's funny...’”

Isaac Asimov
Abstract

Respiratory motion of the heart limits the utility of image-guided cardiac interventions, causing misalignments between the pre-procedure information used for guidance and the intra-procedure moving anatomy and instruments. As a result, the guidance can be misleading, compromising the accuracy and success of the intervention. Respiratory motion models have been proposed to estimate and correct for respiratory motion, but to date their clinical uptake has been very limited due to a lack of accuracy and robustness, and the interruptions that they typically introduce into the clinical workflow. The scope of this project was to devise methods to address these limitations and foster the clinical translation of respiratory motion models.

A novel Bayesian respiratory motion model was developed in the first part of the project. The Bayesian framework enables the combination of the robustness of a pre-procedure motion model derived from Magnetic Resonance Imaging with the intra-procedure information provided by 3D echography (echo) images. The main novelties of the approach lie in its probabilistic formulation and its ability to adapt to variable breathing patterns. The Bayesian motion model was further evaluated using live 2D echo images, proving to be accurate using both 2D and 3D echo images. Furthermore, a new motion model-driven echo acquisition framework was developed to acquire 2D echo images that automatically compensates for respiratory motion.

The second part of the project addressed the limitations associated with the dynamic calibration scan used to derive the motion model, the acquisition of which causes interruptions to the clinical workflow. A personalisation framework for population-based motion models that uses anatomical features to predict cardiac respiratory motion was developed. Results show an average value for the 50th and 95th quantiles of the estimation error of 1.6mm and 4.7mm respectively, without the need for a subject-specific dynamic calibration scan.

Finally, the above mentioned parts were combined to produce a personalised Bayesian motion model. The technique is accurate and does not significantly complicate the clinical workflow, thus making it suitable for clinical uptake.
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1.1 Motivation

The aim of image-guided interventions (IGIs) on the heart is to provide the surgeon with accurate information about the location of catheters and instruments in relation to the chambers and vessels of the heart. This can be achieved by combining pre-procedure high resolution images of the heart of the subject, normally derived from Magnetic Resonance Imaging (MRI) or Computed Tomography (CT), with intra-procedure real-time imaging.

A major drawback to the use of cardiac IGIs is the respiratory motion of the heart. Respiratory motion causes misalignments between the static pre-procedure images used for guidance and the underlying moving anatomy, resulting in misleading guidance information that can affect the success of the intervention. As will be detailed later on, misalignments due to respiratory motion are subject-specific and can range up to 30\text{mm} or more. Respiratory motion is often assumed to be periodic, but is in fact more complex than this, and varies with intra- and inter-cycle variability. Therefore, estimation of respiratory motion is a challenging task.

Respiratory motion modelling techniques have been proposed to estimate and compensate for respiratory motion in image acquisition and IGIs. However, there has been
very limited clinical translation of these techniques. A likely reason for this lack of translation is a lack of accuracy and robustness of the techniques proposed to date. For example, many techniques fail to adequately cope with the complex variability in respiratory motion. A second reason is that the most accurate motion models currently available require the acquisition of a dynamic calibration scan prior to the intervention to estimate and model the subject-specific respiratory motion. Such dynamic calibration scans interrupt and complicate the clinical workflow, and often cannot be acquired at all.

This thesis seeks to address the current limitations of respiratory motion modelling techniques to foster the uptake of such techniques in clinical practice. To achieve this goal, novel and effective methods have been devised first, to improve the accuracy and robustness of the motion model estimates, and second, to obviate the need for a dynamic calibration scan in the clinical workflow. An overview of the original contributions introduced in this thesis is presented in the next Section.

1.2 Contributions

The original contributions of this thesis to the field of respiratory motion modelling can be summarised as follows:

**Accuracy improvement.** Technological advances are leading to increased availability of real-time imaging which can be used during interventions. In particular, advances in 3D echo technology and its relatively low cost have resulted in a real-time, non-ionising 3D imaging modality suitable for intra-procedure guidance. However, for a number of cardiac interventions, echo imaging is not typically of high enough quality to use for guidance on its own, but is nevertheless a rich source of real-time information about organ motion. This opens up the possibility of incorporating echo data into a respiratory motion modelling framework, enabling it to better cope with complex motion variability. To date, a sound theoretical framework to base the incorporation of echo data into a respiratory motion model has been lacking. This thesis presents such a framework. A novel Bayesian approach for subject-specific motion estimation is presented, which is able to produce more accurate motion estimates using a pre-procedure motion model and intra-procedure echo data. The Bayesian motion estimates can be used
intra-operatively to update the position of pre-procedure data, thus maintaining the accuracy of the guidance. The technique uses a probabilistic formulation to combine the robustness of a subject-specific MRI-derived motion model with the real-time information provided by intra-procedure echo imaging. The probabilistic formulation allows incorporation of a measure of uncertainty into the modelling process, and the uncertainty is subsequently resolved by the real-time intra-procedure echo images. Furthermore, the Bayesian motion estimation is able to model and estimate the complex variability in respiratory motion. In this thesis, the technique is evaluated using 3D and 2D echo images acquired from healthy volunteers. Results show the motion estimates to be more accurate than previously published state-of-the-art techniques. To further improve the estimation accuracy of the Bayesian motion estimation using intra-procedure 2D echo images, a novel motion model-driven echo acquisition framework is proposed. The model-driven echo acquisition allows the automatic acquisition of 2D echo images which are compensated for respiratory motion.

Clinical workflow impact. A major limitation of subject-specific respiratory motion models is the need to acquire the dynamic calibration scan used to estimate and model the respiratory motion prior to the intervention. The acquisition of this scan is often impractical, complicating the clinical workflow. In some cases, the acquisition is not possible at all, due to subject considerations, acquisition time and costs. To overcome the need for this scan, a novel personalisation framework for population-based motion models is proposed. The proposed personalised motion model is able to produce accurate respiratory motion estimates using information about the static cardiac anatomy of the subject only. The personalised motion model estimates are, for some subjects, as accurate as subject-specific motion model estimates with no need for a subject-specific dynamic calibration scan.

The next Section outlines how this thesis is organised and where each proposed method is described and evaluated.
1.3 Outline

The thesis is organised in 8 Chapters. Chapter 2 provides clinical background on respiratory motion and image-guided interventions, focusing in particular on the heart. Respiratory motion modelling techniques are presented and reviewed in Chapter 3. The novel methods proposed in this thesis are presented in Chapters 4, 5, 6 and 7. Chapter 8 provides a summary of the contributions with particular focus on their potential clinical impact as well as future directions.

Each Chapter is organised as follows:

**Chapter 2** introduces the physiology of respiratory motion, describing the main characteristics of the respiratory motion of the heart. In the second part of the Chapter, clinical background on image-guided interventions is provided, presenting aims and state-of-the-art techniques. The objective of this Chapter is to provide a clear description of the problem that this thesis seeks to address, namely the estimation and compensation of respiratory motion during IGIs on the heart.

**Chapter 3** provides an overview of currently available techniques for respiratory motion estimation and compensation in image acquisition and IGIs, focusing on respiratory motion modelling techniques. The most relevant works on respiratory motion modelling proposed in the literature are reviewed, emphasising the key contribution of each work. The scope of this Chapter is to provide background knowledge on the topic and to highlight the limitations of respiratory motion models proposed to date that this thesis seeks to overcome.

**Chapter 4** presents the novel subject-specific Bayesian respiratory motion model. The technique aims to address the lack of accuracy and robustness of state-of-the-art motion estimation techniques. In this Chapter, live 3D echo images are employed to resolve the uncertainty in motion estimation. Detailed explanation of the method and an extensive accuracy evaluation are provided.

**Chapter 5** presents further evaluation of the subject-specific Bayesian motion model, but employing live 2D echo images instead of 3D images. In addition, for the first time, a framework is proposed for using a respiratory motion model to automatically guide the acquisition of the intra-procedure 2D echo images. The resulting
motion model estimates are more accurate due to the partial compensation for respiratory motion provided by the model-driven acquisition.

Chapter 6 presents the novel personalisation framework for population-based respiratory motion models. This framework is applicable to any organ affected by respiratory motion, although this Chapter presents results on the respiratory motion of the heart. The personalisation framework selects a subset of subjects from the population sample that is more likely to represent the cardiac respiratory motion of the subject under investigation. The selection is based on static cardiac anatomical features only and uses a neighbourhood approximation technique to learn the correlation of these features with cardiac respiratory motion. This is the first work that has investigated the hypothesis of correlation between the anatomy and position of the heart and its motion due to respiration.

Chapter 7 presents an accurate and robust Bayesian respiratory motion model that does not employ a subject-specific dynamic calibration scan. The method presented in this Chapter combines the novel techniques proposed in Chapter 4 and Chapter 6. The resulting method is a proof of principle that demonstrates how accurate and robust respiratory motion estimates can be made using intra-procedure echo imaging with no significant interruptions to the clinical workflow.

Chapter 8 summarises the main contributions presented in this thesis and describes some limitations of the proposed methods. Moreover, a discussion on the clinical impact of the methods is provided along with an overview of future directions. Finally, conclusions are drawn.

A detailed description of the data acquired and used to evaluate the methods proposed in this thesis is provided in Appendix A.
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This Chapter provides background on respiratory motion and IGIs. The physiology of respiratory motion is introduced in Section 2.1, while the concepts of variability in respiratory motion are presented in Section 2.1.1. Details of the respiratory motion of the heart are reported in Section 2.1.2. IGIs for minimally invasive procedures are introduced in Section 2.2, describing a typical clinical framework, along with the imaging modalities commonly employed (Section 2.2.1). Section 2.2.2 presents some applications of IGIs on the heart. Section 2.3 summarises key concepts and issues that this work seeks to address.

2.1 Respiratory Motion

The process of respiration occurs mainly in the lungs, where oxygen ($O_2$) and carbon dioxide ($CO_2$) are exchanged between air and blood, keeping the partial pressure of
$O_2$ and $CO_2$ in the alveolar arteries at a constant level. The circulating blood supplies $O_2$ to the body, removing the excess $CO_2$ (Hicks, 2000; Keall et al., 2006).

The respiratory cycle consist of the inhalation and exhalation phases. Defining as alveolar pressure the pressure within the alveoli of the lungs, during inhalation fresh air flows into the lungs as a consequence of a negative alveolar pressure relative to the atmospheric pressure, and $O_2$ and $CO_2$ are exchanged; during exhalation, a positive alveolar pressure relative to the atmospheric pressure causes the air in the lungs to flow out. The changes in alveolar pressure are caused by changes in the lung volume, as a result of muscle activity. Several muscles are involved in normal inhalation, the main one being the diaphragm. As the diaphragm contracts, it moves in a predominantly inferior direction, with some anterior motion, increasing the volume of the lungs. This breathing motion is referred to as abdominal breathing. Other muscles normally involved are the intercostal muscles, which connect adjacent ribs of the thorax. During inhalation, intercostal muscles also contract, increasing the thorax volume in the antero-posterior (AP) and medio-lateral (ML) directions. This is referred to as chest breathing. Exhalation at rest is normally a passive process, while active exhalation also involves the activation of muscles in the abdomen and back. The functional residual capacity denotes the lung volume at the end of exhale and represents an equilibrium state which is the most relaxed. It is also the most repeatable in terms of the position of the organs affected by respiration. Therefore, as detailed later on, end-exhale is commonly used for respiratory gating in image acquisition and image-guided treatments.

### 2.1.1 Respiratory Motion Variability

In this Section, a brief description of variability in respiratory motion is provided, since the novel methods proposed in this thesis aim at modelling such variability.

**Intra-cycle Variability**

Defining the intra-pleural pressure as the pressure in the pleural cavity, which is the space between the layers of the membrane lining the lung and the chest, the transpulmonary pressure can be defined as the difference between the alveolar pressure and the intra-pleural pressure. The relationship between transpulmonary pressure and lung
volume changes from exhalation to inhalation. This characteristic is known as hysteresis and hereafter is referred to as *intra-cycle variability*, emphasising the difference in respiratory mechanisms during exhalation and inhalation. As shown in Figure 2.1(a), the difference in pressure/volume curves (a.k.a. compliance) is due to the additional energy required during inhalation to inflate more alveoli (Escolar and Escolar, 2004). Furthermore, the time employed to breathe in is normally longer than the time to breathe out. As a consequence, the respiratory motion of organs in the chest and abdomen varies between the exhalation and the inhalation phases (see Figure 2.1(b)).

![Figure 2.1: Hysteresis effect. (a) shows the different relationship between lung volume and transpulmonary pressure from exhalation to inhalation. Nehrke et al. (2001) showed the intra-cycle variability in cardiac respiratory motion by plotting the superior-inferior displacement of the heart against diaphragm displacement (b).](image)

Intra-fraction variability has a different meaning than intra-cycle variability, and refers to the difference between breathing cycles within a fraction of time, usually referring to fractions of lung radiotherapy (McClelland et al., 2011, 2013).

**Inter-cycle Variability**

*Inter-cycle variability* refers to differences in respiratory motion of the organ from one respiratory cycle to another. Several factors, such as auto regulatory mechanisms, posture and coordination between abdominal and chest breathing, determine the type of respiration performed in each breathing cycle. These factors can vary in their contributions from cycle to cycle causing variations in the motion.

Since the forces acting on the thorax and abdomen vary between the upright, prone, supine or lateral side postures (Vellody et al., 1978), image acquisition for IGIs
and the interventions themselves are typically carried out in the same body posture, normally supine (Scott et al., 2009).

Several studies (Konno and Mead, 1967; Sharp et al., 1975; Troyer and Estenne, 1984) have investigated the influence of abdominal and chest breathing on the resulting respiratory pattern, showing that in normal breathing there is coordination between the two mechanisms, with abdominal breathing being normally dominant over chest breathing. However, during deep and fast breathing, the contribution of the intercostal muscles increases and the coordination between diaphragm contraction and rib cage movement diminishes. This varying correlation makes the breathing motion unpredictable. Despite such investigations on the roles of abdominal and chest breathing, the formation of clear conclusions is hindered by the high inter-subject variability in respiratory motion, as reported in Tobin et al. (1983) and Benchetrit (2000).

Inter-cycle respiratory motion variability is typically observed during cardiac IGIs performed while the patient is awake, e.g. during cardiac ablation procedures.

### 2.1.2 Cardiac Respiratory Motion

Like the lungs, liver, bowels, kidneys and pancreas, the heart is subject to respiratory motion. Due to its anatomical position, the heart is affected by both the rib cage and diaphragm motion, making cardiac respiratory motion\(^1\) unpredictable and challenging to compensate for.

A common technique for dealing with cardiac respiratory motion is breath-holding. Healthy individuals may comfortably suspend their breath for 10 to 40 seconds, allowing imaging data to be acquired with minimal effects from respiratory motion. However, breath-holding cannot be easily performed by patients with cardiovascular or pulmonary diseases, and often the time required for imaging or treatment is longer than a typical breath-hold duration. Furthermore, Holland et al. (1998) showed that the diaphragm is subject to drifts during breath-holding at end-inhale and end-exhale, meaning that motion cannot be completely eliminated.

Early investigations (Wang et al., 1995) showed a linear relationship between the supero-inferior (SI) translation of the heart and the right hemi-diaphragm displacement. Since the displacement of the diaphragm can sometimes be easily measured

\(^1\)Hereafter, the wording \textit{cardiac respiratory motion} refers to motion of the heart due to respiration only, and not to the contractile motion of the heart.
during image acquisition (e.g. using MRI pencil-beam navigators, Ehman and Felmlee (1989)), this opened up the possibility of calibrating this relationship and using it to estimate the cardiac respiratory motion. This can be seen as the earliest and simplest type of motion model (McClelland et al., 2013). More details will be given in Chapter 3. As shown in Figure 2.1(b), Nehrke et al. (2001) reported the hysteretic behaviour of the SI translation of the heart, highlighting how this intra-cycle variability is strongly subject dependent. Manke et al. (2002a) compared three different motion correction methods for Cardiac Magnetic Resonance Angiography (CMRA), showing a 3D affine motion correction to be more accurate than SI and 3D translational motion corrections. High inter-subject variability of the model parameters was also reported. In McLeish et al. (2002), the non-rigid motion of the heart at the right coronary artery, right atrium, and left ventricle (LV) was assessed during breath-holds at different respiratory positions. The rigid-body motion of the heart was found to be mostly in the SI direction, while significant non-rigid deformations were found for the free wall of the right atrium and the LV. Shechter et al. (2004) investigated cardiac respiratory motion during normal free-breathing as opposed to breath-holds, suggesting that free-breathing and breath-hold respiratory motion differ. This was later demonstrated in Blackall et al. (2006). The values of cardiac respiratory motion reported in McLeish et al. (2002) and Shechter et al. (2004) are summarised in Table 2.1.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SI translation (mm)</td>
<td>16.4 ± 4.2</td>
<td>4.9 ± 1.9</td>
</tr>
<tr>
<td>AP translation (mm)</td>
<td>7.1 ± 2.9</td>
<td>1.3 ± 1.8</td>
</tr>
<tr>
<td>LR translation (mm)</td>
<td>-3.8 ± 2.1</td>
<td>0.4 ± 2.0</td>
</tr>
<tr>
<td>SI rotation (°)</td>
<td>-0.6 ± 3.3</td>
<td>-0.7 ± 1.5</td>
</tr>
<tr>
<td>AP rotation (°)</td>
<td>3.8 ± 1.8</td>
<td>1.2 ± 1.3</td>
</tr>
<tr>
<td>LR rotation (°)</td>
<td>-1.8 ± 1.7</td>
<td>-1.5 ± 0.9</td>
</tr>
<tr>
<td>Right atrium midpoint (mm)</td>
<td>16.0 ± 4.2</td>
<td>-</td>
</tr>
<tr>
<td>Right coronary midpoint (mm)</td>
<td>17.0 ± 4.0</td>
<td>-</td>
</tr>
<tr>
<td>LV apical point (mm)</td>
<td>22.5 ± 4.2</td>
<td>-</td>
</tr>
<tr>
<td>Right diaphragm (mm)</td>
<td>42.7 ± 11.2</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2.1: Motion deformation of the heart from end-exhale to end-inhale. In McLeish et al. (2002), the six rigid deformations and displacements at four cardiac locations were measured for 8 volunteers during breath-hold between maximum exhale and maximum inhale. In Shechter et al. (2004), the six rigid body deformations were measured in 10 patients during normal free-breathing angiography.
2.2 Image-Guided Interventions

In this Section, a brief overview of the aims and general framework of minimally invasive image-guided procedures is provided. In the last few decades, a significant move from open surgery to minimally invasive surgery has occurred in the performance of surgical procedures (Peters and Cleary, 2008; Perrin et al., 2009). The main advantage of minimally invasive surgery over open surgery is a much reduced damage of surrounding tissues which results in a lower patient mortality, faster recovery and shorter hospitality stay. The advances in medical technology and imaging technology have played a key role in adopting minimally invasive interventions as standard clinical procedures (Peters and Cleary, 2008; Perrin et al., 2009; Linte et al., 2013), providing surgeons with accurate steerable instruments and real-time imaging modalities that reduce the need for direct access to the target structures.

Given the increasing complexity of minimally invasive procedures, more rich and accurate information is required to compensate for the lack of direct vision and thus carry out successful procedures. To this end, minimally invasive interventions that use pre-procedure data during the procedure to provide surgeons with such information have been increasingly adopted. In this thesis, the term IGIs refers to minimally invasive procedures that combine pre-procedure and intra-procedure data.

Although the exact workflow of image-guided systems depends on the application, some features and techniques are common, regardless of the specific use. According to Cleary and Peters (2010), a typical sequence for computer-assisted IGIs is given by:

1. acquisition of pre-procedure imaging data. Typically, these are 3D images acquired using Computed Tomography (CT), Rotational X-ray Angiography (RXA) and Magnetic Resonance Imaging (MRI). The aim of pre-procedure imaging is to provide high spatial resolution information about the target anatomy;
2. tracking of surgical tools and catheters relative to the patient anatomy. Typically this is achieved by using external tracking and/or image-based tracking;
3. registration of the pre-procedure imaging data to the patient anatomy, a.k.a. image-to-physical registration. Registration refers to the process of bringing two or more coordinate systems into spatial alignment (Hajnal et al., 2001). This normally means determining the spatial alignment of the pre-operative images, often acquired with different imaging modalities, with respect to the intra-procedure
position of the patient. In order to correctly perform the registration, anatomical features or fiducial markers common to the coordinate systems are identified. Point and/or surface matching can be used to align the corresponding features represented in the different coordinate systems. The accuracy of the alignment can be assessed using Target Registration Errors (TRE) (Fitzpatrick et al., 1998). Image-to-image registration can also be employed to align the 3D pre-procedure imaging data to the 2D or 3D intra-procedure imaging data (Markelj et al., 2012). Given the higher information content of 2D/3D images compared to single features or fiducial markers, image-to-image registration can play a significant role in image-to-physical alignment. To this end, new and efficient similarity measures for the registration of multi-modality images have been proposed (Penney et al., 2008; Wein et al., 2008; Heinrich et al., 2013), as well as image denoising and segmentation algorithms. Image-to-image registration also allows the alignment of atlases or biomechanical models of the target structures to intra-procedure imaging data (Hawkes et al., 2007; Edwards and Bello, 2010; Hu et al., 2012);

4. visualisation of the intra-procedure instruments with respect to the pre-procedure imaging data. Surgeons can use this visualisation to carry out the intervention. The accuracy requirements vary according to the procedure (Linte et al., 2010, 2012), however poor instrument tracking or image-to-physical registration inaccuracies and errors can lead to inaccurate guidance information and failure of the procedure;

5. image confirmation upon procedure completion. Depending on the type of procedure performed, a high spatial resolution image is usually acquired to assess the success of the procedure.

The aforementioned IGI framework can change slightly according to the application. However, although the specific image modalities and surgical instruments will vary depending on the procedure, the sequence of pre-procedure image acquisition, instrument tracking, intra-procedure imaging and image-to-physical registration is performed in most IGIs.
2.2.1 Imaging Technology

As mentioned in Section 2.2, the purpose of pre-procedure imaging is to gain the information the surgeon needs to diagnose, accurately plan and carry out the intervention. Usually this means anatomical information about the structure to treat, as well as functional information that can characterise infarcted tissues, lesions or tumours. High spatial resolution is normally a requirement for pre-procedure imaging. On the other hand, intra-procedure imaging should have high temporal resolution to provide real-time information about the position of surgical instruments and the target anatomy. In selecting a suitable imaging modality to use for pre-procedure and intra-procedure imaging, the following characteristics are normally considered:

- spatial resolution; i.e. the ability to detect the smallest possible feature of interest;
- temporal resolution;
- image contrast; i.e. the ability to differentiate tissue boundaries;
- ability to characterise different tissues;
- degree of tissue penetration;
- use of ionising or non-ionising radiations;
- cost associated with the image acquisition.

The main characteristics of the imaging modalities commonly used for pre- and intra-procedure imaging are summarised in Table 2.2. Below, these modalities are briefly described in general terms rather than technical. See Dowsett et al. (2006) for a complete description of the physics underlying each imaging modality.

Echography (echo) uses ultrasound (US) acoustic waves to map the interfaces between tissues. In particular, waves that are reflected by tissue boundaries (echo waves) are measured and displayed as an image. The higher the difference in acoustic impedance between neighbouring media, the stronger the reflected echo wave. In Brightness-mode (B-mode), the brightness of the pixel/voxel is directly proportional to the intensity of the measured echo wave. US waves are affected by mechanical absorption and diffraction and scattering effects, that cause loss of energy and characteristic image artefacts, such as the speckle effect (Thijssen, 2003), tissue inhomogeneities, multiple and off-axis reflections and shadowing (Kremkau and Taylor, 1986; Noble and
Chapter 2. **Clinical Background**

<table>
<thead>
<tr>
<th>Modality</th>
<th>MRI</th>
<th>CT</th>
<th>Fluoroscopy</th>
<th>Echo</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dimensionality</strong></td>
<td>2D/3D</td>
<td>2D/3D</td>
<td>2D</td>
<td>2D/3D</td>
</tr>
<tr>
<td><strong>Ionising energy</strong></td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td><strong>Advantages</strong></td>
<td>Soft-tissue contrast, spatial resolution</td>
<td>Spatial resolution, image contrast</td>
<td>Temporal resolution, instrument visualisation</td>
<td>Temporal and spatial resolution, cost</td>
</tr>
<tr>
<td><strong>Disadvantages</strong></td>
<td>Cost, temporal resolution</td>
<td>Radiation dose, contrast agent</td>
<td>Radiation dose, soft-tissue contrast</td>
<td>Limited FoV, image artefacts</td>
</tr>
<tr>
<td><strong>Use in IGIs</strong></td>
<td>Pre-, (Intra-) procedure</td>
<td>Pre-, (Intra-) procedure</td>
<td>Intra-procedure</td>
<td>Intra-procedure</td>
</tr>
</tbody>
</table>

Table 2.2: Summary of the characteristics of the imaging modalities commonly employed in IGIs.

Boukerroui, 2006). For cardiac applications, 2 – 4 MHz US waves with spatial resolution of 0.6 – 2 mm are used. Tissue penetration is usually 12 – 15 cm, generating a limited field of view (FoV). The temporal resolution of 2D/3D echo imaging is lower than a hundred ms. Despite the characteristic imaging artefacts, the use of mechanical waves makes echo a safe and low-cost imaging technique that provides 2D and 3D real-time intra-procedure images in IGIs (Noble et al., 2011).

X-rays are ionising electromagnetic radiation that penetrates bone and soft tissues and can either be absorbed, scattered or remain unchanged depending on the density of the tissues. The variation in absorption of different tissues is what is detected and depicted in the resulting image. X-ray imaging can be used for single static images or for real-time sequences, a.k.a. fluoroscopy imaging. Fluoroscopy is currently the preferred imaging modality in cardiac interventions, since it allows visualisation, tracking and guidance in real-time of surgical tools and catheters. However, because of its projective nature, X-ray imaging generates 2D images only. Furthermore, due to a low soft-tissue contrast, contrast agents need to be used to visualise vessels. Spatial resolution is normally < 1 mm, depending upon the energy of the X-rays.

CT imaging provides volumetric information by combining multiple X-ray projections. The physical principles concerning energy sources, ionising issues and tissue
penetration are the same as for X-ray imaging. Most of the common CT machines have rotating gantries that quickly rotate around the subject and use algorithms such as filtered back projection or iterative reconstruction to accurately reconstruct the corresponding transverse slices. CT images have high spatial resolution (∼ 0.8 mm² in-plane) and boundary contrast, particularly in bony areas. Soft-tissue contrast can be improved further by using intravenous contrast agents. CT is mainly employed as a pre-procedure imaging technique, although intra-procedure uses have been investigated (Masamune et al., 2001). The main drawback of this modality for interventional use is the high radiation dose delivered to the patient and clinical staff.

RXA (a.k.a. flat panel C-arm CT or cone-beam CT) is an emerging modality that allows pre- and intra-procedure 3D imaging for minimally-invasive surgery and interventional cardiology (Orth et al., 2009). By rotating the X-ray source and detector (typical rotation ∼ 190°) and acquiring a few hundred 2D X-ray images over a time period of 5 to 20 seconds, a C-arm cone-beam CT system reconstructs a complete volumetric image. This image modality provides 3D images with lower contrast resolution than CT imaging.

MRI uses a high static magnetic field and radio frequency (RF) energy to image the content of hydrogen in tissue. Both magnetic and RF energies are non-ionising. MRI provides high soft-tissue contrast that can be improved further by using contrast agents. However, for adequate signal-to-noise ratios (SNR), multiple applications of the RF energy are necessary, increasing the acquisition time and the likelihood of image artefacts due to motion occurring between subsequent RF applications. Respiratory and cardiac gating techniques need to be employed to acquire high spatial resolution images of the heart, leading to image acquisition times of several minutes. For these reasons, MRI is typically used as a pre-procedure imaging modality, although its use as an intra-procedure modality has successfully been reported (Razavi et al., 2003). Compared to other imaging modalities, MRI has the highest image acquisition costs.

2.2.2 Cardiac Image-Guided Interventions

The main application for the methods developed in this thesis is minimally-invasive cardiac IGIs, therefore an overview of the aims and of the state-of-the-art is provided in this Section.
Clinical applications of IGIs on the heart have been investigated by a large number of groups, leading in some cases to the acceptance of the procedure as a clinical standard (Peters, 2006; Perrin et al., 2009; Cleary and Peters, 2010). This is the case for electrophysiology (EP) studies. The aim of EP studies is to reconstruct a map of the electrical conduction system of the heart by inserting catheters into the cardiac chambers, allowing the location and treatment of abnormal conduction regions that might cause cardiac arrhythmias. Cardiac arrhythmias are typically treated using ablation therapy or pacemaker implantation.

Cardiac image-guided interventions normally involve the use of fluoroscopic images to guide the insertion and movement of catheters, while MRI, CT and RXA can be used to image patients prior to the intervention. Pre-procedure imaging can be used to derive cardiac geometry, the distribution of myocardial scarring, the myocardial motion and blood flow (Rhode and Sermesant, 2011; Rhode et al., 2012). An example of a pre-procedure image and corresponding cardiac segmentation is shown in Figure 2.2.

![Figure 2.2: Example of a 3D MRI pre-procedure image and cardiac segmentation obtained by using a Philips segmentation toolkit. Three orthogonal views of the high resolution 3D MRI are shown in Figure 2.2(a). Image processing is used to derive an anatomical segmentation of the main cardiac chambers (Figures 2.2(b)-2.2(c)). The segmentation corresponding to the target structure can be overlaid onto intra-procedure images for guidance purposes.](image)

Depending upon the cardiac procedure, the patient conditions and the clinical centre guidelines, sedation or anaesthesia is used. Sedation is typically chosen for long and low-risk procedures, such as some EP procedures, or for procedures requiring patient feedback, i.e. cardiac ablation therapy. The patient is free-breathing during sedation, while anaesthetised patients are mechanically ventilated.

MRI has been used as a pre-procedure imaging modality, which is subsequently registered to the intra-procedure fluoroscopy images or EP data (De Buck et al., 2005).
Such techniques can be performed in an XMR suite (Rhode et al., 2003, 2005; Yu et al., 2005), where an X-ray system is coaxially aligned with an MRI system in the operating room, allowing rigid-body registration of the MRI and fluoroscopy images during the same acquisition session. The X-ray system can also be embedded within the MRI scanner, which allows the simultaneous acquisition of fluoroscopy and MRI data (the closed-bore XMR system (Brzozowski et al., 2006)). The use of MRI alone as a real-time intra-procedure imaging modality has also been investigated by several groups (Razavi et al., 2003; Guttman et al., 2007).

3D pre-procedure cardiac roadmaps can be derived from CT. In Sra et al. (2007) and Knecht et al. (2008), atrial fibrillation (AF) treatment was performed by overlaying 3D CT images of the left atrium onto the real-time intra-procedure fluoroscopy images, while Ector et al. (2008) used a CT-based 3D model of the heart in combination with biplane fluoroscopy to guide instrument navigation.

Some of the techniques for overlaying 3D MRI or CT imaging data onto intra-procedure fluoroscopy are commercially available. However, the ionising energy delivered by RXA and CT and the high costs associated with MRI hamper the use of such techniques as intra-procedure imaging modalities in clinical routine for the majority of cardiac procedures. To overcome some of these limitations, echo has been proposed as an additional and/or alternative imaging modality for intra-procedure guidance. Yuen et al. (2008) used echo imaging alone to perform intra-cardiac procedures. They proposed a 3D echo-guided system that synchronises the instrument motion with the cardiac beating motion. Other works proposed the use of echo imaging as an extra intra-procedure modality, adding soft-tissue information to the fluoroscopy imaging. Wein et al. (2009) proposed the fusion of intra-cardiac echo imaging with CT images, while in Ma et al. (2009), King et al. (2009b) and King et al. (2010b) pre-procedure MRI volumes were registered to intra-procedure echo images. In Gao et al. (2010), a rapid algorithm for the registration of transoesophageal echo (TOE) and fluoroscopy images was proposed, while Housden et al. (2013) proposed a framework for the registration of pre-procedure cardiac segmentations and intra-procedure fluoroscopy and TOE. An example of this registration framework is shown in Figure 2.3. In Ma et al. (2010), a hybrid echo and X-ray guidance system that used a robotic arm to automatically acquire the echo imaging data was proposed. Furthermore, in Linte et al. (2008),
real-time intra-procedure echo imaging was fused with pre-procedure images, electrophysiological data and magnetically tracked surgical instruments for cardiopulmonary bypass surgery.

Figure 2.3: Example of multi-modality registration in a cardiac IGI. In Figure 2.3(a), intra-procedure TOE images are automatically overlaid onto X-ray fluoroscopy images. Despite the limited FoV, TOE provides the 3D soft-tissue information lacking in X-ray images. As shown in Figure 2.3(b), a much richer source of information is provided by overlaying pre-procedure information onto the intra-procedure modalities. In this case, a segmentation of the left atrium (see Figure 2.2), is overlaid onto TOE and X-ray images. The white arrows show misalignments due to motion.

During many cardiac procedures, electro-anatomical mapping systems are routinely used to collect cardiac electrical data, deliver ablation therapy and pace the heart (Rhode et al., 2012). Such electro-anatomical data can be obtained using commercially available systems such as CARTO (Biosense Webster), EnSite NavX (St. Jude Medical), or LocaLisa (Medtronic). Cardiac roadmaps derived from pre-procedure CT/MRI/RXA can be fused to the electro-anatomical maps using integrated approaches such as CARTO-Merge or Ensite-Fusion, reducing procedure time, radiation dose and improving patient outcome in ablation therapies (Earley et al., 2006). Examples of commercially available systems to overlay pre-procedural images onto X-ray fluoroscopy are EP Navigator (Philips Healthcare) and syngo iPilot (Siemens Healthcare).

2.3 Discussion

The potential of IGIs for minimally-invasive cardiac procedures is very high and is quickly growing as a consequence of the recent advances in imaging and tracking system technology. Clinical accuracy requirements depend on the complexity of the procedure.
In Linte et al. (2010, 2012), some examples are provided for EP procedures, coronary artery bypass grafting, aortic valve implantation and atrial septal defect repair, where an indicative overall accuracy of 5\( \text{mm} \) is considered sufficient for successful guidance. However, other cardiac applications, such as stem cell implantation therapy, or the assessment of ablation points can have higher accuracy requirements.

Any motion that occurs between the underlying anatomy and the static pre-procedure images used for guidance causes misalignments that can compromise the accuracy and success of the procedure. For instance, as shown in Figure 2.3(b), residual misalignments can be noticed between the static segmentation of the left atrium and the positions of the catheters. These misalignments are caused by the contractile and respiratory motion of the heart. Since the cardiac contractile motion is typically periodic and more repeatable than cardiac respiratory motion, it can normally be compensated for using a gating-based approach, i.e. by acquiring the images at the same contraction phase, for instance by synchronising image acquisition to the electrocardiogram (ECG) signal. Compensation for cardiac respiratory motion is more challenging. A similar gating-based approach would not be feasible due to the longer length of a breathing cycle. Therefore, the motion must be corrected, which involves the estimation of an aperiodic and significantly variable motion, as detailed in Section 2.1.1. Furthermore, given the magnitude of cardiac respiratory motion (see Table 2.1), estimation and compensation of such deformations is paramount to meet accuracy requirements in free-breathing sedated patients.

Respiratory motion modelling represents a promising and viable solution for robust respiratory motion estimation and compensation, and is the focus of this thesis. The following Chapter provides a description of the aims and methodologies of respiratory motion modelling, along with an overview of the state-of-the-art on this topic.
Chapter 3

Respiratory Motion Modelling

As mentioned in Section 2.1.2, several solutions have been proposed to deal with respiratory motion. The most common alternative techniques to motion models are breath-holding, respiratory gating and motion tracking (McClelland et al., 2013). Breath-holding represents the simplest solution, but the time required for imaging or treatment is normally longer than a typical breath-hold duration (< 30s). Respiratory gating consists of the acquisition/use of images only during a limited window of time, typically end-exhale. This results in longer acquisition/treatment durations, and the long duration of respiratory cycles makes such approaches unsuitable for IGI applications. Motion tracking normally requires markers to be implanted into or nearby the region of interest, so that the markers can be subsequently tracked, for instance, by using fluoroscopy imaging. Implantation of the markers is an invasive procedure, and motion information is not available for whole organs but is limited to the markers only. To overcome the limitations of such techniques, respiratory motion modelling has been investigated.
Motion modelling has been proposed to estimate and compensate for respiratory motion in image acquisition and IGIs on organs in the chest and abdomen. The underlying idea is to build a model of the subject’s respiratory motion that can be subsequently applied for motion estimation and correction. A thorough review on respiratory motion models can be found in McClelland et al. (2013). The scope of this Chapter is to provide an overview of respiratory motion modelling for image acquisition, IGIs and image-guided treatments, highlighting the limitations of many current approaches that this thesis seeks to address. In particular, this thesis seeks to overcome the lack of accuracy of current motion models used in IGIs by developing novel methods to deal with the intra- and inter-subject motion variability by using intra-procedure echo imaging. Therefore, respiratory motion models able to deal with intra-subject variability in motion are reviewed in Section 3.2.1, while the use of echo images to guide motion models is discussed in Section 3.2.2. Motion models aiming to model inter-subject variability are analysed in Section 3.3. Where possible, the same notation and terminology as in McClelland et al. (2013) is used.

3.1 Building and Applying Respiratory Motion Models

The aim of respiratory motion modelling is to parametrise the motion as a function of some measurable surrogate data. The model parameters are subsequently employed to estimate respiratory motion, given measurements of the same or similar surrogates.

The typical workflow associated with motion modelling consists of two phases: model building and model application. An example of a respiratory motion modelling workflow is shown in Figure 3.1.

Hereafter, \( \Phi \) denotes the respiratory motion model, \( s \) the surrogate data and \( M \) the motion estimate of the model. The motion model \( \Phi \) can represent 1D or 3D translations, rigid-body, affine or non-rigid deformations. The choice of the motion description used by \( \Phi \) affects the estimation accuracy achievable and the overall computational complexity. This choice is normally based on knowledge of the expected motion of the organ(s) being targeted.

When building the model, the motion of the structures of interest is normally estimated from a dynamic calibration scan using image registration. The dynamic
calibration scan and the surrogate data are simultaneously acquired prior to the procedure. According to the chosen motion description, model parameters are fitted to the motion estimates as a function of $s$. Several methods to derive the model parameters, such as fitting techniques or statistical methods, can be used. Some instances of respiratory surrogates are the respiratory bellows (Santelli et al., 2011), spirometry (Lu et al., 2005), MRI navigator echoes (Manke et al., 2002a), and optical tracking of chest movement (Hughes et al., 2009). Ideally, surrogate data should be easily acquirable with high temporal resolution during the building and application of the model. However, this is not always the case, especially in IGIs, where the use of MRI or spirometry during the procedure is often not possible. In such cases, surrogate data different from the surrogates used to build the model can be used during model application, e.g. intra-procedure images. Depending on whether the surrogate acquired during model building and application are the same or different, two distinct approaches to model application are possible, as described below.

In **direct correspondence models** (see Figure 3.1), the surrogate data used for model building and application are of the same form and the model estimates are computed directly as a function of $s$

$$M = \Phi(s). \quad (3.1)$$

In **indirect correspondence models**, the surrogates used for model building are typically different from the surrogate data in the application phase. In some cases, no surrogate data are acquired during model building, and instead, internal variables are
derived from the motion estimates (King et al., 2012). Often, surrogate data in the application phase are intra-procedure images and, for this reason, indirect correspondence models have also been referred to as *image-driven models*. As shown in Figure 3.2, the internal variables of the indirect correspondence model (e.g. position in the respiratory cycle (Blackall et al., 2005) or parameters representing reduced dimensions in a statistical model (King et al., 2012)) are optimised to find the best match between the intra-procedure surrogate $I$ (e.g. intra-procedure image) and the estimates of $I$ made by the motion model

$$\mathbf{M} = \Phi(\tilde{x}), \quad \tilde{x} = \arg\max_x \text{Sim}(T(I_{ref}, \Phi(x)), I),$$  

(3.2)

where $x$ are the internal variables, $\Phi(x)$ are the motion parameters estimated by the model, $I_{ref}$ is a reference image, $T$ is a function that transforms $I_{ref}$ given $\Phi(x)$ and $\text{Sim}$ is a similarity measure (McClelland et al., 2013). $I_{ref}$ and $I$ can be acquired using different modalities, so $\text{Sim}$ might involve feature enhancement or image simulation (King et al., 2001; Blackall et al., 2005; King et al., 2010b) to compute an inter-modality similarity measure. In model application, given the model $\Phi$ and the optimised internal variables, $\tilde{x}$, the model outputs an estimate of the respiratory motion, $\mathbf{M}$. In IGIs, $\mathbf{M}$ can be used to update the position of a pre-procedure anatomical roadmap in near real-time (i.e. with the temporal resolution of the surrogate data and the registration time) to provide continuous and accurate guidance information.

**Figure 3.2**: Example of indirect correspondence respiratory motion model.
Respiratory motion models can be subject-specific or population-based. When building subject-specific models, the respiratory motion is estimated from a dynamic calibration scan of the same subject that the model will be applied to, while in population-based models, the motion in the calibration phase is estimated from calibration scans acquired previously from a population sample of subjects, and the model is subsequently applied to a subject not belonging to the population sample. Details of these two types of motion models are outlined in Sections 3.2 and 3.3, respectively.

3.2 Subject-Specific Respiratory Motion Modelling

This Section reviews the state-of-the-art in subject-specific respiratory motion modelling. The ability of motion models proposed in the literature to deal with intra- and inter-cycle variability is discussed in Section 3.2.1, while echo-driven motion models are discussed in Section 3.2.2. Key papers are summarised in Table 3.1, detailing the number and nature of surrogate data, the imaging modality used to build the model and the type of model employed. The last column of Table 3.1 reports whether the correspondence model is direct, $D$, (i.e. the same or related surrogates are employed to build and apply the motion model) or indirect, $I$, (i.e. imaging data is used to apply the motion model).

In subject-specific motion models, the dynamic calibration scan is acquired from the same subject that the model is subsequently applied to. For this reason, subject-specific models are generally more accurate than population-based models. As can be noticed from Table 3.1, the dynamic calibration scan is typically acquired using 4D MRI or CT, meaning that dynamic 3D images over time are acquired ($4D = 3D + t$). However, the dynamic calibration scan can cause significant interruptions to the clinical workflow, or often cannot be acquired at all, due to patient considerations, such as patients with MRI-incompatible implants or bariatric patients, or, as mentioned in Section 2.2.1, due to dose issues or high acquisition costs. Furthermore, in some cases, the quality of the dynamic calibration scan might not be sufficient for a reliable estimation of respiratory motion. These drawbacks of subject-specific models are further discussed in Section 3.4.
<table>
<thead>
<tr>
<th>Paper</th>
<th>Intra-</th>
<th>Inter-</th>
<th># Surr</th>
<th>Modality(ies)</th>
<th>Model(s)</th>
<th>Correspondence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atkinson et al. (2001)</td>
<td>x</td>
<td>x</td>
<td>1</td>
<td>2D echo</td>
<td>SI translation</td>
<td>D</td>
</tr>
<tr>
<td>King et al. (2001)</td>
<td>x</td>
<td>x</td>
<td></td>
<td>MRI, 3D echo</td>
<td>Point Distribution Model</td>
<td>I</td>
</tr>
<tr>
<td>Manke et al. (2002a,b)</td>
<td>x</td>
<td>x</td>
<td>1</td>
<td>CMRA</td>
<td>SI, 3D translation, affine</td>
<td>D</td>
</tr>
<tr>
<td>Manke et al. (2003)</td>
<td>✓</td>
<td>✓</td>
<td>3</td>
<td>CMRA</td>
<td>Affine</td>
<td>D</td>
</tr>
<tr>
<td>Shechter et al. (2004, 2005)</td>
<td>✓</td>
<td>x</td>
<td>1</td>
<td>X-ray</td>
<td>Translational, rigid-body, affine</td>
<td>D</td>
</tr>
<tr>
<td>Ablitt et al. (2004)²</td>
<td>x</td>
<td>x</td>
<td>n</td>
<td>CMRA</td>
<td>PLSR</td>
<td>D</td>
</tr>
<tr>
<td>Low et al. (2005)³</td>
<td>✓</td>
<td>x</td>
<td>2</td>
<td>CT</td>
<td>Independent linear functions</td>
<td>D</td>
</tr>
<tr>
<td>McClelland et al. (2005, 2006)</td>
<td>✓</td>
<td>x</td>
<td>1</td>
<td>CT</td>
<td>Polynomial, B-spline, Fourier interp of FFD</td>
<td>D</td>
</tr>
<tr>
<td>Blackall et al. (2005)</td>
<td>x</td>
<td>x</td>
<td>1</td>
<td>MRI, 2D echo</td>
<td>Non-rigid, 3\textsuperscript{rd} order polynomial</td>
<td>I</td>
</tr>
<tr>
<td>Blackall et al. (2006)</td>
<td>x</td>
<td>x</td>
<td>1</td>
<td>MRI</td>
<td>Affine</td>
<td>D</td>
</tr>
<tr>
<td>Zhang et al. (2007)³</td>
<td>✓</td>
<td>x</td>
<td>2</td>
<td>CT</td>
<td>FFD and PCA</td>
<td>D</td>
</tr>
<tr>
<td>King et al. (2008, 2009a)</td>
<td>✓</td>
<td>x</td>
<td>1</td>
<td>MRI, X-ray</td>
<td>Affine</td>
<td>D</td>
</tr>
<tr>
<td>Yang et al. (2008)³</td>
<td>✓</td>
<td>x</td>
<td>2</td>
<td>CT</td>
<td>Linear forward and inverse</td>
<td>D</td>
</tr>
<tr>
<td>King et al. (2009c)</td>
<td>✓</td>
<td>✓</td>
<td>1</td>
<td>MRI, X-ray</td>
<td>Affine (3 models, exh. &amp; inh.)</td>
<td>D</td>
</tr>
<tr>
<td>Klinder et al. (2010)³</td>
<td>✓</td>
<td>x</td>
<td>PCs</td>
<td>CT</td>
<td>Statistical inference</td>
<td>D</td>
</tr>
<tr>
<td>King et al. (2010a)</td>
<td>x</td>
<td>x</td>
<td>1</td>
<td>MRI, 3D echo</td>
<td>Affine and rigid-body</td>
<td>I</td>
</tr>
<tr>
<td>Schneider et al. (2010)</td>
<td>✓</td>
<td>✓</td>
<td>6</td>
<td>X-ray</td>
<td>Rigid-body PCA-based</td>
<td>I\textsuperscript{4}</td>
</tr>
</tbody>
</table>

²Given the multiple navigators used, this model could, in principle, deal with intra- and inter-cycle variability. However, the model was built from data representing a single breathing cycle only, without differentiating between exhale and inhale.

³In principle, these motion models could estimate intra- and inter-cycle variability. However, 4D CT images retrospectively reconstructed from segments acquired during multiple breathing cycles were employed, thus representing a single respiratory cycle only.

⁴PCs were optimised to match the model estimate with the fluoroscopy images of guidewires.
### Table 3.1: Key papers on subject-specific respiratory motion modelling

For a thorough review see McClelland et al. (2013). A ✓ denotes the ability of the motion model to deal with the intra- or inter-cycle variability, whereas a ✗ denotes the contrary. The fourth column shows the number of surrogates employed in building the motion model, while the fifth column describes the imaging modalities used to build and, if appropriate, apply the model. In the **Model(s)** column, a short description of the model type is provided. The last column reports the type of correspondence model, where $D$ stands for direct and $I$ stands for indirect.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Intra-</th>
<th>Inter-</th>
<th># Surr</th>
<th>Modality(ies)</th>
<th>Model(s)</th>
<th>Correspondence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Savill et al. (2011)</td>
<td>✓</td>
<td>✓</td>
<td>1-2</td>
<td>MRI</td>
<td>Affine</td>
<td>D</td>
</tr>
<tr>
<td>McGlashan and King (2011)</td>
<td>✓</td>
<td>✓</td>
<td>1-2</td>
<td>MRI</td>
<td>Affine</td>
<td>D</td>
</tr>
<tr>
<td>McClelland et al. (2011)&lt;sup&gt;3&lt;/sup&gt;</td>
<td>✓</td>
<td>✗</td>
<td>1-3</td>
<td>CT</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt; order polynomial for surrogate value</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2D linear function for value and its gradient</td>
<td></td>
</tr>
<tr>
<td>King et al. (2012)</td>
<td>✓</td>
<td>✓</td>
<td>5</td>
<td>MRI, PET-MRI</td>
<td>PCA-based</td>
<td>I&lt;sup&gt;5&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>3</sup> PCs were optimised to match the model estimate with a 2D MRI navigator image.
3.2.1 Modelling of Respiratory Motion Variability

The ability to model different types of respiratory motion variability is mainly determined by the dimensionality of the surrogate data/internal variables, the complexity of the motion model Φ and the type of respiratory motion sampled by the dynamic calibration scan. For instance, using scalar surrogate data and a model that does not distinguish between exhalation and inhalation does not allow the modelling of either intra- or inter-cycle variability. Similarly, motion models built using dynamic images acquired during a single respiratory phase (e.g. exhalation or inhalation only), or representing a single respiratory cycle only (e.g. 4D helical or cine CT imaging) cannot capture intra- or inter-cycle variability, regardless of the complexity of the surrogates/variables or model Φ. A brief description of the most relevant papers on modelling the different types of respiratory motion variability is given in the following Sections.

**No Variability**

Given the use of a scalar surrogate or dynamic images describing an average respiratory cycle, the following respiratory motion models could model an average respiratory cycle only, with no modelling of either intra- or inter-cycle variability.

As mentioned in Section 2.1.2, the earliest type of motion model was introduced by Wang et al. (1995), where a linear relationship between the SI translation of the heart and the SI displacement of the right hemi-diaphragm was reported.

In Atkinson et al. (2001), 2D echo images were retrospectively corrected for respiratory motion to reconstruct 3D images. The displacement of a passive marker at the subject’s umbilicus was used as surrogate and a 1D translational motion description for cardiac respiratory motion was employed.

Manke et al. (2002a) assessed the ability of different motion models to describe the respiratory motion of the main coronary arteries using 3D Coronary Magnetic Resonance Angiography (CMRA). A MRI pencil-beam navigator echo acquiring the SI position of the right hemi-diaphragm was employed as a surrogate signal. The imaging was carried out during repeated breath-holds, therefore no intra-cycle variability was captured. The models compared were SI translation, 3D translation and a full affine model. Results showed the affine motion model to be the most accurate correction model. In Manke et al. (2002b), a subject-specific respiratory motion model
derived from a short free-breathing scan was subsequently used for prospective motion correction of a high resolution CMRA image.

In Blackall et al. (2006), fast MRI techniques to investigate the impact of intra- and inter-cycle reproducibility of respiratory motion in radiotherapy (RT) treatment for lung cancer were proposed. To investigate such variability, average motion models using images acquired during breath-holds and free-breathing sequences at exhalation, inhalation and during different respiratory cycles were built and compared. The surrogate was a MRI pencil-beam navigator echo placed on the right hemi-diaphragm.

A predictive respiratory motion model which used partial least squares regression (PLSR) to extract intrinsic relationships between cardiac respiratory motion and multiple scalar surrogate signals was proposed by Ablitt et al. (2004). To estimate cardiac respiratory motion, 3D ECG-gated MRI images were registered together using a FFD registration algorithm. PLSR was used to analyse the correlation between respiratory deformations and surrogates. Multiple 1D traces on the chest wall as depicted in the MRI images were used as input surrogates to the PLSR model. Given the multiple surrogate signals used, this model could, in principle, deal with intra- and inter-cycle variability. However, in the original paper, the model was built using respiratory gated images representing a single breathing cycle, without exhale and inhale differentiation.

**Intra-cycle Variability**

The following motion models can model intra-cycle variability since the inhalation and exhalation phases were differentiated.

Shechter et al. (2004) investigated the respiratory motion of coronary arteries from free-breathing biplane X-ray angiography. Using a cardiac respiratory parametric model, the motion of the coronary arteries was separated into cardiac and respiratory components. The respiratory surrogate signal was obtained by tracking the displacement of the diaphragm, and three different respiratory motion models (3D translation, 3D rigid body, and 3D affine transformation) were investigated. The respiratory models covered a whole breathing cycle, and respiratory motion was parametrised as a function of the respiratory phase, where positive phase corresponded to exhalation, while negative phase indicated inhalation. In Shechter et al. (2005), the same cardiac respiratory parametric model was used to retrospectively and prospectively correct images acquired at arbitrary cardiac and respiratory phases.
A motion model for lung tumour localisation in RT planning was proposed in McClelland et al. (2005, 2006). Free-breathing 4D cine CT images were non-rigidly registered to a reference breath-hold volume. The AP displacement of the chest wall was used as respiratory surrogate. Three fitting functions (polynomial, spline and Fourier) were investigated, and the $3^{rd}$ order spline was shown to be the most effective. By using the derivative of the surrogate signal, exhale and inhale phases were differentiated and modelled separately.

King et al. (2008) presented a respiratory motion model for X-ray guided cardiac EP procedures. An affine model was built based on a free-breathing pre-procedure ECG-gated 4D MRI scan. An affine registration was used to register the free-breathing volumes to an end-exhale reference volume. A MRI pencil-beam navigator placed on the diaphragm was used as respiratory surrogate. By comparing the navigator values with their predecessor/successor, exhalation and inhalation phases were determined and modelled separately. $2^{nd}$ order polynomial functions were fitted to the affine motion parameters as a function of the surrogate. During the procedure, the motion of the diaphragm as tracked by fluoroscopy images was input to the motion model, providing respiratory motion correction of a roadmap used for guidance. Further validation of the motion model and an error simulation were presented in King et al. (2009a).

To estimate lung tumour respiratory motion for RT planning, Low et al. (2005) modelled respiratory motion as a function of the tidal volume and airflow, defined as the temporal derivative of the tidal volume. The model was tested on 4D cine CT images of the lungs, acquired simultaneously with the tidal volume as measured by a digital spirometer. Similarly, in Yang et al. (2008), a series of CT volumes were acquired in cine-mode and, by using an optical flow registration algorithm, they were registered to an end-exhale CT reference volume. Forward and inverse motion models were fitted to the estimated motion fields. Both models employed the tidal volume and airflow rate to parametrise the motion fields. Zhang et al. (2007) developed a respiratory motion model for the lungs for RT treatment. 3D CT images were acquired at ten positions of the respiratory cycle. A free-form deformation (FFD) registration algorithm was used to estimate the deformation field that mapped each 3D image to an end-exhale reference volume. The SI translation of the dome of the diaphragm and its temporal precursor were used as respiratory surrogate signals. Inhalation and exhalation phases
could therefore be differentiated. Principal Component Analysis (PCA) was performed to model the deformation field as a function of the surrogate data.

Inter-fraction variations in respiratory motion between the planning stage and successive RT fractions were assessed in McClelland et al. (2011). Lung respiratory motion was estimated from non-rigid registrations of 4D cine CT images. The respiratory surrogate signal was derived from the 3D skin surface displacement acquired by a stereo camera system. Three respiratory parameters were derived from the surrogate signal (amplitude, temporal gradient and respiratory phase) and used, in combination with the original surrogate, to build and compare three different motion models.

In Klinder et al. (2010), a direct correspondence PCA model was built to describe the subject-specific respiratory deformations of the lungs as estimated from 4D CT images. In the model application, a sub-set of deformations was supposed to be known and used to derive a model estimate.

The models proposed by Low et al. (2005), Zhang et al. (2007), Yang et al. (2008), McClelland et al. (2011) and Klinder et al. (2010) could, in principle, estimate intra- and inter-cycle variability. However, as mentioned earlier, since 4D CT images represent a single respiratory cycle, only the intra-cycle variability can be modelled.

**Intra- and Inter-Cycle Variability**

In this section, respiratory motion models able to deal with intra- and inter-cycle variability are presented.

Similar to Manke et al. (2002a), Manke et al. (2003) proposed an affine motion model of the heart to correct for respiratory motion in CMRA. Three pencil-beam navigator echoes placed on the right hemi-diaphragm, on the chest wall, and on the right cardiac border were used as surrogate signals. These multiple navigators addressed non-linear properties and hysteresis effects in the motion, allowing modelling of intra- and inter-cycle variability. The optimal combination and weighting of the navigators was statistically determined after a short free-breathing calibration scan.

To capture inter-cycle variability, an adaptive and predictive motion model was proposed by King et al. (2009c). Three separate respiratory motion sub-models to describe normal, deep and fast breathing motion were built. Each sub-model represented the affine respiratory motion of the heart during a specific breathing pattern.
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as a function of the diaphragm displacement, as in King et al. (2008, 2009a). A recursive Bayesian estimation approach was adopted to predict the amplitude of the intra-procedure surrogate signal. The estimated amplitude was used to weight the interpolation between the motion estimates produced by each separate sub-model, thus adapting to the varying breathing patterns.

The effects of the nature and position of the surrogate signals on the estimation accuracy of cardiac respiratory motion models were investigated by Savill et al. (2011). Several post-processed MRI navigator echoes were simulated and, by using different combinations of these surrogate signals, affine motion models as in King et al. (2009a) were built and the estimation accuracy compared. The same procedure was used to investigate the impact of multiple navigators by McGlashan and King (2011).

Two relevant papers that employed a statistical technique similar to Klinder et al. (2010), but used an indirect correspondence model are described below.

A PCA-based respiratory motion model for motion compensation during cardiac IGIs was presented and validated in Schneider et al. (2010). 2D ECG-gated biplane cine angiograms were rigidly registered to a 3D pre-procedure segmentation of the coronary arteries, deriving a rigid transformation for each respiratory phase acquired. By assuming that such transformations lay on a linear sub-manifold in the six dimensional space of rigid 3D transformations, PCA was applied to find the associated basis vectors. The subject-specific model was used as a prior within the intra-procedure registration process to constrain the search space. In the intra-procedure registration, the coronary model was warped to match the projections of guidewires as imaged by the fluoroscopy images. In this case, the first six Principal Components (PCs) were the internal variables to be optimised in order to match the model estimation with the tracked guidewires.

Similar to Schneider et al. (2010), King et al. (2012) proposed a statistical subject-specific motion model formed from 4D MRI data and applied using an indirect correspondence model based on a 2D MRI image navigator. The technique was proposed for MRI-based motion correction of real-time Positron Emission Tomography (PET) data for simultaneous PET-MRI acquisition. A hierarchical FFD registration algorithm was employed to register the 4D MRI images of the lungs acquired during different breathing patterns. A PCA-based motion model was used to parametrise the non-rigid deformation fields. By using the first five PCs as internal variables, the model
was able to estimate both intra- and inter-cycle variability.

3.2.2 Echo Image-Driven Modelling

In this Section, an overview of indirect correspondence respiratory motion models that employ echo images as surrogates in the application phase is provided.

An early indirect correspondence model driven by freehand 3D echo images was proposed in King et al. (2001). In this paper, a statistical shape model and echo images were employed to register a pre-procedure segmentation of the liver to the intra-procedure physical space. This paper represents the first time that an indirect correspondence motion model was ever described.

Blackall et al. (2005) presented a technique to align a pre-procedure plan to intra-procedure echo images to aid needle placement for thermal ablation of liver metastases. A subject-specific motion model was built using 3D MRI images of the liver acquired during multiple breath-holds and the SI position of the diaphragm as the calibration surrogate. Non-rigid registration was used to compute the deformation fields of each breathing position with respect to an end-exhale reference volume. 3rd order polynomial functions were fitted to the 3D deformation field as a function of the SI position of the diaphragm. A single 2D echo image at an unknown respiratory position was acquired and used as the surrogate for model application. The pre-procedure plan was warped to match the corresponding anatomy. The warping was constrained by the respiratory motion model, meaning that the internal variable (i.e. the SI position of the diaphragm) was optimised so that the transformed pre-procedure plan matched the intra-procedure 2D echo image. A similar technique using 3D cardiac echo imaging was proposed in King et al. (2010a).

3.3 Population-Based Respiratory Motion Modelling

To overcome the need for a subject-specific calibration scan, population-based models have been proposed. There have been relatively few papers on this topic, and Table 3.2 reports the key contributions to date. As shown in Figure 3.3, the motion in the calibration phase is estimated from calibration scans previously acquired from a sample of a population of subjects, and the model is subsequently applied to an out-of-sample subject. In order to apply population-based motion models, the motion estimates
need to be transformed from the model space to the out-of-sample subject space, and this is usually achieved by registering a static template population image to a corresponding static image of the out-of-sample subject, and transforming the motion model accordingly.

Given the surrogate data and the dynamic calibration scan for each dataset in the population, an average respiratory motion model is typically built using all the subjects in the population, and is subsequently applied to any out-of-sample subject (Fayad et al., 2009, 2010; He et al., 2010; Ehrhardt et al., 2011; Klinder and Lorenz, 2012; Preiswerk et al., 2012). For direct correspondence models (Fayad et al., 2009, 2010; He et al., 2010; Klinder and Lorenz, 2012; Preiswerk et al., 2012), the respiratory motion estimates are obtained by simply inputting the surrogate data of the out-of-sample subject into the average population-based model. In Ehrhardt et al. (2011), the motion estimates of the mean motion model were scaled according to the depth of respiration of the out-of-sample subject. In Samei et al. (2012), a different model application technique was proposed for making more accurate population-based motion estimates. This approach was based on similarities of the surrogate to different members of the population, and was applied to estimate respiratory drift of the liver during RT treatment. No population-based indirect correspondence models have been proposed to date.

Since respiratory motion varies significantly between subjects (Keall et al., 2006), population-based models are generally less accurate than subject-specific models, as inter-subject respiratory motion variability is averaged out (McClelland et al., 2013).

### 3.4 Discussion

In this Chapter, an overview of subject-specific and population-based respiratory motion modelling has been presented.

Regarding subject-specific motion models, as can be noted from Table 3.1, some progress over time can be observed. Compared to initial motion models that were not able to model variability in motion, the necessity to improve respiratory motion estimation accuracy has led to the investigation and proposal of more sophisticated models that are able to describe both intra- and inter-cycle variability. Because direct correspondence models depend directly on the surrogate data, any inaccuracy
in its acquisition and application causes inaccuracies in the model estimates. Furthermore, most surrogate data used in direct correspondence models are relatively low-dimensional and so are limited in their ability to describe the complex variability in respiratory motion. To overcome these limitations, indirect correspondence motion models have been proposed that use high-dimensional imaging data as the surrogate. The use of imaging data to drive the model, instead of low-dimensional data, provides richer information about the motion of the tissue, allowing the model to potentially make more accurate estimates.

As shown in Table 3.2, population-based motion modelling is an emerging field, with only few works recently proposed. Despite the great advantage of not requiring the dynamic calibration scan, the poorer estimation accuracy compared to subject-specific motion models has so far limited their use to research purposes only.

As highlighted in McClelland et al. (2013), most of the motion model works proposed to date remain as research proposals. The only respiratory motion model currently in use in the clinic is embedded in the Cyberknife system for RT treatment (Schweikard et al., 2000). One reason for this lack of clinical translation lies in the lack of accuracy or robustness of many current techniques. Furthermore, the impact on the clinical workflow hampers the uptake of subject-specific motion models in clinically used systems.

The aim of this thesis is to improve clinical translation of respiratory motion models by proposing novel methods to address these limitations. To improve motion model estimation accuracy, a novel subject-specific respiratory motion model is presented in Chapter 4. This model uses both a scalar surrogate signal and dynamic 3D echo to drive a probabilistic motion model in a Bayesian framework. In Chapter 5, a proof of concept for the use of the Bayesian motion model to automatically guide the echo acquisition in cardiac IGIs is proposed. The automatic image acquisition further improves accuracy and robustness of the respiratory motion estimation. In Chapter 6, a novel personalisation technique for population-based respiratory motion models is presented. This personalisation allows more accurate motion estimation by exploiting inter-subject similarity in respiratory motion. In Chapter 7, these two novel techniques are combined to obtain a Bayesian respiratory motion model which does not require the acquisition of the subject-specific dynamic calibration scan.
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**Figure 3.3:** Example of population-based respiratory motion model framework.

<table>
<thead>
<tr>
<th>Paper</th>
<th># Subjects</th>
<th>Organ</th>
<th>Modality</th>
<th>Model(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fayad et al. (2009, 2010)</td>
<td>3, 4</td>
<td>Lungs</td>
<td>4D CT</td>
<td>PCA</td>
</tr>
<tr>
<td>He et al. (2010)</td>
<td>30</td>
<td>Lungs</td>
<td>4D CT</td>
<td>Least-Squares Support Vector Machine</td>
</tr>
<tr>
<td>Ehrhardt et al. (2011)</td>
<td>17</td>
<td>Lungs</td>
<td>4D CT</td>
<td>Mean Motion Model</td>
</tr>
<tr>
<td>Klinder and Lorenz (2012)</td>
<td>31</td>
<td>Lungs</td>
<td>4D CT</td>
<td>PCA</td>
</tr>
<tr>
<td>Preiswerk et al. (2012)</td>
<td>20</td>
<td>Liver</td>
<td>4D MRI</td>
<td>PCA</td>
</tr>
<tr>
<td>Samei et al. (2012)</td>
<td>12</td>
<td>Liver</td>
<td>4D MRI</td>
<td>PCA</td>
</tr>
</tbody>
</table>

**Table 3.2:** Population-based respiratory motion models review. In this Table, the number of subjects in the population sample, the organ modelled, the modality used in the dynamic calibration scan and the technique employed to build the model are reported.
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4.1 Introduction

All motion models proposed to date have a significant limitation in that, for a given value of the surrogate data or internal variables, only a single predetermined motion estimate can be produced. In probabilistic terms, the model outputs the same motion estimate with a 100% confidence in estimation. In reality, the significant intra- and inter-cycle variability in respiratory motion means that such a restrictive model may introduce errors into the estimation process.

Over the last few years, the concept of uncertainty has been investigated and employed in several fields of medical image processing. For instance, confidence measures have played a significant role in optical flow measurements to identify unreliable flow vectors and recover corrupted optical flow regions (Kondermann et al., 2008). Taron et al. (2005) presented a method for obtaining an uncertainty measure from the registration process of different shapes. Similarly, Blanc et al. (2009) proposed a technique for estimating confidence regions around statistical shape models from partial observations. Recently, probabilistic frameworks to estimate spatial uncertainty in non-rigid registration have been proposed (Risholm et al., 2010b; Simpson et al., 2012; Risholm et al., 2013). These methods employed probabilistic methods to infer optimal regularisation parameters and derive a distribution of probable registrations. Furthermore, methods to visualise the uncertainty in non-rigid registration have been proposed (Risholm et al., 2010a; Hub et al., 2009).

In this Chapter, the concepts of direct and indirect correspondence motion models (see Section 3.1) are combined with the concept of uncertainty to overcome the limitations of previous motion models. The Chapter describes a novel technique to estimate cardiac respiratory motion based on a combination of a MRI-derived pre-procedure motion model and intra-procedure real-time echo images. The main novelty of the proposed approach lies in its probabilistic formulation, allowing motion estimates to be made with corresponding confidence measures. The MRI-derived model estimates the motion and its uncertainty which is then resolved using the echo imaging data. The use of a Bayesian approach allows the potentially conflicting information provided by the model and the echo data to be combined and resolved. This approach can be seen as a hybrid direct and indirect correspondence model since it employs a measurable
surrogate signal for the model formation but uses both the surrogate and imaging data to drive the model.

### 4.2 Methods

The work presented in this Chapter is described in Peressutti et al. (2013b), and extends the work presented in Peressutti et al. (2012). An overview of the proposed method for respiratory motion estimation is presented in the following Section.

#### 4.2.1 Overview

![Figure 4.1: Schematic representation of the Bayesian motion estimation.](image)

Figure 4.1 shows an overview of the proposed Bayesian motion estimation. Before the procedure, ECG-gated free-breathing dynamic 3D MRI images are acquired (see Section 4.3.1). A respiratory surrogate signal is acquired simultaneously with the dynamic calibration scan. Affine registration of the dynamic images is used to estimate the cardiac respiratory motion. Each of the affine parameters is modelled as a function of the surrogate signal and an associated uncertainty function is estimated. This serves as the prior probability function (see Section 4.2.3). During the procedure, the surrogate data together with live 3D echo imaging data are used to form the likelihood term (see Section 4.2.4). A measure of the echo image quality is used to determine the optimal combination of prior and likelihood (see Section 4.2.5). The final motion estimate is obtained in a Maximum a Posteriori (MAP) manner (see Section 4.2.2).
4.2.2 Bayesian Motion Estimation

The Bayesian framework combines prior knowledge of the subject-specific respiratory motion, in the form of a MRI-derived probabilistic motion model, with real-time echo images.

The posterior probability represents the state of certainty about a given phenomenon. The phenomenon here is the affine transformation $\theta$ that describes the respiratory motion of the heart, where $\theta$ is a vector of 12 affine motion parameters. Denoting by $s$ the respiratory surrogate signal and by $I$ the echo imaging data, Bayes’ law states that the posterior probability function is proportional to the product of the likelihood and prior probability functions

$$p(\theta|I,s) = \frac{p(I|\theta,s) \cdot p(\theta|s)}{p(I|s)}. \quad (4.1)$$

The prior probability function $p(\theta|s)$ represents the degree of certainty about the respiratory motion $\theta$ given the surrogate $s$, before the echo images are considered. The prior is computed from the affine motion model as a function of the surrogate (see Section 4.2.3). The likelihood $p(I|\theta,s)$ represents the probability of the echo image $I$ given the affine transformation $\theta$ and surrogate $s$. Thus, the likelihood represents the information carried by the new data, i.e. the real-time echo imaging data $I$. As is common in Bayesian image analysis (Geman and McClure, 1985; Hanson, 1993), the simplifying assumption that the normalising factor $p(I|s)$ has a uniform distribution is adopted. The desired affine motion estimate $\hat{\theta}$ is obtained in a MAP manner,

$$\hat{\theta} = \arg \max_{\theta,s} \{p(\theta|I,s)\}. \quad (4.2)$$

The parameters $\theta$ and the surrogate $s$ are optimised to maximise $p(\theta|I,s)$ given the echo image $I$. The prior and the likelihood terms are now described in the following Sections.

4.2.3 Prior Probability

The prior probability is formed from the MRI-derived motion model. To build such a model, affine intensity-based registrations between a reference end-exhale dynamic 3D MRI image and the remaining dynamic 3D MRI images (see Section 4.3.1) are
performed. To constrain the registration to the heart only, a manually positioned ellipsoidal mask covering the four cardiac chambers was employed. This registration process results in 12 affine parameters for each dynamic image. 2nd order polynomial curves are fitted in a least-squares sense to each affine parameter as a function of the respiratory surrogate signal, as in King et al. (2009a). Given a value $s$ of the surrogate acquired in the intra-procedure setting, the MRI-derived motion model outputs a 12 parameter affine transformation, denoted by $\tilde{\theta}(s)$.

To incorporate a measure of uncertainty into the motion estimates made by the motion model, Gaussian distributions are fitted to the variations of each of the 12 affine parameters away from the model estimate $\tilde{\theta}(s)$. An example of model fitting and a Gaussian function is shown in Figure 4.2 for the 1st affine parameter, i.e. AP translation. The peak of the Gaussian corresponds to the fitted value $\tilde{\theta}_1(s)$ while the variance $\sigma^2_{p_i}$ is a function of the residuals of the fitting method and the surrogate $s$.

As a simplifying assumption, the 12 affine parameters are considered to be statistically independent, so the prior probability is given by the product of the 12 Gaussian distributions,

$$p(\theta|s) = \prod_{i=1}^{12} \frac{1}{\sqrt{2\pi \sigma^2_{p_i}(s)}} e^{-\frac{(\theta_i - \tilde{\theta}_i(s))^2}{2\sigma^2_{p_i}(s)}}, \quad i = 1, \ldots, 12. \quad (4.3)$$

where $\theta_i$ denotes the $i^{th}$ affine parameter and $\sigma^2_{p_i}(s)$ is the variance function for the $i^{th}$ parameter. In the following, $y_i$ denotes the observations of the $i^{th}$ parameter $\theta_i$ (i.e. the motion estimates from the dynamic images). For instance, Figure 4.2(a) shows the observations of the first affine parameter $y_1$ as a function of the surrogate $s$, while Figure 4.2(d) shows the probability density function for $\theta_1$. Note that the variance $\sigma^2_{p_i}$ varies as a function of the surrogate, $s$. This function is determined as follows.

The linear regression model solves

$$y_i = \beta_i X + \epsilon_i, \quad i = 1, \ldots, 12 \quad (4.4)$$

where $X$ is the design matrix having $[s^2 \ s \ 1]$ as column vectors and as many columns as the dynamic MRI images, $\beta_i$ are the regression coefficients of the polynomial function defining $\tilde{\theta}_i(s)$ (see Figure 4.2(a)) and $\epsilon_i$ is the error term for the affine parameter $i$ (Seber and Lee, 2003). A common assumption is that $\epsilon_i$ is normally distributed over the predictor variables (homoscedasticity). However, as can be seen in Figure 4.2(a)
and Figure 4.2(b), the residual distribution is not constant over the surrogate signal \( s \), suggesting a correlation between the variance of the error \( \epsilon_i \) and the surrogate \( s \) (heteroscedasticity). The heteroscedastic behaviour of the affine parameters is due to respiratory motion variability, confirming that respiratory motion at inhale is less repeatable than at end-exhale (see Figure 4.2(b)). Therefore, a heteroscedastic variance function \( \sigma^2_{p_i}(s) \) is proposed

\[
\sigma^2_{p_i}(s) = x_0^T S_i x_0 + g_i^2(\tilde{\theta}_i(s), s), \quad i = 1, \ldots, 12. \tag{4.5}
\]

\( \sigma^2_{p_i}(s) \) is the variance of the error in prediction \( y_0 = \hat{\beta}_i x_0 \), where the first term of
Equation (4.5) represents the error due to the data used to compute \( \hat{\beta}_i \) while the second term represents the variance of the error term \( \epsilon_i \). For large sample sizes, the first term is negligible (Davidian and Carroll, 1987). \( S_i \) is the covariance matrix of the regression coefficients estimate \( \hat{\beta}_i \)

\[
S_i = \hat{\sigma}_i^2 (X^T X)^{-1}, \quad i = 1, \ldots, 12
\]  

(4.6)

where \( \hat{\sigma}_i^2 \) is the mean squared error for the affine parameter \( i \), \( X \) is the design matrix, \( x_0 \) is the predictor vector for the new observation \( s_0 \) (\( x_0 = [s_0^2 \ s_0 \ 1] \)) while \( g_i^2(\hat{\theta}_i(s), s) \) describes the variance of the model error \( \epsilon_i \) as a function of \( s \). As proposed by Davidian and Carroll (1987), \( g_i(\hat{\theta}_i(s), s) \) is a function fitted to the absolute values of the residuals for the parameter \( i \) (see Figure 4.2(b)). 2nd order polynomial functions and least-squares fitting were again employed. This heteroscedastic model allows generation of a probability density function with a variance that depends on the surrogate value, as shown in Figure 4.2(d).

### 4.2.4 Likelihood

The likelihood function \( p(I|\theta, s) \) estimates the probability that the acquired image \( I \) would be generated by a given affine motion \( \theta \), which is related to \( s \). To compute the likelihood, an end-exhale reference echo image \( I_{ref} \) was selected for each dataset (see Section 4.3). A Gaussian distribution based on the similarity measure between the new echo image \( I \) and the affine transformation of the reference echo image \( A(I_{ref}, \theta) \) was adopted,

\[
p(I|\theta, s) = \frac{1}{\sqrt{2\pi\sigma_i^2}} e^{-\frac{(NCC(A(I_{ref}, \theta), I) - 1)^2}{2\sigma_i^2}}
\]  

(4.7)

where \( NCC(A(I_{ref}, \theta), I) \) is the value of the normalised cross correlation similarity measure between the affine warping of the reference image \( A(I_{ref}, \theta) \) and the new echo image \( I \), and \( \sigma_i^2 \) is the likelihood variance. The more similar \( I \) and \( A(I_{ref}, \theta) \) are (i.e. \( NCC(A(I_{ref}, \theta), I) \rightarrow 1 \)), the higher the value of the likelihood \( p(I|\theta, s) \). An automatic method for determining the optimal value of \( \sigma_i^2 \) is now described.
4.2.5 Optimisation of $\sigma^2_I$

The values of $\sigma^2_l$ and $\sigma^2_p$ affect the final motion estimate by changing the form, and therefore the peak, of the posterior probability function. For instance, using a non-informative prior, i.e. a uniform distribution function ($\sigma^2_p \to \infty$), would lead to a motion estimate completely driven by the likelihood function, whereas, on the other hand, greater values of $\sigma^2_l$ would lead to a motion estimate tending to the model estimate $\tilde{\theta}(s)$.

As detailed in Section 4.2.3, $\sigma^2_p$ is determined by the model data, i.e. the residuals of the modelling process. Therefore, the only free parameter that needs to be chosen is $\sigma^2_l$. A reasonable assumption is that the value of $\sigma^2_l$ should reflect the quality of the acquired echo images, $I$. Ideally, if the echo imaging data were good enough to fully characterise the position of the heart, the prior knowledge from the model would not be necessary.

Quantification of image quality is a controversial and challenging topic, especially for echo imaging, due to its characteristic speckle pattern and many other artefacts such as shadowing, spatial distortion and multiple reflections. In this work, the relationship between $\sigma^2_I$ and a differential signal-to-noise ratio (SNR) of the echo images is investigated, resulting in a simple empirical expression that can be used to determine the optimal value of $\sigma^2_l$ before the Bayesian optimisation is performed.

Since the left ventricle (LV) was well imaged by both the dynamic MRI and echo images, the following differential SNR measure was utilised

$$SNR_d = \frac{\mu_{\text{myo}} - \mu_{\text{blood}}}{\sigma_{\text{noise}}}, \quad \sigma_{\text{noise}} = \frac{\sigma_{\text{myo}} + \sigma_{\text{blood}}}{2} \tag{4.8}$$

where $\mu_{\text{myo}}$ and $\sigma_{\text{myo}}$ are the mean and standard deviation of the LV myocardium voxel values while $\mu_{\text{blood}}$ and $\sigma_{\text{blood}}$ are the mean and standard deviation of the blood voxel values in the LV cavity. Higher values of $SNR_d$ mean that LV myocardium voxels have more homogeneous values that differ markedly from voxels of the blood, therefore the echo image is highly informative. On the other hand, low values of $SNR_d$ indicate poor contrast images with more heterogeneous values of the LV myocardium voxels.

For each echo image, the $SNR_d$ is computed and the empirical model used to determine a value for $\sigma^2_l$. This value of $\sigma^2_l$ is used in the optimisation of the posterior
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4.3 Experiments

The proposed Bayesian technique was tested on simulated (see Section 4.3.3) and real echo imaging data (see Section 4.3.4). The use of simulated echo images, with realistic MRI-derived motion fields, enabled a thorough accuracy/robustness evaluation with known, gold-standard, motion fields. The use of real echo images enabled evaluation on data similar to those which would be acquired in a clinical environment, but without known, gold-standard, motion fields. In both cases, the prior probability term was formed from the MRI-derived affine motion model. In the following Section, MRI image acquisition is described. Echo image simulation/acquisition is described in Sections 4.3.3 and 4.3.4.

4.3.1 MRI Acquisition

Details of the MRI sequences used to acquire the experimental data are provided in Appendix A. Each dataset consisted of a dynamic MRI scan to image the motion, as well as a high resolution static MRI scan (see below).

For this study, the subjects were asked to breathe in three different ways during the dynamic scan: normal, fast and deep breathing. This allowed respiratory variability to be captured and modelled. The overall acquisition of the dynamic MRI images lasted $\sim 2 - 5$ minutes per volunteer. 13 volunteer datasets were processed: 9 datasets using simulated echo images (Vol. 1-9) and 4 datasets for real echo data (Vol. 13-16). See Appendix A for details of these datasets. For volunteers 1-4, the dynamic MRI sequence acquired 300 images (100 images for each different breathing pattern) while for the remaining volunteers Vol. 5-9 and Vol. 13-16, the dynamic sequence acquired 120 images (40 images for each breathing pattern) (see Table A.1). In the latter case, the number of images was sufficient to represent an adequate number of respiratory cycles (at least 4) for each breathing pattern.

In addition, for each dataset, a high resolution 3D image was acquired, which is a standard pre-procedure acquisition in many clinical protocols and provides high spatial resolution information about the anatomy and pathology of the heart. For the
simulated echo experiments, the high resolution MRI volume was segmented and used in the echo image simulation (see Section 4.3.3), while for the real echo experiments it was used for evaluation purposes (see Section 4.3.4). Also, the segmentation of the LV from the high resolution MRI image was employed for computing the SNR\textsubscript{d} of the echo images (see Section 4.3.5).

4.3.2 Comparison of Estimation Techniques

To evaluate the performance of the proposed method, for both simulated and real echo experiments, the following motion estimation approaches were compared:

(i) - no estimate: the reference end-exhale position is used as motion estimate for any inhale position;

(ii) - model-only: a direct correspondence motion model estimate (King et al., 2009a). Given the surrogate value \(s\), the motion estimate is \(\tilde{\theta}(s)\). Details of which surrogate signals were used are provided in Sections 4.3.3 and 4.3.4;

(iii) - image-only: as in King et al. (2010a), the estimate is given by the registration of the echo images only, without the constraints of a motion model. This approach corresponds to the Bayesian estimate using a non-informative prior. However, unlike a purely image-only registration, \(\tilde{\theta}(s)\) was provided as a starting estimate for the optimisation algorithm since the small FoV and the even smaller overlapping region of \(A(I_{\text{ref}}, \theta)\) and \(I\) made the optimisation unstable. A hill climbing optimisation algorithm was used;

(iv) - PCA-based model: similar to Schneider et al. (2010) and King et al. (2012), the set of affine parameters \(y_i, i = 1, \ldots, 12\) is assumed to lie on a linear sub-manifold having dimensionality \(f \leq F, F = 12\). Linear PCA is applied to find the first \(f\) eigenvalues \(\lambda_1 \geq \ldots \geq \lambda_f\) and corresponding eigenvectors \(v_1, \ldots, v_f\) that capture at least 95\% of the overall variance \(\sum_{j=1}^{F} \lambda_j\). Denoting by \(\y = [y_1; \ldots; y_F]\) the \(F \times P\) matrix where \(F = 12\) and \(P = 300 - 1\) for Vol. 1-4 and \(P = 120 - 1\) for Vol. 5-9, singular value decomposition (SVD) is applied to the covariance matrix \(\Sigma = y_c y_c^T\), where \(y_c = y - \bar{y}\) is centred with respect to the F-component mean vector \(\bar{y}\). Given the difference in units of the 12 affine parameters, the values of each affine parameter are normalised
with respect to their standard deviation before PCA is applied. The PCA-based model estimate $\hat{\theta}_{PCA}$ is obtained by optimising the f-component vector $\gamma$ of weights that maximises

$$\hat{\theta}_{PCA}(\gamma) = \arg\max_{\gamma}\{NCC(A(I_{ref}, \theta_{PCA}(\gamma)), I)\},$$

(4.9)

where $\theta_{PCA}(\gamma) = \bar{Y} + \sum_{j=1}^{f} \gamma_j v_j$. A hill climbing optimisation algorithm was used;

(v) - simple model and image: using a method similar to that described in Blackall et al. (2005) and King et al. (2010a), the estimate is obtained by maximising $NCC(A(I_{ref}, \theta), I)$ but constraining $\theta$ to lie on the model, that is

$$\hat{\theta} = \tilde{\theta}(\hat{s}), \; \hat{s} = \arg\max_{s}\{NCC(A(I_{ref}, \tilde{\theta}(s)), I)\}.$$  
(4.10)

This approach corresponds to an indirect correspondence model, without providing either a measure of uncertainty nor deviating from $\tilde{\theta}(s)$. A hill climbing optimisation algorithm was used;

(vi) - Bayesian: the proposed motion estimate (see Equation (4.2)). As described in Section 4.3.5, the optimal value of the likelihood variance was determined by means of Equation (4.12) for all simulated and real echo images. In the optimisation, the model-only estimate $\tilde{\theta}(s)$ was used as a starting estimate. A hill climbing algorithm was used to estimate $\hat{\theta}$. 
Figure 4.3: Overview of the echo simulation and leave-one-out validation framework. Real dynamic MRI images are non-rigidly registered to a dynamic end-exhale reference image, and warped using the resulting motion fields to create artificial, but realistic, dynamic MRI images with known gold standard motion fields. Each artificial MRI image is left out in turn. The non-rigid motion field of the left out dynamic is combined with a segmented high resolution MRI image to produce a simulated 3D echo image. By using an intensity-based affine registration algorithm, the remaining artificial MRI images are used to form the motion model. To assess the accuracy, the affine motion fields $A$ are estimated by the model and compared to the left-out ground truth non-rigid motion fields $G$ in order to compute TREs in estimation accuracy.
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Figure 4.4: Workflow employed to evaluate the technique on real echo imaging data. The dynamic MRI images were used to build the affine motion model. A respiratory bellows was employed as surrogate signal. The MRI-derived affine motion model formed the prior probability, whereas the full-volume 3D reference and 3D live echo images formed the likelihood term. Optical tracking together with calibration of the XMR catheter laboratory and the echo probe provided the rigid transformation between the MRI and the echo imaging coordinate system. For evaluation purposes, the high resolution MRI image was transformed to the dynamic MRI coordinate system and then warped with the motion estimates produced by the different approaches compared (see Section 4.3.2). The corresponding live 3D echo was overlaid onto the warped MRI image and misalignment was visually assessed.
4.3.3 Evaluation Using Real MRI, Simulated Echo Data

The Bayesian motion model was evaluated on simulated echo images derived from the high resolution MRI image and the MRI dynamic calibration scan employed to build the model. A block diagram illustrating the evaluation using simulated echo imaging with realistic, gold-standard, motion fields is shown in Figure 4.3.

The SI displacement of the dome of the left hemi-diaphragm was chosen as the respiratory surrogate signal and automatically extracted from all dynamic MRI images, simulating an MRI navigator echo (Savill et al., 2011).

The dynamic MRI image having the highest SI displacement was selected as the end-exhale reference image for registration. To have a gold-standard set of deformation fields to simulate echo images and validate the motion model, a free-form deformation FFD registration algorithm (Buerger et al., 2011) was used to register each dynamic MRI image to the end-exhale reference image. The non-rigid registration resulted in a set of ground truth deformation fields $G$ and the corresponding ‘artificial’ set of warped 3D MRI images was used to build the motion model and form the prior probability (see Section 4.2.3). Thus, in this evaluation, the intensity-based affine registration was applied to the ‘artificial’ set of warped 3D MRI images instead of the original dynamic sequence. This approach was employed to obtain a gold standard set of motion fields where all deformations were known and used for accuracy/robustness evaluation.

3D echo images were simulated using the US propagation model proposed in Rijkhorst et al. (2010). This method requires maps of the 3D acoustic impedance $Z$ and absorption coefficients $\alpha$ corresponding to different tissues. The high resolution 3D MRI image was manually segmented to differentiate blood pool, myocardium, liver and lungs. Due to poor contrast, it was not possible to segment the ribs out of the high resolution volume.

The values of the acoustic impedance and absorption coefficients were assigned according to Rijkhorst et al. (2010) and Baum (2010) and are reported in Table 4.1. The echo simulation method uses a Lambertian reflection model simulating reflection, absorption and transmission ratios along each ray direction. The effects of finite beam width in the elevational direction and of multiple active transducer elements are also simulated. To simulate realistic speckle noise, two different textures, one for the myocardium and one for the other tissues, were used. These textures were obtained using a texture quilting technique (Efros and Freeman, 2001) applied to real 3D echo patches.
of the myocardium and the blood pool, acquired from a volunteer. To obtain a SNRd comparable to real echo images, Gaussian noise was added to the simulated echo images based on measurements of real echo images, as described in Section 4.3.5.

The high resolution MRI volume was rigidly transformed to the coordinate system of the dynamic reference MRI image and the segmentation was then warped to each dynamic inhale position using the FFD motion fields from the non-rigid registrations. The acoustic impedance and absorption maps were assigned to the warped segmentations and 3D echo images were simulated. A trans-apical acoustic window was adopted with a FoV that is typical of images acquired in real-time from a modern echo machine (see Section 4.3.4). The US simulation of the dynamic end-exhale reference MRI image was employed as the echo reference image $I_{ref}$ in the computation of the likelihood term (see Section 4.2.4).

Nine volunteer datasets were processed. A leave-one-out framework was employed to evaluate the Bayesian approach using simulated echo images. This means that, for each simulated echo image, the corresponding non-rigid motion fields and ‘artificial’ MRI image were not utilised for building the motion model and forming the prior probability (see Section 4.2.3).

Given the availability of the ground truth non-rigid motion fields $G$, Target Registration Errors (TREs) were used to assess the accuracy of the Bayesian model and the other comparative approaches (see Section 4.3.2). A set of $H$ landmarks ($\approx 35,000$) was positioned on a regular Cartesian grid within a manually delimited elliptical mask covering the four chambers of the heart (see Section 4.2.3) in the end-exhale reference image, $\vec{x}_h, 1 \leq h \leq H$. Using the left-out ground-truth motion fields $G$, the set of landmarks was warped in turn to each of the $P$ dynamic MRI inhale positions, with $P$ being either $P = 300 - 1$ or $P = 120 - 1$ (see Section 4.3.1). Denoting by $A$ the affine transformation estimated by each of the techniques compared, the error in estimation

<table>
<thead>
<tr>
<th></th>
<th>blood</th>
<th>heart</th>
<th>muscle</th>
<th>lungs</th>
<th>liver</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z$ ($10^6$ kg s$^{-1}$ m$^{-2}$)</td>
<td>1.61</td>
<td>1.71</td>
<td>1.70</td>
<td>0.50</td>
<td>1.65</td>
</tr>
<tr>
<td>$\alpha$ (dB cm$^{-1}$)</td>
<td>0.18</td>
<td>1.10</td>
<td>1.00</td>
<td>12.00</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Table 4.1: Values of the acoustic impedance $Z$ and absorption coefficient $\alpha$ used for simulating B-mode echo images.
was computed as

\[ \| G_p(\vec{x}_h) - A_p(\vec{x}_h) \|, \quad 1 \leq h \leq H, \quad 1 \leq p \leq P. \]  

(4.11)

Median and 95\textsuperscript{th} quantiles were adopted as statistics because of the skewness of the error distributions. Results are reported in Section 4.4.1.

### 4.3.4 Evaluation Using Real MRI, Real Echo Data

To evaluate the Bayesian motion model on real live echo images, experiments were carried out in an XMR catheterisation suite (Rhode et al., 2003, 2005). Please refer to Section A.2 for details of the echo acquisition setup and the acquired echo images.

While in the case of simulated echo images the SI displacement of the diaphragm was employed as a respiratory surrogate signal (see Section 4.3.3), for real echo images a respiratory bellows placed on the chest of the subjects was used to form the prior probability \( p(\theta|s) \) and to optimise the posterior probability \( p(\theta|I, s) \). The respiratory bellows signal can be easily acquired during the procedure and used as the intra-procedure surrogate signal \( s \) (see Figure A.1).

Since tracking data, echo imaging data and respiratory bellows data were acquired on different machines, synchronisation of the machine clocks and time stamping of all data was performed to ensure temporal correspondence.

Four volunteer datasets were acquired. For each dataset, 4 standard 3D echo images were acquired during end-exhale breath-hold and 12 sequences of free-breathing live 3D echo images were acquired. Of the 12 free-breathing sequences, 6 sequences were acquired during normal breathing, 3 during fast breathing and 3 during deep breathing. Each sequence lasted approximately 4 seconds and live echo images were streamed at a rate of 14 images per second. However, since the MRI-derived motion model describes the heart’s position at end-diastole, the echo images were manually retrospectively gated at end-diastole, resulting in 4 to 6 live echo images per sequence. Modified parasternal acoustic windows were used and the standard end-exhale echo image covering a similar FoV to the live images was employed as the reference image for the computation of the likelihood term (see Section 4.2.4).

By using the MRI to patient rigid transformation, the standard full-volume reference echo images and the live echo images were transformed to the coordinate system
of the dynamic MRI images, where the affine motion model was represented. Given the
value of the respiratory bellows corresponding to each live echo image, the respiratory
position was estimated by each of the different estimation methods (see Section 4.3.2).

To assess the accuracy of the motion estimates, the high resolution MRI image
was first rigidly transformed to the dynamic MRI coordinate system and then warped
to the affine inhale position estimated by each approach. The corresponding live echo
image was overlaid onto the warped high resolution MRI image and the maximum
misalignment error of corresponding anatomical landmarks (e.g. inter-ventricular se-
ptum, LV posterior wall) was visually assessed. As they had higher image contrast,
anatomical landmarks on the lateral/posterior LV wall were mainly considered for er-
ror assessment, while the position of the septum was used to assess the overall realism
of the motion estimate. The GIMIAS open-source visualisation software (Larrabide
et al., 2009) was used to estimate the misalignment. Three independent observers were
asked to assess 200 pairs of images (i.e. 50 pairs of images for each volunteer, 10 for
each of the estimation techniques compared (see Section 4.3.2)) randomly selected and
measure the maximum misalignment error. Observers were also asked to report any
obviously unrealistic motion estimations. The evaluation assessment was blinded, that
is the observers were presented with the image pairs without knowing which technique
they were produced with. An example of misalignment assessment is shown in Figure
4.6. Results are reported in Section 4.4.
4.3.5 Determination of the Optimal $\sigma_l^2$

To automatically determine the optimal value of $\sigma_l^2$, a simple linear model based on the $SNR_d$ of the echo images was employed. This means that each echo image will potentially have a different value of $\sigma_l^2$ used in the optimisation, depending on the quality of the image. The formation of this simple model which is based on the simulated and real echo images is now described.

Firstly, the $SNR_d$ for each echo image has to be computed. For simulated echo images (see Section 4.3.3), LV myocardium and blood were known from the segmentation of the high resolution MRI image used for echo simulation (see Section 4.3.3). For each dataset, two inhale echo images were selected and Gaussian noise having different values of variance was added in the simulation process to vary the $SNR_d$ of the simulated images. Twelve evenly distributed values of $\sigma_l^2$ were selected and the Bayesian estimation for each image and for each value of $\sigma_l^2$ was computed. For each image, the value of $\sigma_l^2$ producing the lowest TRE (see Section 4.3.3) was determined.

For real echo images (see Section 4.3.4), LV myocardium and blood were segmented from the high resolution MRI image and transformed to the dynamic MRI coordinate system. Given the availability of the image-only registration between the full-volume reference echo and the live echo images (see Section 4.3.2), the LV segmentation was warped to each live echo image using the image-only registration and the $SNR_d$ was
computed for each live echo image. For each of the four volunteers, approximately 15 images were selected and, as for the simulated echo, 12 evenly distributed values of $\sigma_l^2$ were selected and the Bayesian estimation computed. The value of $\sigma_l^2$ generating the lowest misalignment error (see Section 4.3.4) was selected. Figure 4.7 shows the distribution of $\sigma_l^2$ producing the best results for simulated echo images and real echo images as a function of the SNR$_d$. As can be seen, the overlap of the two distributions is high, suggesting good similarity between the simulated and real echo images. A linear function was employed to describe the relationship between $\sigma_l^2$ and SNR$_d$

$$\sigma_l^2 = a_1 \cdot \text{SNR}_d + a_2.$$  

(4.12)

A linear function represented the best trade-off between the quality of fit and the simplicity of representation. Furthermore, the possible range of SNR$_d$ values for real echo images ($0 < \text{SNR}_d < 1.5$) and simulated echo images ($1 < \text{SNR}_d < 1.3$) ensured $\sigma_l^2 > 0$.

To separate data used for parameter estimation and data used for evaluation, $a_1$ and $a_2$ were computed using a leave-one-out test, which means that, for any given dataset, the corresponding $a_1$ and $a_2$ were fitted without considering the best $\sigma_l^2$ derived from the same dataset. A least-squares fitting was used and typical values were $a_1 = -1.1 \cdot 10^{-3}$ and $a_2 = 2.2 \cdot 10^{-3}$, with a correlation coefficient of 0.75 (see Figure 4.7).
4.4 Results

Results achieved for simulated and real echo images are presented in Section 4.4.1 and 4.4.2, respectively. The 50th and 95th quantile values rather than the mean and standard deviation values are employed as statistics since the error distributions were skewed and non-Gaussian.

4.4.1 Simulated Echo Data

The median and 95th quantile of the TREs for each of the estimation techniques compared are summarised in Figure 4.8 and reported in Table 4.2.

**Figure 4.8:** Accuracy error comparison between the Bayesian estimate ($v_i$) (vertical axis) and each comparative estimate (horizontal axis) for simulated echo images. (a) Median error and (c) 95th quantile error. Since there are some very high errors with no motion estimation, (b) and (d) show the error distributions in the blue boxes of Figure (a) and (c), respectively. The estimation error of the Bayesian technique was lower than any other comparative estimation technique.
For each of the 9 datasets considered, the accuracy error achieved by the Bayesian method \((vi)\) was lower than any other comparative approach. To summarise the performance of the Bayesian estimation, the mean/max improvements of median/95\textsuperscript{th} quantile were computed. The mean is the average improvement of the median error over all 9 datasets. The mean/max improvements achieved were 10.6%/18.9% over the best comparative technique. The best comparative technique was defined to be the technique having the lowest 95\textsuperscript{th} quantile, which was, for 8 volunteers out of 9, the combination of a simple model and image data \((v)\). Mann-Whitney U-tests were performed between the Bayesian error distribution and the best comparative technique. For all volunteers, statistical significance was found with \(p < 0.05\).

4.4.2 Real Echo Data

Table 4.3 reports the median and 95\textsuperscript{th} quantile of the maximum misalignment error measured by the three independent observers. Given the lower number of samples for real data compared to simulated data, rather than median/95\textsuperscript{th} quantile, all misalignment errors for Vol. 13-16 are shown in Figure 4.9.

As for simulated echo images, the Bayesian method \((vi)\) outperformed all the other estimation methods, with mean/max improvements in estimation accuracy of 20.8%/41.5% over the best comparative approach. The best comparative technique was again defined as the technique having the lowest 95\textsuperscript{th} quantile. The mean value is the average improvement of the median error over the 4 datasets. Mann-Whitney U-tests between the Bayesian results and the best comparative results confirmed statistical significance with \(p < 0.05\) for Vol. 13 and Vol. 14. The highest XMR-based MRI-to-physical registration and echo probe calibration errors were found for Vol. 15, which might explain the poor performance of all motion estimation techniques for this subject.

Unrealistic motion estimates were reported for 26 out of 40 image-only \((iii)\) estimates, while no unrealistic estimates were generated by the other estimation techniques. At least one unrealistic image-only motion estimate was reported for each dataset. An example of an unrealistic image-only estimate is shown in Figure 4.10. For Vol. 13, one image-only registration resulted in a completely wrong estimate, with misalignment errors up to 100\textsuperscript{mm}.

Figure 4.11 shows the comparison of the different motion estimates for a live 3D echo image. The segmentation of the LV myocardium is transformed using the different
respiratory motion estimates and overlaid onto the corresponding live 3D echo image. A cross-section is used to visualise the misalignment error. For no motion estimate (i), model-only (ii), PCA-based model (iv) and simple model and image (v) estimation techniques residual misalignment errors can be seen at the posterior LV wall (bottom arrow) and inter-ventricular septum (top arrow). In the LV wall, the brightest voxels in the echo image represent the boundary between the LV myocardium and the left lung, therefore the external surface of the LV myocardium should be aligned with the boundary reflection. The lower misalignment errors are shown by the image-only (iii) 4.11(c) and Bayesian (vi) 4.11(f) estimation techniques. Figure 4.10(a) shows the cardiac roadmap as segmented from the high resolution MRI, while Figure 4.10(b)
shows the cardiac surfaces as estimated by the image-only ($iii$) registration shown in Figure 4.11(c). The Bayesian motion estimation shows the best alignment while maintaining a realistic motion estimate (see Figures 4.10(c) and 4.11(f)).

\begin{figure}[h]
\centering
\begin{tabular}{ccc}
\includegraphics[width=0.3\textwidth]{image-a} & \includegraphics[width=0.3\textwidth]{image-b} & \includegraphics[width=0.3\textwidth]{image-c} \\
(a) & (b) & (c)
\end{tabular}
\caption{(a) Segmentation of the heart as derived from the high resolution MRI image ($i$); (b) unrealistic image-only motion estimate ($iii$) and (c) Bayesian motion estimate ($vi$) for the same live echo image.}
\end{figure}
Figure 4.11: The motion estimates of the LV myocardium (coloured surfaces) are overlaid onto the corresponding live 3D echo image. Cross-sections are used to visualise the residual misalignment error. (a) No motion estimation (i), (b) model-only estimation (ii), (c) image-only estimation (iii), (d) PCA-based model (iv), (e) simple model and image estimation (v) and (f) Bayesian estimation (vi) are shown.
### Table 4.2: Evaluation results of Bayesian estimation using simulated echo images. Median and 95\textsuperscript{th} quantile values of TRE are reported. The last column shows the percentage improvement in median and 95\textsuperscript{th} quantile target error of the Bayesian technique over the best comparative estimate, denoted by a †.

<table>
<thead>
<tr>
<th>Subject</th>
<th>No estimate (i)</th>
<th>Model only (ii)</th>
<th>Image only (iii)</th>
<th>PCA model (iv)</th>
<th>Image \&amp; Model (v)</th>
<th>Bayesian (vi)</th>
<th>Improv. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vol. 1</td>
<td>2.99 / 24.26</td>
<td>1.16 / 5.89</td>
<td>1.51 / 6.31</td>
<td>1.92 / 5.86</td>
<td>1.16 / 5.80†</td>
<td>1.09 / 4.70</td>
<td>6.0 / 18.9</td>
</tr>
<tr>
<td>Vol. 2</td>
<td>3.66 / 12.91</td>
<td>1.34 / 4.32</td>
<td>1.57 / 5.25</td>
<td>1.49 / 5.88</td>
<td>1.17 / 4.24†</td>
<td>1.07 / 3.81</td>
<td>8.5 / 10.1</td>
</tr>
<tr>
<td>Vol. 3</td>
<td>4.07 / 18.25</td>
<td>1.06 / 3.86</td>
<td>1.14 / 5.34</td>
<td>1.22 / 3.89</td>
<td>0.96 / 3.41†</td>
<td>0.89 / 3.08</td>
<td>7.3 / 9.7</td>
</tr>
<tr>
<td>Vol. 4</td>
<td>4.98 / 14.97</td>
<td>1.36 / 4.37</td>
<td>1.20 / 4.46</td>
<td>1.54 / 4.85</td>
<td>1.28 / 4.13†</td>
<td>1.08 / 3.89</td>
<td>15.6 / 5.8</td>
</tr>
<tr>
<td>Vol. 5</td>
<td>7.97 / 25.03†</td>
<td>2.58 / 7.99†</td>
<td>2.76 / 10.78</td>
<td>2.95 / 9.96</td>
<td>2.64 / 8.78</td>
<td>2.28 / 7.24</td>
<td>11.6 / 9.4</td>
</tr>
<tr>
<td>Vol. 6</td>
<td>8.29 / 32.62</td>
<td>2.26 / 8.94</td>
<td>2.23 / 8.59</td>
<td>3.48 / 12.53</td>
<td>2.04 / 8.19†</td>
<td>1.69 / 6.95</td>
<td>17.2 / 15.1</td>
</tr>
<tr>
<td>Vol. 7</td>
<td>9.18 / 24.68</td>
<td>1.88 / 5.40</td>
<td>1.83 / 6.19</td>
<td>2.18 / 6.13</td>
<td>1.63 / 5.11†</td>
<td>1.45 / 4.16</td>
<td>11.0 / 18.6</td>
</tr>
<tr>
<td>Vol. 8</td>
<td>6.56 / 24.21</td>
<td>1.55 / 5.12</td>
<td>1.55 / 4.96</td>
<td>1.92 / 5.90</td>
<td>1.44 / 4.75†</td>
<td>1.23 / 4.58</td>
<td>14.6 / 3.6</td>
</tr>
<tr>
<td>Vol. 9</td>
<td>2.18 / 17.33</td>
<td>0.91 / 5.08</td>
<td>1.42 / 4.39</td>
<td>1.77 / 4.56</td>
<td>0.92 / 4.20†</td>
<td>0.89 / 3.46</td>
<td>3.4 / 17.6</td>
</tr>
</tbody>
</table>

### Table 4.3: Evaluation results of Bayesian estimation using real echo images. Median and 95\textsuperscript{th} quantile values of the maximum misalignment error are reported. The last column shows the percentage improvement in median and 95\textsuperscript{th} quantile target error of the Bayesian technique over the best comparative estimate, denoted by a †.

<table>
<thead>
<tr>
<th>Subject</th>
<th>No estimate (i)</th>
<th>Model-only (ii)</th>
<th>Image-only (iii)</th>
<th>PCA model (iv)</th>
<th>Image \&amp; Model (v)</th>
<th>Bayesian (vi)</th>
<th>Improv. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vol. 13</td>
<td>7.65 / 15.10</td>
<td>8.75 / 15.70</td>
<td>6.19 / 64.00</td>
<td>9.87 / 15.92</td>
<td>7.70 / 14.20†</td>
<td>4.85 / 8.30</td>
<td>37.0 / 41.5</td>
</tr>
<tr>
<td>Vol. 14</td>
<td>5.52 / 10.16</td>
<td>6.35 / 10.50</td>
<td>5.98 / 16.78</td>
<td>8.09 / 16.17</td>
<td>5.35 / 8.50†</td>
<td>3.85 / 8.10</td>
<td>28.0 / 4.7</td>
</tr>
<tr>
<td>Vol. 15</td>
<td>7.87 / 16.20†</td>
<td>6.48 / 10.90†</td>
<td>5.74 / 17.00</td>
<td>8.75 / 13.31</td>
<td>7.31 / 14.50</td>
<td>6.10 / 10.80</td>
<td>5.9 / 0.9</td>
</tr>
<tr>
<td>Vol. 16</td>
<td>5.66 / 13.5</td>
<td>4.65 / 9.30</td>
<td>3.51 / 5.19†</td>
<td>5.90 / 12.19</td>
<td>3.87 / 8.00</td>
<td>3.07 / 4.90</td>
<td>12.5 / 5.6</td>
</tr>
</tbody>
</table>
4.5 Discussion

In this Chapter, a novel Bayesian model for respiratory motion estimation and compensation in cardiac IGIs was presented. The method combines a MRI-derived affine motion model of the heart with intra-procedure live 3D echo in a Bayesian approach. The novelties of the proposed method lie in its probabilistic formulation, which embeds a measure of confidence in its estimates and resolves the uncertainty related to the variability of respiratory motion and the potentially conflicting information carried by the model and the imaging data. Moreover, the use of probability density functions overcomes the limitations of motion models proposed so far, allowing the Bayesian motion estimate to deviate from the predetermined direct correspondence model estimate. By determining the optimal value of the only free parameter \( \sigma^2_l \), the Bayesian technique adapts automatically to the quality of the echo images.

Simulated echo images with realistic MRI-derived motion fields were employed to perform a thorough accuracy/robustness evaluation with known, gold-standard, motion fields. Results showed mean/max accuracy improvements in motion estimation of 10.6%/18.9% over the best comparative estimation technique. Although echo image artefacts such as spatial distortion and incidence angle were not included in the simulation process, the realism of the simulated echo images was improved by including real speckle textures and Gaussian noise. Even though SNR\(_d\) is a simple measure of echo image quality, the comparable SNR\(_d\) values achieved for simulated and real echo images suggest that similar image quality was achieved. The lack of the rib cage simulation was compensated by the selection of an echo beam positioning that resembled realistic acoustic windows.

Real echo imaging data enabled evaluation on data similar to those which would be acquired in a clinical environment. For the 4 volunteer datasets considered, results showed the Bayesian method to outperform all comparative approaches, producing the lowest misalignment errors with mean/max improvements in estimation accuracy of 20.8%/41.5%. Due to more sources of inaccuracy, such as errors in the probe and XMR suite calibration (Rhode et al., 2003, 2005; Ma et al., 2009), synchronisation, evaluation assessment and errors due to echo image artefacts not included in the simulation, errors were higher for real echo images compared to simulated echo. In addition, the respiratory bellows signal was subject to amplitude drifts, which directly affect direct
correspondence model estimates. Spirometry has also been proposed in the literature as a surrogate signal but is impractical to use in most cardiac interventions, causing high discomfort to the patient. Echo images employed in this study were acquired in a supine position, where the position of the heart is not ideal to be imaged. Better quality echo images could further improve the Bayesian motion estimates.

This work has also provided a comparative study on motion estimation techniques available in the literature and reviewed in Section 3.2. Results from both simulated and real echo images have confirmed the findings presented in King et al. (2010a), showing the combination of a motion model and echo data (v) (i.e. using an indirect correspondence model) to be more robust than the echo image-only estimation (iii), which, despite being accurate in the area of coverage of the echo images, is not reliable for a whole heart motion estimation. Furthermore, echo image-only registration was unstable if a suitably close starting estimate was not provided. The improvement gained by the Bayesian method over the indirect correspondence model approach (v) (see Section 4.3.2) represents the amount of respiratory variability that the Bayesian estimates are able to capture. Since this variability is highly subject dependent (Keall et al., 2006), so is the level of improvement. Therefore, results were particularly improved for individuals where respiratory motion altered significantly. This adaptability to changes in respiratory motion means that the proposed method has the potential to widen the patient population who could benefit from image guidance. Concerning direct correspondence model estimates, \( \tilde{\theta}(s) \), inaccuracies affecting the respiratory surrogate measurement in building and applying the model directly affected the estimation accuracy, resulting in higher errors, particularly for the real echo experiments. The performance of the PCA-based motion model was comparable to the image-only estimation, even though no initial estimate was provided to the PCA-based model. The lack of the surrogate information along with artefacts and a low quality of the echo images may be the cause of the poor performance of the PCA-based motion model. Accuracy errors for no motion estimation highlight the need for motion compensation techniques to fulfil clinical requirements (Linte et al., 2010, 2012).

A simple but effective formulation for the automatic determination of the optimal weighting of the likelihood and prior terms was also proposed. The linear relationship between \( \sigma_p^2 \) and \( \text{SNR}_d \) simplifies the application of the Bayesian model, which only requires the knowledge of the \( \text{SNR}_d \) of the echo image acquired. The formulation for
the optimal $\sigma_i^2$ should be valid for any new patient dataset and for this reason a leave-one-out technique to derive the coefficients $a_1$ and $a_2$ was employed. However, the typical values of $a_1$ and $a_2$ need to be evaluated on a larger set of volunteers/patients to account for variations affecting the echo imaging acquisition. In this study, the SNR\(_d\) was derived from the echo-only image registration and, given the increasing availability of 3D live-stream echo images and parallelisation algorithms, the SNR\(_d\) could be rapidly computed and made available for the Bayesian estimation. The proposed method for determining the optimal value of $\sigma_i^2$ used a segmentation of the LV cavity and myocardium derived from the high resolution MRI image, which were then warped to each live echo image using the MRI to patient rigid registration and the affine echo-only registration. The MRI to patient rigid registration is available from the XMR suite and the associated rigid registration errors are estimated to be approximately 2 mm (Rhode et al., 2005). The affine echo-only image registration was used to warp the LV segmentations to the respiratory position of each live 3D echo image since, as previously shown by King et al. (2010a) and as confirmed by our results, echo-only registrations produce reasonably accurate estimations within the echo FoV (although much less so outside the FoV). For these reasons, the proposed approach has proved to be accurate enough to make an approximate estimate of SNR\(_d\). However, alternative methods that rely on echo images only could be employed instead (Noble and Boukerrouï, 2006; Pavani et al., 2012).

As already mentioned in Section 4.2.3, the assumption of statistical independence of the affine parameters is a simplification and may not be strictly valid. However, accounting for the unknown dependencies between parameters would require a large amount of data, increasing the complexity of the clinical acquisition protocol and the Bayesian estimation. Therefore, the proposed formulation represents a simplified but effective description of the prior information about subject-specific respiratory motion. The time required to build the prior probability term depends on the affine registration algorithm used. Typically, from the acquisition of the dynamic MRI images, the prior probability term was built in less than 20 minutes. This time lag is shorter than the time required to move the patient from the MRI scanner to the operative X-ray table and to prepare them for the intervention. The Bayesian method was implemented in C++ with an average CPU execution time of 120 seconds on an 8-core i7-2600 processor per echo image. Therefore the technique is not currently real-time. However,
code optimisation was not the focus of this work and would need to be considered for real-time application.

As mentioned in Section 3.4, the lack of accuracy/robustness of state-of-the-art respiratory motion models and the need for a subject-specific dynamic scan hamper the uptake of respiratory motion models into clinical routine. The Bayesian motion estimation proposed in this Chapter addresses the first limitation of current motion models, providing more accurate respiratory motion estimates compared to state-of-the-art techniques (see Section 4.4). Therefore, in terms of clinical applications, the Bayesian model has the potential to improve guidance in many cardiac interventions, such as catheterisation procedures for EP studies, valve implantation, or cardiac stem cell implantation, where the accuracy requirement is very high. Further, the Bayesian motion model could be used to improve the accuracy of IGIs applied to any other organ affected by respiratory motion.

As mentioned in Section 2.2.2, echo imaging is not currently routinely used in cardiac IGIs, but there is an increasing trend toward incorporating echo information in the procedural workflow (Linte et al., 2008; Wein et al., 2009; Parthasarathy et al., 2011; Gao et al., 2012). The proposed method provides a framework for using echo data to estimate respiratory motion, which could be used in combination with a robotic arm (Ma et al., 2010) for automatic acquisition of the live echo images during the procedure. A proof of concept for this framework is presented in the next Chapter, where the accuracy and robustness of the Bayesian estimation is evaluated using 2D echo images, the acquisition of which is guided by the motion model itself.
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Motion Model Guidance of Echo Imaging Acquisition
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5.1 Introduction

In Chapter 4, a respiratory motion estimation technique for cardiac IGIs based on a combination of a motion model and 3D echo imaging was presented. The technique uses a Bayesian approach to resolve the uncertainty in the motion estimates made by the motion model using real-time 3D echo imaging.

The main advantage of 3D over 2D echo is the ability to image cardiac volumes and maintain the moving targeted structure(s) in the field of view (FoV). However, 2D
echo is clinically more available, and has better image quality and higher frame rate compared to 3D echo. Therefore, an attractive approach is to use 2D echo imaging but to maintain the visibility of target structures by automatically controlling the echo acquisition. In the Bayesian motion estimation technique presented in Chapter 4, the direct correspondence motion model used as the prior probability offers a possible means of providing motion information for such an approach. This is the focus of this Chapter, which presents a proof of concept of integrating model-driven 2D echo acquisition into cardiac IGIs. This approach has the advantage of providing high-quality consistent images of the targeted cardiac structures which can then also be used for potentially more accurate and robust respiratory motion estimates. The model-driven echo acquisition could be effectively coupled with robotics, given the increasing availability of algorithms to control robotic arms or robotic instruments (Moorthy et al., 2004; Figl et al., 2008; Yuen et al., 2009). For example, a framework to remotely acquire echo images using a robotic arm has recently been proposed in Ma et al. (2010). Similarly, the model-driven acquisition framework could be used to steer the 2D echo beam using a matrix phased array probe.

The method is highly novel, with very little prior related work. As pointed out in Chapter 3, motion models in IGIs have been used for motion correction of guidance information or intra-procedure imaging, but have not previously been proposed for guiding the image acquisition process itself. This method is based on work presented in Peressutti et al. (2013a). Details on the parts of the proposed framework, as well as on the materials used to validate it are provided in the following Sections.

5.2 Method

An overview of the proposed workflow is shown in Figure 5.1. Before the procedure, a subject-specific affine motion model is built using dynamic MRI images and a respiratory surrogate signal (see Section 4.2.3). Probability density functions are derived for each affine parameter to model the respiratory motion and its variability. These are used to form the prior probability term for the Bayesian model (see Section 4.2.3). During the procedure, the target structures of the heart which are to be constantly imaged are manually identified once. The surrogate signal is acquired and a motion
Figure 5.1: Schematic overview of the proposed workflow. The black box highlights the novel automatic model-driven 2D echo acquisition proposed in this work.

estimate made using the prior probability term of the motion model only (i.e. without considering the echo imaging). This motion estimate is used to steer the echo probe/beam, providing a 2D imaging plane close to the targeted features. As well as being useful for guidance, the echo images acquired in this way are also potentially more useful for estimating motion using the Bayesian model for updating a cardiac roadmap.

5.2.1 Respiratory Motion Model

The respiratory motion model is formed as previously described in Section 4.2.3. A respiratory bellows placed on the volunteer’s chest was employed as the surrogate signal. Note that in this framework the model is used in two different ways. The prior probability function only (i.e. direct correspondence model) is used to derive the respiratory motion estimate which is used to steer the echo probe/beam. The full Bayesian estimation (i.e. incorporating the uncertainty in motion estimation and the 2D echo imaging) is used to compute the final respiratory motion estimate used to update the cardiac roadmap for guidance purposes.

5.2.2 Model-Driven Image Acquisition

The main novelty of this work is the automatic model-driven echo image acquisition. The final concept will be to automate the echo acquisition to compensate for respiratory motion. The automatic echo acquisition could be implemented using a robotic arm or by steering the 2D echo beam using a matrix phased array probe.
In Ma et al. (2010), a self-tracked, remotely operated robotic arm with haptic feedback was used to manipulate a 3D trans-thoracic echo (TTE) probe during simultaneous X-ray fluoroscopy and echo acquisitions. The robotic arm was integrated into a X-ray/MRI (XMR) catheterisation suite (Rhode et al., 2005). The XMR suite allows rigid registration of the coordinate systems of the MRI images, the fluoroscopy X-ray images, the robotic arm and the echo images by means of calibration and optical tracking of the patient bed and robotic arm (Rhode et al., 2005; Ma et al., 2010). As a proof of concept, in this Chapter an automatic 2D echo acquisition using the workflow employed in Ma et al. (2010) is simulated. The haptic feedback of the robotic arm ensures that the tip of the probe remains constantly positioned on the chest of the subject and translates only due to the rib cage movement. Consequently, the degrees of freedom of the robotic arm to be controlled by the motion model would be the three rotations only.

The proposed method requires the sonographer to select at least two points $P_I = \begin{bmatrix} x_1 & \cdots & x_i \\ y_1 & \cdots & y_i \\ z_1 & \cdots & z_i \end{bmatrix}, i \geq 2$ on the desired imaging plane at the reference end-exhale state. Denoting by $P_t = \begin{bmatrix} x_t \\ y_t \\ z_t \end{bmatrix}$ the position of the probe tip at end-exhale, the set of points $P = [P_t \ P_I]$ is used to compute the rotation of the robotic arm to its initial position. Given the intra-procedural value of the surrogate $s$, the corresponding points $Q_I$ produced by the direct correspondence model estimate are computed as $Q_I = \Theta P_I$, where $Q_I$ and $P_I$ are in homogeneous coordinates and $\Theta$ is the 4x4 affine matrix derived from the direct model estimate $\tilde{\theta}(s)$. Denoting by $Q_t$ the dynamic position of the probe tip as recorded by the robotic arm, the rotations $R = (R_x, R_y, R_z)$ to be input to the controller of the robotic arm are found by minimising the distance between the set of points $\Psi = P - P_t$ and $\Omega = Q - Q_t = [Q_t \ Q_I] - Q_t$, where $\Psi$ and $\Omega$ are centred with respect to $P_t$ and $Q_t$, respectively. This ensures that the tip of the probe always lies on the imaging plane. A singular value decomposition (SVD) is used to find the analytical solution to the minimisation problem. The same formulation could be used to steer a 2D echo beam with a matrix phased array probe.

### 5.2.3 Bayesian Motion Estimation

Once the model-driven 2D echo images have been acquired, the full Bayesian technique presented in Chapter 4 is applied during the procedure using the acquired 2D echo images. The echo images are used to compute the likelihood density function, which
resolves the uncertainty expressed in the prior model. As presented in Chapter 4, 
\( \sigma_l^2 \) is derived from the echo images using Equation (4.12) and the Normalised Cross-
Correlation similarity measure is employed in the computation of the likelihood. The 
output of the Bayesian registration is the motion estimate \( \hat{\theta} \) used to update the cardiac 
roadmap.

5.3 Evaluation

The proposed framework is intended to allow automatic guidance of 2D echo image ac-
quision. In this work, the framework was evaluated using 2D echo images extracted 
from manually acquired 3D echo images. The use of 3D, rather than 2D echo, en-
abled the extraction of different imaging planes from the 3D volumes to test different 
acquisition protocols.

Three related hypotheses were investigated. The first hypothesis was that the 
Bayesian estimation technique (Peressutti et al., 2013b) is accurate and robust when 
using 2D echo images rather than 3D. The second hypothesis was that Bayesian esti-
mates using model-driven 2D echo images are more accurate than Bayesian estimates 
obtained with fixed 2D echo images. The third hypothesis was that the performance 
of the Bayesian estimation technique would vary depending on the echo imaging plane 
used (e.g. sagittal or axial).

5.3.1 Materials

MRI Acquisition

To investigate these hypotheses, the four volunteer datasets Vol. 13-16 were considered 
(see Table A.1). For each dataset, a sequence of 3D dynamic MRI images and a 
3D high resolution anatomical image were acquired. See Section A.1 for details of 
the MRI sequences. For each dataset, the dynamic sequence consisted of \( P = 120 \) 
3D images: 40 acquired during normal breathing, 40 during fast breathing and 40 
during deep breathing. The dynamic sequence is cardiac gated, and therefore captures 
cardiac respiratory motion only. The three different breathing patterns were acquired 
to capture the respiratory motion variability. The next Section describes how the echo 
images were obtained.
Echo Images

To evaluate the proposed framework, 3D echo images were manually acquired using an optically tracked probe, as described in Section A.2. Each echo dataset consisted of 2 standard 3D echo images acquired during an end-exhale breath hold over 4 cardiac cycles. An intensity-based rigid registration using a NCC similarity measure was performed to refine the alignment between the 2 standard 3D echo images acquired at end-exhale. The 3D echo images were acquired from a modified parasternal acoustic window, representing a clinically realistic scenario of a robotic arm application (see Figure A.1). The 3D echo images were resampled to a 2mm isotropic voxel size. An example of 3D echo images is shown in Figure 5.2. Inhale 3D echo images were artificially produced from the exhale images and known, gold-standard, MRI-derived motion fields, as detailed in the following Section.

Figure 5.2: Example of standard 3D echo images for two datasets. The images are acquired from a modified parasternal acoustic window during two different breath-holds at end-exhale. To ensure spatial alignment of the two echo images, the rigid registration provided by the XMR suite is refined using an intensity-based rigid registration. Echo images for Vol. 13 are shown in Figures (a)-(b), while Figures (c)-(d) show echo images for Vol. 15.
5.3.2 Evaluation Approach

As shown in Figure 5.3, to perform a thorough evaluation of the proposed framework, a gold-standard set of motion fields was created. Using a hierarchical non-rigid registration algorithm (Buerger et al., 2011), the $P-1$ dynamic MRI images were registered to the dynamic end-exhale reference MRI image, obtaining a set of $P-1$ non-rigid gold standard motion fields $G_p$ and corresponding warped dynamic MRI images. These warped images instead of the original ones were used to build the motion model (see Section 5.2.1). One of the standard 3D echo images (see Figure 5.2(a)) was warped with the non-rigid motion fields $G_p$, resulting in a set of $P-1$ 3D echo images with known, gold standard motion fields. The other standard 3D echo image (see Figure 5.2(b)) was used as reference image for the computation of the likelihood term. The 2D echo images used to test the proposed framework were extracted from the set of $P-1$ warped 3D echo images. A leave-one-out cross-validation was used, which means that the motion model employed to estimate $\hat{\theta}$ for the $p$-th dynamic 2D echo image was built by leaving out the $p$-th warped dynamic MRI image. Denoting by $A_p$ the affine motion fields estimated by the Bayesian registration for the $p$-th dynamic 2D echo image, the Target Registration Error (TRE) is the H-component vector with elements

$$TRE_p = \|G_p(\vec{x}_h) - A_p(\vec{x}_h)\|,$$  \hspace{1cm} (5.1)
where $\tilde{x}_h, 1 \leq h \leq H$ are a set of $H$ landmarks ($\approx 35,000$) of an elliptical mask covering the four chambers of the heart. Median and $95^{th}$ quantile of the sample comprising the $P - 1$ H-component vectors $TRE_p$ are reported. To test the first hypothesis, the Bayesian estimation was compared to no motion estimation, direct correspondence model estimation $\tilde{\theta}$ and image-only estimation (i.e. the likelihood only was maximised).

For all 4 datasets, the same imaging planes were extracted from the $P - 1$ warped 3D echo images. Since the major components of cardiac respiratory motion approximately lie within the sagittal plane, imaging planes approximately parallel to (sagittal) and orthogonal to (axial) the sagittal plane were used (see Figure 5.4). Both views were selected in the proximity of the mitral valve on the standard end-exhale 3D echo image. As shown in Figure 5.4(b) and Figure 5.4(c), the points $P_I$ selected to compute $R$ were picked on the inter-ventricular septum and the lateral wall of the left ventricle (LV) for the axial view and on the inferior and posterior LV wall for the sagittal view. These features might be relevant to track in EP studies or valve replacement procedures. For each dataset, the sets of $P - 1$ 2D echo images extracted at the same end-exhale sagittal and axial views simulated an echo acquisition where the rotation of the probe is fixed, while the sets of $P - 1$ 2D echo images extracted at the model-driven echo probe position (see Section 5.2.2) simulated the proposed framework. Comparison of the accuracy results for fixed and rotating probes allowed the testing of the second hypothesis. Comparing the results for the sagittal and axial views allowed the testing of the third hypothesis.
5.4 Results

Table 5.1 reports median/95th quantile of TRE for the techniques compared. The first row of each dataset refers to all \( P - 1 \) breathing states while the second row considers the deep breathing states only. Deep breathing results are reported separately since they are likely to contain a large amount of *intra-* and *inter-cycle* variability. TRE of image-only estimation using the fixed 2D echo images is reported only, since similar values were achieved for model-driven echo acquisition. The last two columns report the accuracy improvement achieved by using model-driven against fixed echo acquisition.

Concerning the first hypothesis, by comparing the accuracy results of the Bayesian estimation to the comparative methods it can be noted that Bayesian estimates are the most accurate. The shaded cells in Table 5.1 highlight the estimates having the lowest 95th quantile. For each dataset the lowest 95th quantile values belong to Bayesian estimates, with improvements in the 95th quantile of 50.3%, 56.4%, 56.6% and 29.4% (Vol. 13-16 respectively, all \( P - 1 \) states) over the best comparative method, which was the direct correspondence model. These percentages were computed by comparing the best Bayesian estimation result with the best non-Bayesian result, e.g. for Vol. 13 the improvement was \( \frac{15.9-7.9}{15.9} \times 100\% = 50.3\% \). Results of image-only estimation show that 2D to 3D echo registration on its own has very poor robustness.

Concerning the second and third hypotheses, a statistically significant difference (Mann-Whitney U-test, \( p<0.05 \)) was achieved by rotating the probe. The highest improvements were achieved for the *axial* view, with accuracy improvements of up to 25% for deep breathing. The lower improvement achieved for the *axial* views for Vol. 15 and Vol. 16 might be due to a lower quality of the standard 3D echo images employed, as shown in Figures 5.2(c)-5.2(d). Overall, compared to the *axial* view results, a smaller or no accuracy improvement was achieved by rotating the imaging plane for the *sagittal* view. This is to be expected considering that the selected features in the fixed *sagittal* view were imaged anyway most of the time, requiring minor or no movement of the probe to keep them in the FoV. However, due to the position of the probe tip with respect to the ribs, *sagittal* views are more impractical to acquire compared to *axial* views and more dependent on the subject’s anatomy. The accuracy achieved with model-driven *axial* views was comparable to, if not better than, *sagittal* views.
Table 5.1: Median/95th quantile of TRE. The first row of each dataset considers all $P - 1$ states, while the second row considers the deep breathing states only. For each row, the shaded cells highlight the estimates having lowest 95th quantile. The last two columns report the accuracy improvement achieved by using model-driven against fixed echo acquisition. Improvements of median/95th quantile are reported.
5.5 Discussion

In this Chapter, a novel model-driven 2D echo acquisition framework for robust respiratory motion estimation in cardiac IGIs was proposed. Results showed accuracy improvements of 50.3%, 56.4%, 56.6% and 29.4% over the best comparative estimation technique. The improvements achieved by the model-driven 2D echo acquisition were subject-dependent, but generally higher improvements were achieved for the axial views, with improvements up to 25%.

The demonstration of the Bayesian technique presented in Chapter 4 using low-cost standard 2D echo images makes its clinical application more feasible. The technique still requires a reference 3D echo image to compute the likelihood. However, this reference image could be obtained by compounding free-hand 2D echo images or potentially by using the high resolution MRI image as reference image instead.

As previously discussed, direct correspondence model estimates are directly affected by errors in the surrogate acquisition. Consequently, these errors also affect the acquisition of the 2D echo images. However, results show that the use of a model-driven echo acquisition provides an initial respiratory motion compensation that leads to more robust motion estimates. Automatic robotic systems need to be very accurate, robust and have negligible time lag (Yuen et al., 2009) to provide real time adaptation to respiratory motion. The use of a motion model to control the robotic arm will minimise the overall time lag to the time required by the mechanical parts to move. The high acquisition rate of the surrogate and the low computational complexity of producing motion model estimates make the model-based image acquisition near real-time. The same conclusions can be drawn for the steering of the 2D echo beam using a matrix phased array probe.

Possible applications of the proposed framework are respiratory motion updating of the cardiac roadmaps used for guidance, or echo image stabilisation, where features of interest are automatically and constantly imaged. A clinical example is stabilisation of the aortic and mitral valve planes in valve replacement interventions.

In the current and previous Chapters, the Bayesian motion model was evaluated using 3D and 2D echo images for respiratory motion estimation in cardiac IGIs. Estimation accuracy results showed the Bayesian model to be more robust and accurate than state-of-the-art motion estimation techniques, thus moving towards the accuracy
requirements needed to translate respiratory motion models into routine clinical practice. However, as with any subject-specific motion model, the Bayesian motion model requires the subject-specific dynamic calibration scan to build the prior probability function. As pointed out in Chapter 3, the dynamic calibration scan often complicates and interrupts the clinical workflow, and in many cases cannot be acquired at all. In the next Chapter, a novel personalisation method for population-based respiratory motion model is proposed. This proposed method provides more accurate respiratory motion estimates without the need for a dynamic calibration scan. The method proposed in Chapter 6 and the Bayesian motion estimation are then combined in Chapter 7 to obtain a personalised Bayesian motion model able to provide accurate and robust respiratory motion estimates without the need for a dynamic calibration scan.
Chapter 6

Personalising Population-Based Respiratory Motion Models using Learnt Anatomical Features
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6.1 Introduction

As already mentioned in Chapter 3, to overcome the need for a subject-specific calibration scan, population-based models have been proposed (Fayad et al., 2010; He et al., 2010; Ehrhardt et al., 2011; Klinder and Lorenz, 2012; Preiswerk et al., 2012; Samei et al., 2012). For such models, the motion in the calibration phase is estimated from calibration scans acquired previously from a sample of the population of subjects, and the model is subsequently applied to a subject not belonging to the sample. Respiratory motion can vary significantly between subjects (Keall et al., 2006), so population-based models are generally less accurate than subject-specific models, as they average out inter-subject variations in motion (McClelland et al., 2013).

Typically, population-based models are personalised to individuals by registering a template image representing the average anatomy of the population sample to a corresponding image of the new subject, and transforming the average motion model from the population coordinate system to that of the new subject. Most population-based models proposed to date use all subjects in the population sample to build the average motion model which is then applied to any out-of-sample subject. In this Chapter, a novel personalisation framework for more accurate population-based respiratory motion model estimates is proposed. A related work was presented in Samei et al. (2012). The authors proposed a technique for making more accurate population-based motion estimates by weighting the contributions of the subjects in the population sample according to similarities of the surrogate. The technique was devised to estimate the respiratory motion and drift of the liver during radiotherapy treatment, but proved effective to estimate the respiratory drift only. As opposed to the personalisation proposed by Samei et al. (2012), the method proposed in this Chapter is applied in the model formation phase instead of the model application phase, and considers static anatomical features only for the personalisation of the motion model, without any information on the respiratory motion or respiratory surrogates of the out-of-sample subject. Hence, to date no work has investigated the use of anatomical features learnt from static images to personalise population-based models in order to achieve more accurate motion estimates.

In our framework, a subset of the population sample that is more likely to represent the respiratory motion of the out-of-sample subject is selected to personalise
the model. The selection is based on anatomical features of the organ derived from a static image which are learnt using a neighbourhood approximation technique. The underlying hypothesis is that the respiratory motion of the organ and its morphology and position are in some way correlated. To the author’s knowledge, this is the first work investigating such a hypothesis. Work has been performed to investigate such a correlation for cardiac cycle motion (Metz et al., 2012), but not, so far, for respiratory motion.

Results on the respiratory motion of the heart are presented. Preliminary work was presented in Peressutti et al. (2013c). This work has been extended and submitted as a journal paper, which forms the basis of this Chapter. While in this Chapter the framework is evaluated using direct correspondence motion models, in the next Chapter the framework is used to derive the prior probability function of the Bayesian motion model presented in Chapter 4.

6.2 Overview

An overview of the proposed framework is shown in Figure 6.1. The relationship between the respiratory motion of the heart and its anatomical features is learnt in a prior population model calibration phase. Provided with a static high resolution image of an out-of-sample subject as input, the respiratory motion model is personalised based on its anatomical features.

Each of the $N$ datasets in the population sample consists of a high resolution image of the heart, a dynamic free-breathing calibration scan capturing the cardiac respiratory motion and some surrogate data (see Section 6.3). Similar to Ehrhardt et al. (2011) and Klinder and Lorenz (2012), an average shape atlas of the anatomy is built using the $N$ high resolution images (Section 6.3). Respiratory motion estimates are derived from the $N$ dynamic calibration scans and transformed to the atlas coordinate system to produce a motion atlas (Section 6.4.2). Unlike the population-based models proposed thus far (McClelland et al., 2013; Ehrhardt et al., 2011; Klinder and Lorenz, 2012; Preiswerk et al., 2012) in which an average motion model of the $N$ datasets is used for any out-of-sample subject, the proposed personalisation selects only $K \ll N$ subjects from the population sample which are more likely to represent the respiratory motion of the out-of-sample subject. These are selected using a neighbourhood
approximation technique described in Section 6.4.4. The inter-subject variability in motion is therefore exploited to obtain motion estimates that are more accurate than standard population-based model estimates. In the following, each of these stages is described in more detail.

### 6.3 Materials

In this work, 28 healthy adult volunteers were imaged (i.e. all subjects in Table A.1). Each dataset consisted of a static high resolution 3D MRI volume and a free-breathing dynamic 3D MRI calibration scan (see Appendix A for the MRI sequence details).

The high resolution 3D image is part of many routine clinical protocols and provides high spatial resolution information about the anatomy and pathology of the heart. The dynamic calibration scan was ECG-triggered, therefore the images represented the
motion of the heart due to respiration only. The scan acquired $P = 40$ 3D images while the volunteer was breathing normally. Given the short acquisition time of this scan, the FoV of the dynamic images was limited, covering most, but not all, of the four cardiac chambers. The superior-inferior (SI) displacement of the left hemi-diaphragm was measured in each image and this was used as the respiratory surrogate for model formation.

### 6.4 Methods

The constituent parts of the proposed framework can be summarised as:

1. building of an average shape atlas in its natural coordinate system;
2. transformation of respiratory motion estimates from each subject to the atlas coordinate system;
3. analysis of respiratory motion similarities between subjects in the population sample;
4. neighbourhood approximation using respiratory motion similarity as distance metric and anatomical features as predictors;
5. personalisation to out-of-sample subject based on a static image.

The following Sections describe each part in detail.

#### 6.4.1 Average Shape Atlas

A typical initial step in the formation of any population-based motion model is the creation of an average shape atlas of the organ investigated, providing a common coordinate system in which the motions of the different subjects can be represented. An average shape atlas of the heart in its *natural coordinate system* (Frangi et al., 2002) was built by iteratively registering and averaging together the high resolution 3D images, as described below.

To remove positional differences from the subsequent non-rigid registrations, the high resolution images were firstly aligned according to the centre of mass of the heart. The centres of mass were computed over a manually positioned binary mask covering the main cardiac chambers and vessels. The same masks were later used for motion estimation and evaluation purposes.
Denoting by \( I_n, n = 1, \ldots, N \) the aligned high resolution images, one image was randomly selected as a reference \( I_{ref} \) and the remaining images were registered to it using a hierarchical non-rigid registration algorithm (Buerger et al., 2011). The \( N - 1 \) images (i.e. all apart from \( I_{ref} \)) were warped using the registration results. The intensities of the warped images and \( I_{ref} \) were averaged to obtain an average intensity image \( I_{avg_0} \) which was used as reference \( I_{ref} \) in the next iteration. All \( I_n \) were registered and warped to the new reference \( I_{ref} \) and the intensities of the warped images averaged together to obtain \( I_{avg_1} \). This non-rigid registration and averaging process was repeated until the Normalised Cross Correlation (NCC) similarity measure between \( I_{avg_t} \) and \( I_{avg_{t-1}} \) was higher than a predefined threshold of 0.99.

Since the pose and size of \( I_{avg_t} \) was still biased towards the initial choice of \( I_{ref} \), the method proposed in Frangi et al. (2002) and Rueckert et al. (2003) was employed to remove any remaining bias, as follows. The final average image \( I_{avg_t} \) was non-rigidly registered to each \( I_n, n = 1, \ldots, N \) and the resulting \( N \) deformation fields were averaged together and used to warp \( I_{avg_t} \). The result of this warping is the final atlas image \( I_{atlas} \) in its natural coordinate system, which requires the least residual deformation to explain the anatomical variability across all individuals. An example of \( I_{atlas} \) formed from the 28 volunteers is shown in Figure 6.2, overlaid with the binary mask used for registration.

### 6.4.2 Motion Estimates in Atlas Space

To compare the respiratory motion of the different subjects in the population sample, the motion was first estimated from each of the dynamic calibration scans. These motion estimates were transformed to the atlas natural coordinate system, where they could be directly compared. This process is described below.

In the following, \( D_{np} \) denotes the dynamic calibration image \( p \) of subject \( n, p = 1, \ldots, P, n = 1, \ldots, N \). To estimate the respiratory motion of the heart, the dynamic image with the highest corresponding value of the surrogate was selected as the reference end-exhale image \( D_{nref} \) and all remaining images were registered to it. As reported in the literature (Shechter et al., 2004; King et al., 2009a), cardiac respiratory motion can be well described by affine deformations, therefore a 12 parameter affine registration algorithm to align \( D_{nref} \) to all other \( D_{np} \) was employed. This resulted in a set of \( P \) affine transformations \( R_{np} \) that map \( D_{nref} \) to \( D_{np} \) for each subject \( n \). To localise the
registration to the heart only, the dynamic images were masked using the same binary masks employed to build the atlas.

The transformations\textsuperscript{6} $R_{np}$ were transformed to the atlas coordinate system using the method proposed in Rao et al. (2002, 2004). Denoting by $T_n$ the diffeomorphic non-rigid transformation that maps each high resolution image $I_n$ to $I_{atlas}$ and by $r_{np}$ the respiratory deformation field corresponding to $R_{np}$, the transformation was computed as follows

$$r_{atlas}^{atlas} = J_n^{-1}r_{np},$$

where $J_n^{-1}$ is the inverse of the Jacobian matrix of $T_n$ and $r_{atlas}$ the deformation field transformed to the atlas coordinate system. The Jacobian matrix can be determined analytically and does not require the computation of the inverse transformation $T_n^{-1}$.

### 6.4.3 Quantifying Motion Similarity

The previous two steps are typical of many population-based motion models and allow the creation of a common coordinate system where the subject-specific respiratory

\textsuperscript{6}For clarity’s sake, in the following, a capital letter denotes the transformation mapping one image to another, while a small bold letter denotes the deformation field corresponding to the transformation.
motion estimates can be represented. The end result is a set of $N \times P$ respiratory deformation fields $r_{np}^{\text{atlas}}$ in the atlas natural coordinate system.

The aim of the next step was to quantify the similarities between the respiratory motions of the different subjects. The motivation for this was to learn the relationship between the anatomical features and respiratory motion. Quantifying motion similarities is a non-trivial task due to the lack of sampling correspondence between subjects, i.e. the surrogate values at which motions are estimated are different.

To overcome the lack of sampling correspondence between subjects, a similarity measure from the pairwise comparison of subject-specific respiratory motion models was derived. $r_{np_x}^{\text{atlas}}$, $r_{np_y}^{\text{atlas}}$ and $r_{np_z}^{\text{atlas}}$ denote the $x$, $y$ and $z$ components of the respiratory deformation field $r_{np}^{\text{atlas}}$ corresponding to the respiratory state $p$ of subject $n$. In order to compare the respiratory positions of the different subjects, the respiratory surrogate $s$ of each subject was normalised so that the minimum and maximum values were $[-1, 0]$. The subjects were given no particular breathing instructions during the dynamic scan acquisition, so it is assumed that the acquired sequence is an unbiased sample of their normal breathing pattern. Similar to King et al. (2011), a subject-specific polynomial motion model $\Phi_n(s)$ was formed for each subject $n$ by fitting a polynomial function to the $P$ values of $r_{np_x}^{\text{atlas}}$, $r_{np_y}^{\text{atlas}}$ and $r_{np_z}^{\text{atlas}}$ as a function of the surrogate $s$ for every control point of a grid covering the whole imaging volume. For details of the order of the polynomial function and the spacing of the grid see Section 6.5. Provided with a value of the surrogate $s$, the model produces an estimate of the respiratory deformation field $r_{n,s}^{\text{atlas}}$. Although the original motion estimates were affine, due to numerical approximations and registration inaccuracies, the deformation fields $r_{np}^{\text{atlas}}$ are not strictly affine after transforming them using Equation (6.1).

To quantify motion similarities across subjects, the difference in respiratory deformation estimation between each pair of subject-specific motion models was computed as a motion similarity metric. Given 40 values of the surrogate $s$ linearly distributed in $[-1, 0]$, Target Registration Errors (TREs) between each pair of 40 motion model estimates were computed using all $H \approx 30,000$ voxels in the binary mask covering the heart of the atlas as target points. For any given pair of subjects, $i$ and $j$, the TRE was a vector of length $40 \times H$, with the element for voxel $h$ and surrogate $s$ defined as

$$TRE_{i,j,s,h} = \| \Phi_i(s)_h - \Phi_j(s)_h \|_2 = \| r_{i,s,h}^{\text{atlas}} - r_{j,s,h}^{\text{atlas}} \|_2,$$  

(6.2)
where $\Phi_i(s)_h$ and $r_{i,s,h}^{\text{atlas}}$ denote the model deformation estimation for subject $i$ for the given surrogate values $s$ at the $h$-th voxel location. The 95th quantiles of these pairwise TREs computed over the 40 values of $s$ and all voxels $h = 1, ..., H$ were employed as the motion similarity metric, $\rho(i,j) = 95^{\text{th}} \text{quantile} \{TRE_{i,j,s,h}\}, \forall h,s,i,j = 1, ..., N$ and a $N \times N$ distance matrix $\mathbb{P} = \{\rho(i,j)\}$ was built. The statistical distribution of TREs was highly asymmetric and non-Gaussian, thus quantiles represented a robust statistic of the distribution.

### 6.4.4 Neighbourhood Approximation

The main novelty of this work is the investigation of the hypothesis that the respiratory motion of the heart is in some way correlated with the cardiac morphology and position. Considering the mechanics of respiration, the contraction/relaxation of the diaphragm and the movement of the rib cage are the driving forces of motion (Sharp et al., 1975). Therefore, it is reasonable to hypothesise that the morphology of the heart and its pose with respect to the rib cage and diaphragm will affect its respiratory motion.

In this work, the Neighbourhood Approximation Forests (NAF) technique recently proposed by Konukoglu et al. (2013) is utilised. The aim of the application of this technique is to determine the neighbourhood of an out-of-sample subject by learning the underlying manifold implied by the respiratory motion similarities.

The training database for this learning phase consisted of the anatomical deformation fields $t_{\text{atlas} \mapsto n}$, corresponding to $T_n^{-1}$, that map the atlas $I_{\text{atlas}}$ in its natural coordinate system to each subject $I_n$, and the pairwise distance matrix $\mathbb{P}$. An example of $t_{\text{atlas} \mapsto n}$ is shown in Figure 6.3. In the learning phase, NAF learns the subset of anatomical deformations that are most strongly correlated with the neighbourhood structure implied by the respiratory motion similarities $\mathbb{P}$.

An overview of the training phase of the NAF is shown in Figure 6.4. Since the interest is on the morphology of the heart only, the subset of $H$ anatomical deformations $t_{\text{atlas} \mapsto n}^H$ defined over the binary mask covering the heart and major vessels of the atlas were considered as features, instead of the deformations $t_{\text{atlas} \mapsto n}$ defined over the entire imaging volume. An outline of the binary mask is shown in Figure 6.2. In order to remove translational offsets from the feature analysis, the mean value of the deformation vectors $t_{\text{atlas} \mapsto n}^H$ was subtracted. Since our predictors are 3D vectors, the original NAF technique (Konukoglu et al., 2013) was extended to deal with vector
Figure 6.3: Coronal views of (a) the atlas \( I_{\text{atlas}} \) in its natural coordinate system and (b) one subject \( I_n \) of the population. The deformation field \( t_{\text{atlas}\rightarrow n} \) mapping the anatomical transformation \( T_n^{-1} \) is overlaid onto the atlas and shown in (c). The scale of the colormap is mm.

Figure 6.4: Toy example of binary tree training of the NAF. The \( N = 8 \) anatomical deformation fields \( t_{\text{atlas}\rightarrow n}^H \) are the input vector features. At each node, the training dataset is partitioned into smaller balanced sets. The partitioning optimises over the anatomical vector features able to describe the neighbourhood structure implied by the respiratory motion similarity distances \( \rho(i,j) \), here represented as similarities in colour of the frame.
predictors rather than scalars. A brief description of the NAF algorithm and the proposed extension to it are provided in Appendix B. The parameters to be optimised were the number of trees in the forest, the minimum number of samples per node and the number of random features selected at each node. These parameters were determined by means of cross-validation and the values are reported in Section 6.5.

6.4.5 Personalisation

The personalisation of the proposed population-based model is carried out before model application. The input is a static high resolution image $I_{oos}$ of the heart for an out-of-sample subject, while the output is a respiratory motion model personalised for the out-of-sample subject.

The anatomical deformation field $t_{atlas \rightarrow oos}$ was determined by registering $I_{atlas}$ to $I_{oos}$. After the subtraction of the mean value, the anatomical deformations $t_{H_{atlas \rightarrow oos}}$ over the binary mask were given as input to the trained NAF. The out-of-sample anatomical deformations were propagated through each node in every tree in the forest by testing the features learnt in the previous step (see Section 6.4.4). The individual tree predictions were combined by computing an affinity measure $A(I_{oos}, I_n) = \sum 1(I_n), \forall I_n$ for every tree in the forest, where $1(\cdot)$ is the indicator function, i.e. it is 1 if $I_n$ is in the same terminal node as $I_{oos}$, and 0 if not. The affinity measure therefore counted the occurrences of $I_n$ in the same terminal node as $I_{oos}$ for all trees in the forest. The $K$ subjects used to build the motion model for the out-of-sample subject were the $K$ subjects with the highest affinity measure, representing the $K$ closest neighbours on the manifold implied by the respiratory motion distances $\rho(\cdot, \cdot)$.

The respiratory motion estimates of the $K$ neighbours were transformed to the coordinate system of the out-of-sample subject using Equation (6.1), but employing the forward Jacobian matrix instead of its inverse. A direct correspondence polynomial motion model, similar to those used to determine respiratory motion similarities (see Section 6.4.3), was then built using the transformed respiratory deformations. Given the respiratory surrogate values for the out-of-sample subject, respiratory motion model estimates were produced.
6.5 Experiments

The aims of the evaluation were two-fold.

First, the estimation accuracy of the proposed personalised model was investigated by comparing it to other estimation techniques, namely no respiratory motion estimation, a standard average population-based motion model (Fayad et al., 2010; He et al., 2010; Ehrhardt et al., 2011; Klinder and Lorenz, 2012; Preiswerk et al., 2012), and a subject-specific motion model (King et al., 2011). The subject-specific motion model accuracy represented the best target accuracy achievable. Details of this experiment are presented in Section 6.5.1.

Secondly, the relationship between the anatomical features and the respiratory motion of the heart was analysed in the set of experiments detailed in Section 6.5.2.

For all experiments, a leave-one-out cross-validation was employed. Each of the 28 volunteer datasets was left out in turn and the remaining 27 datasets were used as the population sample (i.e. \( N = 27 \)). The left-out dataset was used as the out-of-sample subject \( I_{oos} \). Similar to the evaluation approach used in Chapter 5, for a thorough accuracy evaluation, the dynamic images \( D_{np} \) of each dataset \( n \) were non-rigidly registered (Buerger et al., 2011) to the dynamic end-exhale reference image \( D_{nref} \). This process resulted in \( P-1 \) gold-standard non-rigid motion fields which were employed to evaluate the accuracy of all techniques compared in each experiment. By warping \( D_{nref} \) using the gold-standard non-rigid motion fields, a set of artificial images with known, realistic motion fields was obtained and employed instead of the original images \( D_{np} \) to estimate and compare the respiratory motion of the different subjects (see Sections 6.4.2 and 6.4.3).

Target Registration Errors between the non-rigid gold-standard deformations and the respiratory deformations estimated by the compared techniques were computed over the \( H \) voxels in the binary mask covering the major chambers and vessels of the heart for all respiratory positions \( p = 1, .., P - 1 \). Median and 95\(^{th}\) quantile of the \( H \times (P - 1) \) values of the TREs are the statistics considered as accuracy measures. Results for each experiment are reported in Section 6.6. Mean and standard deviation of the \( N \) values for the median and 95\(^{th}\) quantile are reported for compactness of representation.
6.5.1 Evaluation of Estimation Accuracy

The aim of this experiment was to evaluate the estimation accuracy of the proposed personalisation framework compared to state-of-the-art techniques. To this end, the following methods were compared:

(I) no respiratory motion estimation;

(II) standard population-based motion model (Fayad et al., 2010; He et al., 2010; Ehrhardt et al., 2011; Klinder and Lorenz, 2012; Preiswerk et al., 2012). All $N$ subjects were used to build an average motion model which was applied to the out-of-sample subject $I_{oos}$. To build such an average population-based model, all respiratory motion deformations $r_{np}^{\text{atlas}}$, $\forall n, \forall p$ were transformed to the coordinate system of $I_{oos}$ using Equation (6.1). Given the normalised ranges $[-1,0]$ of the surrogate values, an average motion model of the $N \times P$ respiratory deformations at all control points of a grid covering the heart of $I_{oos}$ was formed as a function of the normalised surrogates;

(III) the proposed personalised motion model. As in (II), but only the $K$ closest neighbours as predicted by the NAF were used to form the model for the out-of-sample subject $I_{oos}$;

(IV) subject-specific motion model (King et al., 2011). The respiratory motion model was formed using the respiratory deformations derived directly from the dynamic calibration scan of the out-of-sample subject. A leave-one-out validation was used to form the subject-specific motion model, meaning that, to estimate the respiratory position $p$, the corresponding respiratory deformations were not included in the model formation. The accuracy of the subject-specific model estimates represent a limit to the accuracy achievable by population-based motion models.

For all motion models compared (II, III, IV), a grid spacing of $5mm$ was employed and a $2^{nd}$ order polynomial function was fitted to the $x, y, z$ components of the respiratory deformation fields at all control points of the grid (King et al., 2011). For method (III), the parameters were optimised using a subsample of 15 subjects from the population sample. The optimal NAF parameters for the proposed technique (III) were 500 trees, minimum number of samples $\Delta = 3$ and $h = \sqrt{H}$ random features (see Appendix B).
6.5.2 Evaluation of Correlation Hypothesis

The aim of this experiment was to provide more insights into the relationship between the anatomical features of the heart and its respiratory motion in healthy adult volunteers. Given the hypothesis that some cardiac anatomical features can be used to predict similarities in respiratory motion of the heart, the proposed personalised model was compared to two different techniques that employed the anatomical similarities only, i.e. without knowledge of respiratory motion similarities, to select the $K$ subjects used to personalise the respiratory motion model.

The techniques compared were:

(i) exhaustive search based only on anatomical similarity. Given the anatomical features $t_{\text{atlas}\rightarrow\text{oos}}$ of the out-of-sample subject $I_{\text{oos}}$, the $K$ subjects of the population sample with the most similar features were used to personalise the respiratory motion model. No training was required for this experiment. The similarity of the features was quantified by computing the mean anatomical deformation difference

$$\rho_{\text{anat}}(\text{oos}, n) = \frac{1}{H} \sum_{w=1}^{H} \| t_{\text{atlas}\rightarrow\text{oos}}^w - t_{\text{atlas}\rightarrow n}^w \|_2, \quad (6.3)$$

where $H_w$ denotes the $w$-th voxel of the $H$ voxels in the binary mask. The more similar the anatomies of $I_{\text{oos}}$ and $I_n$ were, the lower the value of $\rho_{\text{anat}}(\text{oos}, n)$;

(ii) NAF using anatomical similarity. The proposed framework (III) was used, but rather than using the respiratory motion distance $\rho(\cdot, \cdot)$ defined in Section 6.4.3, the mean anatomical deformation difference $\rho_{\text{anat}}(\cdot, \cdot)$ defined in Equation (6.3) was used instead. This technique corresponds to unsupervised clustering with respect to the entire set of anatomical features. The best anatomical features selected by the NAF would therefore correlate with the neighbourhood structure implied by the anatomical similarities rather than the respiratory motion similarities;

(iii) the proposed model.

Both techniques (i) and (ii) considered anatomical similarities only. In particular, technique (i) used all features for the selection of the $K$ closest neighbours, while in technique (ii) the subset of features that maximised the anatomical similarity between
the selected $K$ neighbours was selected. By comparing techniques (i) and (iii) the investigation focused on whether or not the similarity of the whole anatomy would be a good predictor of the respiratory motion, while by comparing techniques (ii) and (iii) the difference between the subset of features most strongly correlated with the anatomical similarity and those most strongly correlated with the similarity in respiratory motion was investigated. The same optimal NAF parameters used in the experiments detailed in Section 6.5.1 were used for techniques (ii) and (iii).

6.6 Results

Results of the experiments on the accuracy are reported in Section 6.6.1, while Section 6.6.2 presents results for the experiments on the correlation hypothesis.

6.6.1 Estimation accuracy

Results of the leave-one-out cross-validation for the estimation accuracy experiments are reported in Table 6.1. Mean and standard deviation of the $N$ values for the median and 95$^{th}$ quantile of the TREs corresponding to the estimation accuracy experiments are shown. 95$^{th}$ quantiles of the TREs for each subject $n$ are shown in Figure 6.5. Results for no motion estimation (I) are not reported in Figure 6.5 for clarity of representation.

Different values for the number of neighbours $K$ (i.e. $K = 3, 5, 7$) used for the personalisation of the proposed model (III) were considered, with no significant statistical difference between the accuracy results over all subjects. However, the value of $K$ did affect the individual estimation accuracies. For instance, a small $K$ generated more accurate motion estimations for the subjects showing respiratory motion significantly different from the average motion of the population sample, while poorer accuracy was achieved for subjects with an average respiratory motion. On the other hand, $K \rightarrow N$ generated better estimation accuracies for subjects showing an average respiratory motion, but poorer accuracy for the other subjects. Therefore, to better highlight the performance of our method, hereafter the results using the closest $K = 3$ neighbours are reported. The proposed personalised model estimates (III) achieved an average improvement in estimation accuracy of 20% for both median and 95$^{th}$ quantile compared to an average population-based motion model (II). A paired t-test showed a
statistically significant difference with $p < 0.01$. The highest improvements of the 95th quantile were achieved for subjects 27 (59.2%), 18 (52.8%) and 9 (48.8%). The accuracy improvement was higher for subjects with a respiratory motion differing significantly from the average motion of the population sample. The poor accuracy results achieved for subjects 28 (-40.8%), 15 (-21.0%) and 22 (-11.7%) might be due to sub-optimal parameters of the NAF and the number of neighbours $K$. In fact, these subjects show an average respiratory motion and accuracy results can be improved by increasing $K$. Furthermore, increasing the number of subjects in the population sample would likely lead to more robust performance improvements.

<table>
<thead>
<tr>
<th>Mean/standard deviation (mm)</th>
<th>Impro. in mean (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (I) )</td>
<td>( (II) )</td>
</tr>
<tr>
<td>Median</td>
<td>3.5/2.0</td>
</tr>
<tr>
<td>95th quantile</td>
<td>11.3/4.4</td>
</tr>
</tbody>
</table>

**Table 6.1:** Leave-one-out estimation accuracy results. Mean and standard deviation of the median and 95th quantile of TREs over the $N$ subjects are reported. The last column shows the accuracy improvement in the mean value achieved by the proposed technique \( (III) \) against the average population-based model \( (II) \).

**Figure 6.5:** 95th quantiles of the TREs for each left-out subject for the estimation accuracy experiment. Results for the average population-based motion model \( (II) \), our proposed personalised motion model \( (III) \) and subject-specific motion model \( (IV) \) are shown.

### 6.6.2 Correlation hypothesis

Results of the leave-one-out cross-validation for the experiment on the correlation hypothesis are reported in Table 6.2 and Figure 6.6.
The closest $K = 3$ neighbours were considered for the personalisation of the motion models for all techniques (i), (ii) and (iii). Accuracy results in respiratory motion estimation achieved by techniques (i) and (ii) highlight the fact that the similarity in the anatomy of the heart as a whole is not a good predictor of respiratory motion. In fact, estimation accuracy for both techniques (i) and (ii) was slightly worse than an average population-based model (II).

Figure 6.7 shows the frequency maps of the anatomical features that were selected as best features by the NAF for methods (ii) and (iii). For clarity of representation, the frequency maps shown are scaled to the maximum value, which was different for method (ii) and (iii) (see colourmap ranges). It can clearly be seen that the most relevant features implied by the anatomical similarities are different from those implied by the similarity in respiratory motion. In particular, referring to Figure 6.7(b), anatomical features most strongly correlated to respiratory motion are found on the apex of the heart in proximity to the diaphragm and the rib cage, on the left ventricle and interventricular septum. This seems plausible, considering that the main drivers of respiratory motion are the diaphragm and the rib cage movement. On the contrary, the set of features most strongly correlated to anatomical similarity only (Figure 6.7(a)) are less localised, especially in the inner regions of the heart. This experiment emphasises the importance of the respiratory motion manifold in constraining the selection of the anatomical features relevant for respiratory motion estimation.

<table>
<thead>
<tr>
<th>Mean/standard deviation (mm)</th>
<th>Impr. in mean (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) 2.1/1.1</td>
<td>23.8</td>
</tr>
<tr>
<td>(ii) 2.1/1.0</td>
<td></td>
</tr>
<tr>
<td>(iii) 1.6/0.6</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td></td>
</tr>
<tr>
<td>95th quantile 6.6/2.8</td>
<td>26.6</td>
</tr>
<tr>
<td>6.4/2.6</td>
<td></td>
</tr>
<tr>
<td>4.7/1.5</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2: Leave-one-out results for the correlation hypothesis experiment. Mean and standard deviation of the median and 95th quantile of TREs over the $N$ subjects are reported. The last column shows the accuracy improvement in the mean value achieved by technique (iii) with respect to (ii).

6.7 Discussion

In this Chapter, a novel framework for the personalisation of population-based respiratory motion models was proposed. The proposed method selects a subset of the population sample which is more likely to represent the respiratory motion of an out-of-sample subject based on learnt anatomical features only. These learnt anatomical
features are able to predict the neighbourhood structure implied by the similarity in respiratory motion.

Results on the cardiac respiratory motion of adult healthy volunteers derived from MRI images were reported. The proposed framework showed average improvements in respiratory motion estimation accuracy of 20% compared to state-of-the-art population-based motion models. Results reported in this paper support the hypothesis of correlation between the anatomical appearance of the heart and its motion due to respiration. To the author’s knowledge, this is the first work investigating such a hypothesis. In particular, features of the heart on the apex in proximity to the diaphragm and rib cage, on the left ventricle and on the interventricular septum were found to be good predictors of the similarity in respiratory motion of the heart. The anatomical features selected by the NAF could be used to derive local high-order descriptors of the cardiac shape which might be meaningful from a clinical perspective. For instance, in future work, the average shape of the apex for the different subsets in the population sample could be extracted and used as a clinical parameter for motion classification.

There is a conceptual link between the framework described here and prior work on multi-atlases. For example, in Aljabar et al. (2009) and Wolz et al. (2010) more accurate atlas-based segmentations were achieved by exploiting similarities between
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Features more correlated to anatomical similarities
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Features more correlated to respiratory motion similarities
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**Figure 6.7:** Frequency maps. The frequency of the best features $m_q$ selected during the training of the trees in the forest normalised by the overall number of nodes is overlaid onto the atlas. Coronal views in the antero-posterior direction show (a) features more correlated to similarities in anatomy (method (ii)), and (b) features more correlated to similarities in respiratory motion (method (iii)). Note the scaling difference of the two colour maps.
an out-of-sample subject and a subset of a database of atlas images. This type of approach can be viewed as defining a manifold of atlas images and then determining the neighbours of a new image in this manifold. Atlas segmentations were then propagated from the neighbours. In the proposed framework, an implicit manifold of motion is defined and NAF is used to find the neighbours of an out-of-sample subject in the manifold. Motion models are then formed from the motion estimates of the neighbours.

To quantify the respiratory motion similarities, the range of the respiratory surrogate was normalised and a motion model was built subsequently for each subject. Therefore, to apply the personalised motion model, the respiratory surrogate signal of the out-of-sample subject needs to be normalised as well. This might require a preparatory phase where the surrogate is acquired to establish minimum and maximum values, so that the surrogate can be normalised in real time. More sophisticated techniques for the quantification of motion similarities might be the focus of future work, as well as the extension to other respiratory patterns, such as shallow or deep breathing.

Further work is also required to investigate the optimal settings for the NAF parameters and the number of neighbours on a larger sample of subjects. It is possible that the relatively poor performance of the proposed method for some subjects is due to non-optimal NAF parameters. A neighbourhood approximation technique was employed in this work, but other methods could be used to provide an explicit formulation of the manifold implied by the respiratory motion. Moreover, further investigations are required to analyse the effect of pathologies and abnormalities of the heart on the cardiac respiratory motion. More robust techniques to derive the anatomical features or the use of non-image-based descriptors might be required in these cases.

The application of the proposed framework to other organs affected by respiratory motion, such as the lungs or the liver, could lead to a personalisation framework for the respiratory motion of the whole thorax, provided with the subject-specific anatomy only. Furthermore, previous studies have shown differences in respiratory motion of the lungs due to lung diseases and tumours (Ehrhardt et al., 2009). It is therefore possible that an explicit formulation of the manifold implied by respiratory motion could be used as a diagnostic tool for disease detection or staging. Such an approach could have application in treatment/detection of lung cancer or diseases such as chronic obstructive pulmonary disease.
As pointed out in Chapter 3, the need for a subject-specific calibration scan and the relatively poor estimation accuracy of state-of-the-art population-based motion models represent significant impediments to the clinical translation of respiratory motion models. The proposed framework addresses these limitations, providing more accurate motion estimation without the need for a subject-specific calibration scan, thus opening up new possibilities for the use of respiratory motion models in routine clinical protocols. As discussed in Section 2.2, for some cardiac image-guided interventions, such as ablation procedures or coronary artery bypass grafting, an accuracy of $\sim 5\text{mm}$ represents a clinically adequate goal (Linte et al., 2010), which is on average achieved by the proposed framework. Other procedures, such as the mapping of ablated points or stem cell implantation therapy in the heart (Cleary and Peters, 2010), have higher accuracy requirements, which, currently, no state-of-the-art population-based motion model could achieve. The proposed framework showed results closer to subject-specific models for some subjects, making it a promising solution for such procedures. A static high resolution image of the organ is often already available in the patient’s record so, ideally, the personalisation framework can be applied without the need for any extra imaging, reducing scanning time and cost, and patient discomfort.

In the next Chapter, the personalisation framework presented in this Chapter is used to build the prior probability function of the Bayesian motion model presented in Chapter 4 for an out-of-sample subject. Given the intra-procedure echo images and surrogate values, the population-based Bayesian model estimate is obtained. This way, the accuracy and robustness of the Bayesian motion model is combined with the advantages of the proposed personalisation method to derive accurate and robust respiratory motion estimates with no need for a subject-specific dynamic calibration scan.
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7.1 Introduction

As mentioned in the previous Chapters, the clinical translation of respiratory motion modelling techniques is currently hindered by their lack of accuracy/robustness, and by the need for a subject-specific calibration scan that complicates the clinical workflow.

The Bayesian motion estimation technique presented in Chapters 4 and 5 addresses the lack of accuracy/robustness by combining the robustness of a respiratory motion model with the real-time information provided by 2D/3D echo images. Results showed the Bayesian estimation to be more accurate and robust than state-of-the-art
motion estimation techniques. Furthermore, the personalisation framework presented in Chapter 6 allows exploitation of inter-subject variability in respiratory motion, enabling accurate motion estimates without the need for a subject-specific calibration scan.

This Chapter presents a proof of principle of the combination of the Bayesian motion estimation approach and the personalisation framework, resulting in a personalised Bayesian respiratory motion model. Specifically, the personalisation framework presented in Chapter 6 is used to build the prior probability function, whilst live 3D echo images are subsequently used to form the likelihood and obtain the final Bayesian respiratory motion estimate. Therefore, the advantages of the two techniques are combined and exploited to overcome the limitations of current respiratory motion modelling techniques. The resulting technique is highly novel, being the first population-based indirect correspondence model ever proposed (see Section 3.3). Furthermore, the technique is able to model both intra- and inter-cycle variability in respiratory motion. This should enable accurate and robust respiratory motion estimates that do not interrupt or further complicate the clinical workflow. The method and the evaluation approach are detailed in Section 7.2 and 7.3, respectively, while results are presented in Section 7.4. A discussion on the technique and the findings is provided in Section 7.5.

7.2 Method

An overview of the proposed personalised Bayesian motion estimation approach is shown in Figure 7.1.

The input of the proposed method is a high resolution 3D MRI image of the heart (see Appendix A) of the subject. This image is a standard acquisition in many clinical protocols, providing detailed information about the anatomy and pathology of the heart. Given this 3D image as input, the personalisation framework presented in Chapter 6 selects a subset of $K$ datasets from the population sample that approximate the neighbourhood implied by the similarity in cardiac respiratory motion. The respiratory motion estimates derived from the previously acquired dynamic calibration scans of the $K$ datasets are used to build the prior probability function $p(\theta|s)$ of the Bayesian motion estimation (see Section 4.2.3). Provided with the intra-procedure value of the surrogate $s$ and the live 3D echo images $I$, the likelihood probability function $p(I|\theta, s)$
is computed and the Bayesian motion estimates $\hat{\theta}$ are obtained by maximising the posterior probability function $p(\theta|I,s)$ (see Section 4.2.2). The following Sections describe in more detail how the methods proposed in Chapters 4 and 6 are combined to derive the proposed personalised Bayesian motion model.

### 7.2.1 Personalisation

As detailed in Section 6.4.5, the high resolution 3D MRI image of the out-of-sample subject is non-rigidly registered to the anatomical atlas of the heart in its natural coordinate system. The anatomical non-rigid deformation of the heart resulting from the registration is provided as input to the trained Neighbourhood Approximation Forest (NAF). An affinity measure that approximates the neighbourhood structure implied by the respiratory motion is derived from the predictions of each tree in the NAF. The motion estimates of the $K$ datasets of the population sample having the highest affinity measure are subsequently used to build the prior probability function $p(\theta|s)$, as described below.

In order to apply the personalised motion model in an intervention, it is necessary to transform the model from the atlas coordinate system to the physical space of the catheter laboratory. Normally, the rigid transformation that maps the high resolution MRI image to the intra-procedure physical space is provided by the XMR suite (see Section 2.2.2). Alternatively, the image-to-physical transformation can be derived from the registration of the MRI image and the intra-procedure echo imaging data (King...
et al., 2010b; Housden et al., 2013). Once the image-to-physical transformation is
determined, the \( P \) motion estimates of each of the \( K \) chosen datasets are warped
(Equation (6.1)) to the intra-procedure physical coordinate system, where the echo
images are acquired.

Since the Bayesian motion estimation models affine deformations, Singular Value
Decomposition (SVD) is employed to linearise the non-rigid motion estimates warped
to the intra-procedure physical space. This linearisation process is carried out con-
sidering the locations of the \( H \) voxels of an elliptical binary mask covering the main
chambers and vessels of the heart. The same mask and voxel locations are used for
evaluation purposes (see Section 7.3). The end result of the warping and linearisation
processes is a set of \( P \times K \) affine respiratory motion estimates in the intra-procedure
coordinate system of the out-of-sample subject (where \( P \) is the number of dynamic
calibration images per subject and \( K \) is the number of chosen subjects).

### 7.2.2 Bayesian Motion Estimation

The Supero-Inferior (SI) displacement of the left hemi-diaphragm is employed as the
surrogate signal because the same surrogate was used for the quantification of res-
piratory motion similarity in the personalisation framework. As described in Sec-
tion 6.4.3, to allow comparison between different subjects, the surrogate range of each
subject in the population sample was normalised with respect to its minimum and
maximum values. Therefore, the same surrogate should be acquired and normalised
intra-operatively for the out-of-sample subject and used to compute the Bayesian mo-
tion estimate. There are several ways in which this could be done. For instance, the SI
displacement of the left hemi-diaphragm could be acquired intra-operatively using flu-
oroscopy images (King et al., 2009a) and the range could be normalised with respect to
the minimum and maximum values determined during a preparatory phase. Further-
more, as pointed out in Section 4.2.2, the Bayesian motion estimate could in principle
be obtained without providing any surrogate value, since this is also optimised during
the maximisation of the posterior probability. However, as described in the following
Section, in the proof of principle presented in this Chapter the normalised surrogate is
derived from the available dynamic calibration scan of the out-of-sample subject and
provided as input to the Bayesian motion estimation.
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Given the $P \times K$ linearised affine motion estimates in the intra-procedure coordinate system and the corresponding $P \times K$ normalised surrogate values, the prior probability function is built as described in Section 4.2.3. During the procedure, provided with the normalised surrogate value $s$, a standard 3D echo image $I_{\text{ref}}$ and live 3D echo images $I$, the likelihood and posterior probability function are computed (see Section 4.2.4). The optimal value of the variance of the likelihood $\sigma_l^2$ is derived from the live 3D echo images (see Section 4.2.5). Using the same optimisation algorithm described in Section 4.2.2, the final affine motion estimate $\hat{\theta}$ is derived by maximising the posterior probability function. In the following Section 7.3, the evaluation approach employed is described.

7.3 Evaluation

For a thorough evaluation of estimation accuracy, a similar approach to those employed in Chapters 5 and 6 was used. Given the availability of real 3D echo, the four datasets Vol. 13-16 were considered (see Appendix A). As in Chapter 6, in order to personalise the prior probability density functions, a leave-one-out cross-validation was used to build the personalisation framework. Similar to the evaluation approach used in Chapter 5, for each dataset Vol. 13-16, the dynamic calibration scan was used to derive a set of non-rigid gold-standard motion fields $G$ which was employed to generate the live 3D echo images $I$. The gold-standard motion fields $G$ were also used to evaluate the accuracy of the Bayesian motion estimates. The materials are reported in Section 7.3.1, while the evaluation approach is described in Section 7.3.2.

7.3.1 Materials

The proof of principle presented in this Chapter combines the personalisation framework presented in Chapter 6 with the Bayesian motion estimation proposed in Chapter 4. Therefore, the same materials employed to evaluate each method separately were employed to evaluate the method here presented. In particular, the 28 healthy volunteer MRI datasets composed of the high resolution images and the dynamic calibration scans were used to build the personalisation framework using a leave-one-out cross-validation. For details of the MRI sequences, please refer to Section A.1. As in
Chapter 6, only the \( P = 40 \) dynamic images acquired during normal breathing were considered.

Each echo dataset consisted of 2 standard 3D echo images acquired from a modified parasternal acoustic window during an end-exhale breath hold over 4 beating cycles (see Section A.2 for more details). An intensity-based rigid registration using a NCC similarity measure was performed to refine the alignment between the 2 standard 3D echo images acquired at end-exhale. The 3D echo images were resampled to a \( 2 \text{mm} \) isotropic voxel size. The next Section describes the evaluation approach used to obtain the live 3D echo images and to compute the Target Registration Error (TRE) estimation accuracy.

### 7.3.2 Experiments

As previously mentioned, a leave-one-out cross-validation was used. This means that the personalisation framework utilised to form the prior probability density function for Vol. 13-16 was built by leaving out the dataset being evaluated. The left-out high resolution MRI image was used to derive the closest \( K \) neighbours and subsequently form the prior probability function. As in Chapter 6, the three closest neighbours \( K = 3 \) were considered. The same NAF parameters employed in Section 6.5.1 were utilised here.

As shown in Figure 7.2, the left-out MRI dynamic calibration scan was used to generate a set of gold-standard motion fields \( G \). Following the same approach used in Section 5.3.2, the set of gold-standard motion fields was used to create the set of live 3D echo images and compute TREs. While in Chapter 5 2D echo images were extracted from the set of warped 3D echo images, in this Chapter a FoV similar to that acquired by the iE33 3D real-time echo system was employed to generate the live 3D echo images \( I \) (see Section 4.3.4 for details of the echo beam geometry).

Three different Bayesian motion estimation techniques were compared. The difference between them lies in the formation of the prior probability density function, as follows:

1. \( (A) - \text{Population-based prior} \): the prior probability density function was formed using the respiratory motion estimates of the population sample \( (N = 27) \) warped to the intra-procedure coordinate system.
Figure 7.2: Overview of the evaluation approach. The dynamic calibration scan of the left-out subject is used to generate a set of non-rigid gold-standard motion fields \( G \). This set of gold-standard motion fields is used to create the synthetic live 3D echo images and to compute Target Registration Errors (TREs) in estimation accuracy.

\((B)\) - Personalised prior: the proposed method. The prior probability density function was formed using only the respiratory motion estimates of the \( K \) datasets predicted by the personalisation framework.

\((C)\) - Subject-specific prior: as in Chapter 4, the prior probability density function was formed using the \( P = 40 \) motion estimates derived from the subject-specific dynamic calibration scan. The estimation accuracy of this subject-specific Bayesian technique represents the best possible estimation accuracy achievable by techniques \((A)\) and \((B)\). For this experiment, a leave-one-out cross-validation was used to form the the prior probability function, meaning that the prior for the \( p \)-th dynamic position was formed by leaving out the corresponding affine motion estimate.

An example of different probability density functions for the first affine parameter (AP translation) is shown in Figure 7.3. Note that the overall prior probability function is given by the product of the 12 probability density functions, one for each affine parameter. As can be noted in Figure 7.3, the probability function distributions of the affine parameters are affected by the number of estimates employed for the formation. Since the population-based probability density functions use \( P \times N \) motion estimates, the variance of the corresponding Gaussian function is high, resulting in wide probability density functions (see first column of Figure 7.3). On the other hand, the personalised
probability density functions are formed using $P \times K$ motion estimates. As a result, the variance of the Gaussian functions is lower compared to the population-based functions (see second column of Figure 7.3). Subject-specific probability density functions (see third column of Figure 7.3) are formed using the $P$ subject-specific motion estimates, resulting in narrow Gaussian functions.

Results on estimation accuracy are reported in the following Section 7.4.

7.4 Results

Median and 95$^{th}$ quantile of the TREs in estimation accuracy for Vol. 13-16 are reported in Table 7.1. Compared to the population-based Bayesian motion estimation
Table 7.1: Results of the evaluation of estimation accuracy for the three Bayesian estimation techniques compared. Median and 95\textsuperscript{th} quantile of the TREs are reported in mm. The last column shows the improvement in median/95\textsuperscript{th} quantile achieved by the personalised Bayesian technique \((B)\) against the population-based Bayesian technique \((A)\).

\[
\begin{array}{cccc|c}
\text{Vol.} & \text{Pop-based prior} & \text{Personalised prior} & \text{Sub-spec prior} & \text{Impr. (\%)} \\
13 & 1.0/4.9 & 1.0/4.6 & 0.9/3.3 & 0.0/6.1 \\
14 & 1.4/3.4 & 1.4/3.0 & 1.1/2.5 & 0.0/11.8 \\
15 & 1.3/4.3 & 1.4/4.8 & 1.1/3.6 & -7.6/-11.6 \\
16 & 1.2/4.6 & 1.2/4.4 & 0.9/3.4 & 0.0/4.4 \\
\end{array}
\]

\((A)\), the proposed personalised Bayesian estimation \((B)\) produced improvements in the 95\textsuperscript{th} quantile of TRE for Vol. 13, 14 and 16 of approximately 6\%, 12\% and 4\%, respectively. For Vol. 15, worse motion estimates were produced by the proposed technique \((B)\) compared to technique \((A)\). A statistically significant difference was found for each dataset and for each technique compared (Mann Whitney U-test, \(p<0.01\)).

By comparing these results with the improvements in accuracy achieved in Chapter 6 by the personalised motion model against the population-based motion model (i.e. 11\% for Vol. 13, 40\% for Vol. 14, -21\% for Vol. 15 and 35\% for Vol. 16 for the 95\textsuperscript{th} quantile of TRE), a similar pattern can be observed. In particular, it can be noted that improvements were achieved for the subjects where the personalisation framework was more effective (i.e. Vol. 13, 14 and 16), providing a prior probability function more similar to the subject-specific prior. However, the amount of improvement achieved in this experiment is significantly less than the improvements achieved in the previous Chapter. This is probably due to the Bayesian formulation which allows the likelihood term (i.e. the echo images) to affect the final motion estimation. Furthermore, as shown in the first column of Figure 7.3, the population-based probability density functions have a higher variance compared to the personalised probability functions due to the higher number of motion estimates used. This higher variance effectively makes the prior weaker, allowing the likelihood term to have more weight. As a consequence, the difference in motion estimation found in Chapter 6 is reduced and closer estimation accuracies are achieved for techniques \((A)\) and \((B)\). It can also be noted that for Vol. 15, as mentioned in Chapter 5, the quality of the echo images was poor, meaning that the prior probability function influenced the final motion estimate more than the
likelihood, thus maintaining the lower estimation accuracy of the personalised model compared to the population-based model.

For this experiment, the closest $K = 3$ neighbours were used for the prior formation. It is possible that the estimation accuracy could benefit from a higher number of $K$, since probability density functions for the affine parameters with higher variance but still close to the subject-specific density functions would be generated.

7.5 Discussion

In this Chapter, as a proof of concept, the novel techniques previously presented in Chapter 4 and Chapter 6 were combined to derive a Bayesian respiratory motion model that does not require a dynamic calibration scan of the subject under investigation. In particular, the personalisation framework based on anatomical features only (see Chapter 6) was employed to select a subset from the population sample more likely to represent the respiratory motion of the out-of-sample subject. The respiratory motion estimates derived from the dynamic calibration scans of the $K$ selected datasets were employed to build the prior probability density function. In the proposed workflow, during the procedure, the live 3D echo images and the surrogate would be acquired and used to derive the Bayesian respiratory motion estimates. This method represents one simple way of combining the personalisation framework and the Bayesian motion estimation, although other approaches could be employed.

Compared to a population-based Bayesian technique, improvements in estimation accuracy were achieved for three datasets out of four. The amount of improvement achieved followed the improvements achieved by the personalisation framework alone, highlighting the importance of the prior information in the Bayesian motion estimation. As a general observation, it can be noted from the results that both Bayesian techniques (A) and (B) provided an accuracy in motion estimation lower than $1.5\text{mm}$ for the median and lower than $5\text{mm}$ for the $95^{th}$ quantile of TREs for the four datasets considered, with no need for a subject-specific calibration scan. Recalling that an estimation accuracy of $5\text{mm}$ is desirable in many catheterisation procedures (see Section 2.3), the population-based Bayesian motion estimation techniques (A) and (B) have been shown to fulfil the clinical requirements without further complications of the clinical workflow. In this context, the population-based Bayesian techniques represent
suitable and viable solutions for the uptake of respiratory motion modelling techniques in the clinical routine.

For the three Bayesian techniques compared in this Chapter, the empirical formulation for the optimal $\sigma_l^2$ devised in Chapter 4 was used. However, this empirical formulation was obtained for subject-specific prior probability functions, and therefore, the derived $\sigma_l^2$ might not be optimal for the population-based and personalised prior probability functions. Better accuracy results for these Bayesian motion models could be achieved by adapting the empirical formulation for $\sigma_l^2$ to the different prior probability functions.

The input to the personalisation framework is a high resolution 3D MRI image of the heart, while the Bayesian motion estimation technique requires a reference 3D echo image and live 3D echo images for the formation of the likelihood term. As mentioned in Section 7.2.2, the Bayesian motion estimates could be computed without the acquisition of a surrogate signal, simplifying further the acquisition protocol. An interesting future direction would be to use 3D echo images to personalise and drive the population-based Bayesian motion estimation, eliminating the need for the high resolution MRI image. Robust multi-modality registration algorithms (Penney et al., 2008; King et al., 2009b; Hu et al., 2012; Heinrich et al., 2013; Kuklisova-Murgasova et al., 2013) and compounding algorithms for the echo images (Yao et al., 2011) could be employed to derive the anatomical deformations used to personalise the prior probability function.

In the next Chapter, a summary of the methods and the findings presented in this thesis is provided, along with a discussion on clinical applications of the proposed techniques and future directions. Finally, some conclusions are drawn on the contributions brought by this thesis and its possible clinical impact.
Chapter 8

Conclusions

Contents

8.1 Summary ................................................................. 121
8.2 Clinical Impact .......................................................... 123
8.3 Current Limitations and Future Directions ......................... 124
8.4 Conclusions ............................................................... 127

A summary of the original contributions introduced in this thesis is presented in Section 8.1. Although examples of clinical applications of the proposed methods have been given in each of the corresponding Chapters, Section 8.2 summarises the impact that the proposed techniques could have on clinical practice. In Section 8.3, an analysis of the current limitations of the proposed methods is provided, along with possible future directions to address such limitations. Finally, some overall conclusions are drawn in Section 8.4.

8.1 Summary

This thesis focused on the problem of respiratory motion in image-guided cardiac interventions (IGIs). Respiratory motion causes misalignments between the static pre-procedure information used for guidance and the intra-procedure moving anatomy, resulting in misleading guidance information. A viable solution to this problem is represented by respiratory motion modelling techniques. However, to date these techniques remain mostly a research topic with very limited clinical uptake. The main reasons behind this lack of clinical translation lie in the poor accuracy and robustness
of the techniques proposed to date, and to the extra burden they impose on the clinical workflow.

This thesis aimed to address the limitations of previously proposed motion modelling techniques by devising novel and effective methods that address the lack of accuracy/robustness and facilitate the clinical application of respiratory motion models. The subject-specific Bayesian respiratory motion model proposed in Chapters 4 and 5 has proven to be more accurate than state-of-the-art motion estimation techniques. The gain in accuracy is due to the probabilistic formulation that allows the robustness of a direct correspondence motion model to be combined with the rich and real-time information provided by 2D/3D echo imaging. The Bayesian formulation allows the uncertainty in motion estimation to be modelled and subsequently resolved using real-time intra-procedure information. A novel automatic echo acquisition system was also proposed as a proof of concept for the use of echo images as intra-procedure imaging in routine IGIs. The proposed framework uses a respiratory motion model to control the acquisition of 2D echo images, thus providing compensation for respiratory motion in the acquired images. The compensated images lead to more accurate motion model estimates and can be useful for continuous targeting of a specific anatomy in the heart.

The second major contribution of this thesis is represented by the personalisation framework proposed in Chapter 6. The method provides accurate motion model estimates with no need for the subject-specific dynamic calibration scan that often interrupts and complicates the clinical workflow. The personalisation framework selects a set of subjects from an already available population sample that best represents the respiratory motion of the subject under investigation. The selection is based on static anatomical information only, without any need for subject-specific respiratory motion information. The promising results achieved suggest a correlation between the anatomical features of the heart and its respiratory motion. This finding needs further investigation but if confirmed could have a significant impact both on current knowledge of respiratory motion physiology and also in a range of clinical applications, as discussed in the next Section.

Finally, the personalised Bayesian motion model proposed in Chapter 7 combines the accuracy/robustness of the Bayesian formulation with the ease of formation of the personalisation framework, resulting in a more accurate/robust respiratory motion
model with no need for a dynamic calibration scan. This proof of principle shows what
the future of respiratory motion modelling in routine IGIs could be.

8.2 Clinical Impact

The potential impact of the proposed methods in terms of clinical applications can be
summarised as follows:

- the subject-specific and personalised Bayesian motion model presented in Chapter 4 and Chapter 7 could have a direct impact on standard electrophysiology (EP) studies and catheter ablation procedures, as well as on procedures with high accuracy requirements, such as stem cell implantation, or the mapping of ablated points following an ablation procedure. EP studies are normally carried out while the patient is sedated and freely breathing, so the Bayesian respiratory motion model could improve the accuracy of the measurements and shorten the overall time of the procedure, which usually lasts 1 to 4 hours (www.heart.com);

- the automatic motion model-driven echo acquisition framework proposed in Chapter 5 is a proof of principle of how information about respiratory motion can be used not only for motion correction but also to improve image acquisition. The resulting motion compensated images can be used for more robust motion estimation or for continuous imaging of regions of interest. This application could be particularly interesting for cardiac valve replacement procedures, where the valve plane could be continuously imaged despite the respiratory motion of the heart. In Chapter 5, automatic control using a robotic arm was proposed to steer the echo probe according to the respiratory motion model estimates. Medical robotics is a rapidly expanding field, and many successful clinical implementations have been reported (Lanfranco et al., 2004). In Cleary (2005), an overview of the technological requirements for the operating room of the future is provided. Amongst these technological requirements, medical robotics and surgery-specific image acquisition, processing and displays are suggested as the cornerstones of the surgical systems of the next generation. The proposed model-driven image acquisition fits appropriately into such a scenario;
• the clinical applications for the personalisation framework proposed in Chapter 6 range from image acquisition to IGIs and radiotherapy (RT) treatment. For instance, in MRI acquisition, the personalised model could be used to improve imaging efficiency by estimating in real-time the respiratory motion of the heart. The anatomical features could be derived in a few seconds from the anatomical survey scan and the personalised model could be subsequently applied to any following sequence with no need for respiratory gating techniques, thus speeding up the acquisition and reducing costs. In IGIs and RT treatment, a high resolution image already available in the clinical record of the patient could be used to personalise the model, removing the need for any pre-procedure scan and exploiting the imaging information already available. Given the non-rigid formulation of the personalisation framework, any organ affected by respiratory motion could be modelled, thus widening its clinical application;

• the proposed personalisation framework has also shown how image processing and machine learning techniques can be used to investigate and provide insights into physiological processes. In this case, the correlation between the morphology and position of the heart and its respiratory motion was investigated for the first time, showing significant results that, if confirmed, could have a significant impact on current knowledge of respiratory motion.

8.3 Current Limitations and Future Directions

In this Section, the main limitations and simplifying assumptions that affect the proposed methods are analysed. For each limitation, possible solutions that could represent future investigations are discussed and presented.

Clinical evaluation. The motivation of this thesis was to devise novel techniques to foster the uptake of respiratory motion models in clinical practice. Even though the final aim would be the application of the proposed methods in clinical routine as summarised in the previous Section, it is necessary to point out that the focus of this thesis was the development and the feasibility evaluation of such novel techniques, rather than their clinical evaluation. In fact, the results presented constitute a preliminary evaluation on a rather small sample of healthy
volunteers. Further extensive evaluation on a patient cohort is required to test the robustness of the proposed methods. Such extensive evaluation was out of the scope of this thesis and might be the focus of future work.

**Impact of echo acquisition on the intra-procedure workflow.** The Bayesian motion estimation techniques used in Chapters 4, 5 and 7 make use of intra-procedure 2D/3D echo images to compute the respiratory motion model estimates. As mentioned in Section 2.2.2, echo imaging is not currently routinely employed as an intra-procedure imaging modality in IGIs. However, the United States Food and Drug Administration has recently approved for market a system to intra-operatively integrate X-ray fluoroscopy images with 3D transoesophageal echo images for cardiac IGIs (EchoNavigator system, Philips Healthcare). Moreover, significant results using echo imaging for guidance in EP studies have been reported (Wein et al., 2008, 2009). This represents an important step forward in the use of intra-procedure echo images in routine interventional procedures. In the foreseeable future, it is possible that intra-procedure echo images could be routinely acquired, making the proposed techniques suitable for application at no extra burden to the intra-procedure workflow.

**Affine formulation of the Bayesian motion model.** In its current formulation, the Bayesian respiratory motion estimation technique is able to model affine deformations only. An affine deformation model was chosen since it represented the best trade-off between modelling accuracy and computational efficiency. As reported in Section 2.1.2, most of the previous works on cardiac respiratory motion modelling showed an affine model to be accurate enough to represent the deformations of the heart due to respiration (Manke et al., 2002a; Shechter et al., 2004; King et al., 2009a). The optimisation of the posterior probability function (see Equation 4.2) can be expensive from a computational standpoint, requiring the computation of the likelihood and prior at each iteration of the optimisation algorithm. Therefore, an affine Bayesian motion model (with 12 degrees of freedom plus the surrogate signal) is much more computationally efficient than would be a non-rigid Free-Form Deformation (FFD) model (with thousands of degrees of freedom). However, in order to extend the Bayesian respiratory motion model to other organs, non-linear deformations would need to be included in
the modelling process. Initial investigations on this limitation have been carried out, employing dimensionality reduction techniques to allow the representation of high dimensional non-rigid deformations by means of a few degrees of freedom. In particular, supervised Principal Component Analysis (sPCA) (Barshan et al., 2011) showed promising results in reducing the high dimensional space of non-rigid respiratory deformations to a few (< 6) Principal Components (PCs). The Bayesian formulation could be applied to the PCs, allowing modelling of more complex motion deformations. In this formulation, the likelihood function would need to be modified accordingly. Furthermore, the choice of an affine description for cardiac respiratory motion also depended on the field of view (FoV) of the MRI dynamic calibration scan. In fact, as described in Appendix A, the FoV of the dynamic images covered most, but not all, of the main chambers and vessels of the heart. Moreover, the FoV varied between subjects, depending on the size of the heart. Therefore, an affine transformation allowed the estimation of respiratory deformations also outside the imaged FoV, making it possible to estimate the respiratory motion of the whole heart. It is likely that for other organs, which are less affected by cardiac cycle motion, dynamic images of the whole organ could be acquired, making whole organ non-rigid motion estimates feasible.

**Real-time implementation of the Bayesian motion estimation.** In order to use the estimates of the respiratory motion model for intra-procedure guidance, such model estimates need to be produced in near real-time. In the current implementation of the Bayesian motion model, this requirement is not met. However, as mentioned in Section 4.5, code optimisation was not the focus of this work and would need to be considered for real-time application.

**Limitations of the personalisation framework.** The personalisation framework proposed in Chapter 6 currently requires a high resolution MRI image in order to compute the anatomical deformations and derive the $K$ neighbours used to build the motion model. The same results could be achieved by using an image derived from pre-procedure CT or even possibly intra-procedure rotational X-ray angiography. The underlying assumption in deriving the anatomical features is that the position of the patient in the imaging scanner does not affect the
anatomical features used for classification. This assumption needs to be further investigated, but it seems plausible in the case of a MRI scanner, where the position of the subject is very constrained, and thus repeatable. As mentioned in Section 6.7, a very interesting future investigation would be to employ 3D echo images to derive the anatomical deformations, thus resolving many issues associated with MRI (compatibility with magnetic field, high acquisition time and costs) and CT (ionising radiation). However, a larger FoV for the echo images covering the whole heart and more robust registration techniques would be required. Furthermore, in a future extension of the personalisation framework, intra- and inter-cycle motion variability could be included in the motion similarity quantification step and in the final motion model building.

8.4 Conclusions

As pointed out in McClelland et al. (2013), several reasons can explain the current lack of translation of respiratory motion modelling techniques from research to the clinic. First, the clinicians do not trust this technology due to a lack of accuracy/robustness and proper validation on clinically realistic data. Second, the impact on the clinical workflow might still be too high to justify widespread use in routine cardiac IGIs. Third, clinicians have adopted other coping strategies to deal with respiratory motion and might be reluctant to switch to new unproven solutions. The novel methods proposed in this thesis go towards addressing the first and second reasons. The promising results reported in this work might stimulate the interest of clinicians and companies in the field of IGIs to further validate the proposed methods, thus addressing the third reason. Such validation could lead to the adoption and integration of the proposed respiratory motion modelling techniques in routine cardiac IGIs.
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Data Acquisition
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To evaluate the methods proposed in this thesis, MRI and echo images of the hearts of adult healthy volunteers were acquired. For the sake of clarity, this Appendix reports details of the MRI and echo acquisition protocols and the datasets acquired. In particular, Section A.1 details the MRI sequences employed, while Section A.2 presents details of the echo acquisition. Finally, Section A.3 reports which datasets were used to evaluate the methods proposed in Chapters 4, 5, 6 and 7.

A.1 MRI Acquisition

The MRI images were acquired using a 1.5T Philips Achieva MRI scanner (Philips, The Best, Netherlands). The sequence details of the dynamic calibration scan used for forming the motion models are:

Dynamic 3D: 3D TFEPI, ECG-triggered and gated at late diastole, typically 20 slices, $TR = 10\,ms$, $TE = 4.9\,ms$, flip angle = $20^\circ$, acquired voxel size $2.7 \times 3.6 \times 8.0\,mm^3$, reconstructed voxel size $2.22 \times 2.22 \times 4.0\,mm^3$, TFE factor 26, EPI factor 13, TFE acquisition time $267.9\,ms$.

The dynamic 3D sequence was ECG-triggered and gated, so one volume was acquired for each heart beat. The images therefore represented the motion of the heart due to
respiration only. Compared to the dynamics of respiration, the short acquisition time (267.9 ms) allows acquisition of near motion-free 3D images. 2-4 dynamic volumes were typically acquired for each breathing cycle. The acquisition time for each dynamic image put restrictions on the coverage of the dynamic scans, therefore the field of view (FoV) covered most, but not all, of the four chambers of the heart.

In addition, for each dataset, a high resolution 3D image was acquired:

**High resolution 3D**: 3D balanced TFE, cardiac gated at late diastole, respiratory gated at end-exhale, 5 mm navigator window, typically 120 sagittal slices, \( TR = 4.4 \text{ ms} \), \( TE = 2.2 \text{ ms} \), flip angle= 90°, acquired voxel size 2.19 x 2.19 x 2.74 mm\(^3\), reconstructed voxel size 1.37 x 1.37 x 1.37 mm\(^3\), the acquisition window was optimised for each volunteer and was on average 100 ms, scan time \( \sim 5 \text{ minutes} \).

The high resolution MRI image is a standard pre-procedure acquisition in many clinical protocols and provides high spatial resolution information about the anatomy and pathology of the heart.

### A.2 Echo Acquisition

Experiments were carried out in an XMR catheterisation suite (Rhode et al., 2003, 2005). This system allows automatic determination of the MRI to patient rigid transformation, employing an Optotrak 3020 optical tracking system (Northern Digital Inc.) to track the patient bed. The acquisition setup is shown in Figure A.1.

Echo images were acquired using an iE33 3-D real-time echocardiography system with a X3-1 3 to 1 MHz broadband matrix array transducer (Philips Healthcare). Light emitting diodes attached to the echo probe were tracked using the Optotrak tracking system, allowing registration of the echo images to the physical space of the XMR suite (see Figure A.1). The image-to-probe calibration method proposed by Ma et al. (2009) was employed. Following the calibration/tracking based registration framework described in King et al. (2010a), the MRI to echo imaging rigid transformation was computed.

The geometric characteristics of the 3D live US beam, in pyramidal coordinate system, were: inclination angle = 30°, inclination offset = −1°, azimuthal angle = 55°, azimuthal offset = −27.5°, radial depth = 140 mm. For the echo machine employed, the standard 3D echo images are acquired over four beating cycles of the heart, i.e.
they are compounded from 4 smaller volumes, each acquired in a single heart beat. Therefore, the volume imaged by a standard echo image is four times bigger than the volume imaged by 3D live echo images.

Four volunteer datasets (see Table A.1) were acquired. For each dataset, 4 standard 3D echo images were acquired during end-exhale breath-hold and 12 sequences of free-breathing live 3D echo images were acquired. Of the 12 free-breathing sequences, 6 sequences were acquired during normal breathing, 3 during fast breathing and 3 during deep breathing. Each sequence lasted approximately 4 seconds and live echo images were streamed at a rate of 14 images per second. However, since the MRI-derived motion model describes the heart’s position at end-diastole, the echo images were manually retrospectively gated at end-diastole, resulting in 4 to 6 live echo images per sequence. All images were acquired from modified parasternal acoustic windows. For details of the use of the standard and live 3D echo images for the evaluation of the proposed methods, please refer to the corresponding Chapters.
A.3 Datasets

Table A.1 reports the datasets used to evaluate the methods proposed in this thesis and the number of dynamic images in the calibration scan used to build the motion models. Furthermore, the last column of Table A.1 reports whether or not real echo imaging data were available.

In Chapter 4, 9 datasets (Vol. 1-9) were used to evaluate the Bayesian motion estimation on simulated echo images and 4 datasets (Vol. 13-16) were used for the evaluation on real echo images. As reported in Table A.1, the dynamic calibration scan acquired 300 images for Vol. 1-4 and 120 images for Vol. 5-9 and Vol. 13-16. In order to capture the variability in respiratory motion, the volunteers were asked to breathe in three different ways: normal, shallow and deep breathing. For Vol. 1-4, 100 dynamic images were acquired for each different breathing pattern, while for Vol. 5-9 and Vol. 13-16 40 dynamic images were acquired for each breathing pattern. As reported in the last column of Table A.1, real echo images were acquired for Vol. 13-16.

To evaluate the model-driven echo acquisition framework proposed in Chapter 5, the datasets Vol. 13-16 were employed. To allow the modelling of respiratory variability, all 120 dynamic images acquired during normal, shallow and deep breathing were considered.

All 28 volunteer datasets were considered to evaluate the personalisation framework for population-based motion models proposed in Chapter 6. The framework was evaluated considering only 40 dynamic images acquired during normal breathing for each volunteer (the first 40 of the 100 images for datasets Vol. 1-4 were considered).

Given the availability of the echo images, datasets Vol. 13-16 were employed for the evaluation of the personalised Bayesian motion estimation. However, since the method employs the personalisation framework presented in Chapter 6, all 28 volunteer datasets were used to build the population-based model used for Vol. 13-16. Again, only the 40 dynamic images corresponding to normal breathing were utilised.

For details of how the echo images were processed and which respiratory surrogate was employed to build the motion models, please refer to the specific Chapters.
<table>
<thead>
<tr>
<th>Vol.</th>
<th>Chapter 4 Used</th>
<th>P</th>
<th>Chapter 5 Used</th>
<th>P</th>
<th>Chapter 6 Used</th>
<th>P</th>
<th>Chapter 7 Used</th>
<th>P</th>
<th>Echo images</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>✓</td>
<td>300</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>✓</td>
<td>300</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>3</td>
<td>✓</td>
<td>300</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>✓</td>
<td>300</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>✓</td>
<td>120</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>6</td>
<td>✓</td>
<td>120</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>7</td>
<td>✓</td>
<td>120</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>8</td>
<td>✓</td>
<td>120</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>9</td>
<td>✓</td>
<td>120</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>10</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>11</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>12</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>13</td>
<td>✓</td>
<td>120</td>
<td>✓</td>
<td>120</td>
<td>✓</td>
<td>40</td>
<td>✓</td>
<td>40</td>
<td>✓</td>
</tr>
<tr>
<td>14</td>
<td>✓</td>
<td>120</td>
<td>✓</td>
<td>120</td>
<td>✓</td>
<td>40</td>
<td>✓</td>
<td>40</td>
<td>✓</td>
</tr>
<tr>
<td>15</td>
<td>✓</td>
<td>120</td>
<td>✓</td>
<td>120</td>
<td>✓</td>
<td>40</td>
<td>✓</td>
<td>40</td>
<td>✓</td>
</tr>
<tr>
<td>16</td>
<td>✓</td>
<td>120</td>
<td>✓</td>
<td>120</td>
<td>✓</td>
<td>40</td>
<td>✓</td>
<td>40</td>
<td>✓</td>
</tr>
<tr>
<td>17</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>18</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>19</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>20</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>21</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>22</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>23</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>24</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>25</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>26</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>27</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>28</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>40</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table A.1: Details of the datasets employed in this thesis. For each Chapter, the first column denotes whether or not the dataset was used for evaluation purposes, while the second column reports the number of dynamic images $P$ used to build the motion models. The last column reports the availability of real echo imaging in the dataset.
Appendix B

Neighbourhood Approximation Forest

In the training phase, the training features were the anatomical deformation fields $t^{H}_{\text{atlas}\to n} \in \mathbb{R}^{H \times 3}$, $n = 1, \ldots, N$ defined over the $H$ voxels of the binary mask covering the heart of the atlas. At each node of each tree in the forest, a small subset of these features $t^{h}_{\text{atlas}\to n}, h << H$ was randomly selected to determine the optimal branching, splitting subjects into two sets (Konukoglu et al., 2013). The randomness of the feature selection created decorrelated trees and independent predictions.

The set of subjects $I_q$ at each node $q$ were split into subsets $I_{ql}$ and $I_{qr}$, corresponding to the left and right child nodes, respectively. This split was determined by using a binary test $b_q(I_n; m, \tau)$

$$b_q(I_n; m, \tau) = \begin{cases} I_n \in I_{qr}, & \text{if } t^m_{\text{atlas}\to n} > \tau, \forall I_n \in I_q, \\ I_n \in I_{ql}, & \text{if } t^m_{\text{atlas}\to n} \leq \tau, \end{cases}$$

(B.1)

where $t^m_{\text{atlas}\to n}$ denotes the $m^{th}$ vector of $t^h_{\text{atlas}\to n}$ and $\tau = [\tau_x, \tau_y, \tau_z] \in \mathbb{R}^3$. Equation (B.1) corresponds to a vectorial extension of equation (1) in Konukoglu et al. (2013). In particular, the comparison $t^m_{\text{atlas}\to n} > \tau$ was performed component-wise, which means that the right child node was chosen iff $t^m_{\text{atlas}\to n_x} > \tau_x$ and $t^m_{\text{atlas}\to n_y} > \tau_y$ and $t^m_{\text{atlas}\to n_z} > \tau_z$, otherwise the left child node was chosen.

The optimisation was carried out with respect to $m$ and $\tau$ in order to achieve the most compact partitioning of $I_q$. As proposed by Konukoglu et al. (2013), the cluster
size $C_\rho(A)$ of a set $A$ with respect to $\rho(\cdot, \cdot)$ was defined as

$$C_\rho(A) = \frac{1}{|A|^2} \sum_{I_i \in A} \sum_{I_j \in A} \rho(I_i, I_j), \quad (B.2)$$

where $|A|$ was the number of samples in $A$. Given $m$ and $\tau$, the gain in compactness due to the splitting was defined as

$$G(I_q, m, \tau) = C_\rho(I_q) - \frac{|I_q_r|}{|I_q|} C_\rho(I_q_r) - \frac{|I_q_l|}{|I_q|} C_\rho(I_q_l). \quad (B.3)$$

The best possible binary test at each node $q$ was therefore determined by optimising

$$(m_q, \tau_q) = \arg \max_{m, \tau} G(I_q, m, \tau), |I_q_r| \geq \Delta, |I_q_l| \geq \Delta, \quad (B.4)$$

where $\Delta$ was the minimum allowed number of samples per node.

For each feature vector $m$ in the subset $h$, the values of $\tau_x, \tau_y, \tau_z$ were exhaustively optimised in the ranges of variation of the components of $t_{\text{atlas} \rightarrow n}^m, \forall I_n \in I_q$.

The best feature $m_q$ and corresponding $\tau_q$ for each node $q$ of each tree in the forest were stored for the personalisation of the out-of-sample subject. The set of $m_q$ in the forest was used to infer correlation between anatomical features and cardiac respiratory motion (see Figure 6.7).
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