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Abstract

Background: Traditionally, classical test theory (CTT) has been used for instrument development and various methods have since been proposed for reducing outcome measures to shorter versions. These reduction methods have not previously been compared in mental or physical health.

Aim: To identify and compare the various methods used to develop brief versions of outcome measures from existing measures in mental health.

Method: A systematic review of the literature in Embase, Medline, PsychInfo and from a grey literature was done. Search strategies were developed in each database to identify all relevant literature based on the inclusion criteria. Each paper identified was briefly described and then assessed using a bespoke assessment checklist developed by the authors. Methods for reducing outcome measures found across all studies were compared.

Results: Ten papers were identified. Five methods were used for scale reduction: Rasch analysis (RA), exploratory factor analysis (EFA), graded response models (GRMs), all-subset regression, and regression. RA was the most widely used process.

Conclusion: The Rasch model (RM) is the only model where “specific objectivity” is a defining property of the model. This property is necessary for constructing scales in line with the fundamental principles of measurement.

Introduction

This study aims at outlining the methods used to reduce existing outcome measures in mental health areas to shorter forms. It forms part of a larger doctoral project that aims at reducing the Health of the Nation Outcomes Scale (HoNOS) (Wing et al., 1998) to a shorter form for the purposes of economic evaluation in mental health and hence the review focuses on mental health outcomes. However, these techniques are also applicable to physical health. No previous review has been identified in the literature which compares item reduction methods for either physical or mental health outcome measures. Brazier et al. (2012) briefly summarises some reduction methods (in a review of the development of health state classification systems) as a first stage to developing preference-based outcome measures for use in economic evaluations, but his review contained only measures of physical health.

Outcome measures are important to assess the effectiveness of interventions by routinely recording changes in health and social care for people with mental illness.

Instrument development generally involves deriving a minimum number of items for use as an outcome measure which is suitably reliable and valid. However, in general, Health Related Quality of Life (HRQoL) instruments and outcome measures can be quite lengthy. Therefore, the development of short questionnaires has largely focused on reducing existing instruments (Prieto et al., 2003).

Classical test theory (CTT) methods (DeVellis, 2006) have traditionally been used to develop good measurement properties in scale development and reduction. CTT assumes that for each person, an observed score (O) represents a person’s true score (T) and an error term (δ), where (O = T + δ). Thus tests or scales never produce a user’s true score (T) but only an observed score (O). The standard deviation of these errors is known as the standard error of measurement (SEM) (Harvill 1991) and is therefore directly related to the reliability of a test. Reducing errors will increase the reliability of a test and lead to more true scores. CTT is associated with psychometrics at an overall test score level rather than at individual item level.
Currently, latent trait models such as Item Response Theory (IRT) models or Rasch models (RMs) are used for scale development (Edelen & Reeve, 2007). The rationale of these approaches is that an individual’s response to a particular test item is based on the characteristics of the individual (person parameters such as ability or any latent trait to be measured) and characteristics of the test items (item parameters such as test difficulty).

IRT models are logistic models which link trait (ability or disease severity) with item response probabilities. For dichotomous scales some IRT models include the 3-parameter logistic models (3-PL), 2-parameter logistic models (2-PL) or 1-parameter logistic models (1-PL). A 3-PL model shows the relationship between a respondent’s ability and the probability of a correct response with three parameters (item difficulty, item discrimination and a guessing factor). Respondents with lower ability may tend to guess. When guessing is not a factor and is assumed to be zero then the 3-PL is reduced to a 2-PL model. When a second restriction is included (all items now have equal discrimination and guessing is not a factor) then the 2-PL is reduced to a 1-PL model. There is also a 4-PL model which has received less attention and this includes a factor which can be due to stress, tiredness or inattention for example (Magis, 2013).

Mathematically, the RM is identical to a one parameter logistic model in IRT. In IRT, an adequate fit of model to the data is expected for item analysis. However, a key difference with the RM is that where data do not conform to the model, the objective is not to find a more suitable model as in the paradigm of IRT, but to examine the fit of the data and the anomalies and adapt the data in order to create a more valid and reliable instrument (Bhakta et al., 2005). Both IRT models and RM share assumptions for model fit such as unidimensionality and local item independence (Chang & Reeve, 2005; Hays et al., 2000). However, the RM has additional assumptions which should be met (see Table 1).

For polytomous scales a number of models have been developed such as the Rasch based – Partial Credit Model and the Rating Scale Model along with other IRT models such as the Generalised Partial Credit Model, the Graded Response Model (GRM) for ordered response items and, the Nominal Model for items which are not ordered (Edelen & Reeve, 2007).

These are just a few of the methods and models which have been used for reducing outcome measures. It is therefore important to review reduction methods in order to establish an appropriate, standardised method which can be used to shorten pre-existing measures.

Method

Search strategy

A literature search was conducted in Embase, Medline and PsychInfo using the Ovid interface, plus OpenGrey to cover grey literature. Appendix 1 is an example of the search strategy developed for Embase. Appendix 2 is a prisma diagram showing the number of papers remaining at each stage. The selection of articles was double-checked blindly by two further reviewers (BO and JH) using the following inclusion criteria:

- All outcomes measures in mental health (MH); condition-specific MH or generic MH.
- Generic outcome measures such as EQ-5D (Longworth et al., 2014) were excluded.
- Patient population used in the analysis must include a MH group.
- Item reduction of health outcome questionnaires must be developed from an existing outcome instrument and not a combination of instruments.

Quality assessment

The quality of each paper was examined using a bespoke quality assessment checklist (see Appendix 3), which was developed specifically for this review since no assessment checklist can be identified from published literature.

Results

Two thousand four hundred and forty one abstracts were identified after which 436 duplicates and 1882 papers which did not fit the inclusion criteria were removed. The full text of 123 articles were examined for eligibility and 10 articles retained for review. In-text referencing and a grey literature search identified no additional papers for review.

The results are presented in two sections. The first section describes each included paper and highlights their key limitations. A summary of the characteristics of the included studies is reported in Table 2. The second section is a quality assessment of the papers found. Table 3 is a summary of the quality assessment.

Descriptive summary of studies

Bilker et al. (2003) developed the smallest possible subset of items in the schizophrenia quality of life scale (QLS) to
<table>
<thead>
<tr>
<th>Study</th>
<th>Full instrument</th>
<th>Mental health area for instrument use</th>
<th>Country/development sample</th>
<th>Scoring method</th>
<th>Reduction method</th>
<th>Short form</th>
<th>How used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andresen et al. (2013)</td>
<td>(STORI) 50 items, Stages of recovery instrument</td>
<td>Schizophrenia, bipolar, other</td>
<td>Australian/232</td>
<td>Five stages, items in each stage rated (0–5)</td>
<td>Graded response model</td>
<td>STORI-30</td>
<td>Interview administered</td>
</tr>
<tr>
<td>Barkham et al. (2013)</td>
<td>CORE-OM, 34 items</td>
<td>People with common mental health illnesses</td>
<td>UK/1618 primary care patients</td>
<td>Items rated (0–4), 4 indicating worse QoL. Score range 0–136</td>
<td>Regression</td>
<td>CORE-10</td>
<td>Self-report</td>
</tr>
<tr>
<td>Börker et al. (2003)</td>
<td>(QLS-21) 21 item QoL scale</td>
<td>Measure of functioning in schizophrenia</td>
<td>US study/198 patients with</td>
<td>Item score (0–6), severe impairment to high function</td>
<td>Predictive model approach, all possible subset analysis</td>
<td>QLS-7</td>
<td>Clinician reported outcome measure (CROM)</td>
</tr>
<tr>
<td>Boyer et al. (2010)</td>
<td>(S-QoL-41) QoL, for people with schizophrenia</td>
<td>DSM-IV diagnosis (schizophrenia)</td>
<td>French/517 patients with</td>
<td>Dimensions scores (0–100), Total index score (0–100)</td>
<td>Rasch analysis</td>
<td>S-QoL 18</td>
<td>Self-report instrument</td>
</tr>
<tr>
<td>Las Hayas et al. (2010)</td>
<td>(HeRQoLED) Health related QoL for eating disorders</td>
<td>Eating disorders</td>
<td>Spain/324 patients with eating</td>
<td>55 items covering five domains. Each domain converted to scores from 0 to 100</td>
<td>Rasch analysis</td>
<td>HeRQoLED-S</td>
<td>Self-report</td>
</tr>
<tr>
<td>Lovaglio &amp; Monzani (2012)</td>
<td>(HoNOS-12) Health of the Nation outcome scale</td>
<td>Various diagnoses of mental ill health</td>
<td>Italy/1062 community mental health patients</td>
<td>Item score (0–6), no problems to severe problems</td>
<td>Rasch analysis and exploratory factor analysis</td>
<td>HoNOS-6D</td>
<td>Clinician reported outcome measure (CROM)</td>
</tr>
<tr>
<td>Mavranzouli et al. (2011)</td>
<td>(CORE-OM) Clinical Outcomes in Routine Evaluation-Outcome Measure, 34 items</td>
<td>People with common mental health illnesses</td>
<td>UK/400 primary care patients for</td>
<td>Items rated (0–4), 4 indicating worse QoL. Score range 0–136</td>
<td>Rasch analysis</td>
<td>CORE-6D</td>
<td>Self-report</td>
</tr>
<tr>
<td>Ritsner et al. (2005a)</td>
<td>(Q-LES-Q) QoL, Enjoyment and Satisfaction Questionnaire</td>
<td>DSM-IV diagnosis (schizophrenia, schizoaffective, and mood disorders)</td>
<td>Israel/139 patients with schizopaenic, schizo-affective and, mood disorders</td>
<td>Item score (0–5), 5 indicating better QoL</td>
<td>Predictive model approach, all possible subset analysis</td>
<td>Q-LES-Q-18</td>
<td>Self-report instrument</td>
</tr>
<tr>
<td>Ritsner et al. (2005b)</td>
<td>QLS-21 Measure of functioning in schizophrenia</td>
<td>Israeli/133 patients with schizophrenia</td>
<td>Israel/133 patients with</td>
<td>Item score (0–6), severe impairment to high function</td>
<td>Predictive model approach, all possible subset analysis</td>
<td>QLS-5</td>
<td>CROM</td>
</tr>
</tbody>
</table>
predict the total score from the QLS-21. All subsets containing 1–10 items of the QLS were considered (1,048,575 models). Each predicted total QLS score from the subset models was assessed against the actual total QLS score using Pearson correlation coefficient. Models were validated using two validation datasets. The optimal model was a 7-item one which accurately predicted the QLS-21 and included all four theoretical constructs of the QLS.

Using a similar method, Ritsner et al. (2005b) applied a predictive model approach to reduce the length of QLS-21. A heuristic algorithm was used to select subsets that produced a maximum value of R-squared. The authors also compared the Pearson’s product-moment correlations between the total scores of the selected QLS subsets and the original QLS-21. This procedure resulted in retaining five items to form the QLS-5. Psychometric properties of the QLS-5 were high and comparable to the QLS-21. This approach was also applied in Ritsner et al. (2005a) to reduce another 21-item outcome measure, the Quality of Life Enjoyment and Satisfaction Questionnaire (Q-LES-Q) to the Q-LES-Q-18. That work was based on a sample of 339 patients diagnosed with schizophrenia, schizoaffective or mood disorders to construct the model. The abbreviated version was subject to psychometric testing using CTT methods. In both studies (Ritsner et al., 2005a,b), validation was performed on separate samples.

Las Hayas et al. (2010) used Rasch analysis (RA) to produce a 20-item version from the 50-item HRQoL for eating disorders (ED) questionnaire. It also aimed at confirming the structure of the new version and examine its validity and reliability, using 324 patients with a diagnosis of ED. Confirmatory factor analysis (CFA) hypothesised two second-order latent traits. RMs were applied to both second order traits. Unidimensionality was assessed and items were examined for differential item functioning (DIF) across three diagnosis subtypes. DIF examines whether items function differently across groups such as age and gender. Item residuals were examined for local dependency. RA was repeated throughout and item contents were examined by experts of the field before deciding on whether to remove items. One limitation highlighted in the method was that the short version was validated on the same patient sample at a different time frame rather than being validated in an independent sample.

Lovaglio & Monzani (2012) investigated the internal structure of the HoNOS-12 and proposed a shorter, one dimension 6-item version for use in community mental health services. They confirmed and tested the hypothesised factor structures of the HoNOS-12 found in the literature using CFA. The dimensionality of the HoNOS was explored using exploratory factor analysis (EFA) and parallel analysis (Ledesma & Valero-Mora, 2007). Dimensionality was also assessed following RA.

Two methods were used to reduce the HoNOS-12: RA and EFA. For the RA, assumptions for model fit such as ordered categories, item independence and unidimensionality were tested. Removal of items that misfit the RM resulted in a 6-item model which confirms the EFA version. Item that fits the RM was measured by the mean-square (MSQ) fit statistic (Smith, 1996).

Separate samples were used for training and to test validity. There was no mention of analysis for DIF for age
groups, gender or by diagnosis. One limitation identified was that RA was applied to a scale which was multidimensional. Rasch was not applied to each dimension of the scale. Boyer et al. (2010) used a Rasch partial credit model, CTT and expert advice to reduce the S-QoL-41 (quality of life in patients with schizophrenia) and to validate a shorter version. Twenty three items were excluded from the original version. The reduced version was tested for construct validity and other psychometric properties. The construct validity was assessed using principal component analysis (PCA) to obtain the eight dimensions of the SQoL-41. Unidimensionality of each dimension was assessed using RA. DIF analyses were conducted for age, gender, educational level and clinical form. Dimension correlation was also explored. This study did not create a unidimensional questionnaire. RA was applied to each of the dimensions.

Andresen et al. (2013) developed a shorter version (STORI-30) from the Stages of Recovery Instrument (STORI). The structure and scoring method of the 50-item STORI was fully described. Data were divided into two groups, the first consisting of 232 participants from combined previous studies and the second consisting of 50 participants. The authors used a unidimensional GRM (Zhu & Stone, 2011) to identify six items for each of the five stages in the instrument thereby creating a 30-item model. The item selection process was not discussed in depth. Following item analysis using GRM on the first dataset, EFA was performed to determine whether the remaining 30 items were matched according to the stages to which they theoretically belonged. The second dataset was used for validation of the 30-item instrument. Internal reliability and correlation between subscales were examined. Correlation between the STORI-30 and the Recovery Assessment Scale (RAS) (Corrigan et al., 1999) was also investigated.

Mulhern et al. (2012) developed reduced versions of the self-report DEMQOL (HRQoL for people with dementia) and proxy (carer)-reported DEMQOL-Proxy using RA. It was the first stage of a study to develop a condition-specific preference-based measure which can be used directly in economic evaluations to generate quality-adjusted life years (QALYs) (Rowen et al., 2012). The structure and scoring method of the DEMQOL and its proxy were described. Two sources of data were used in this UK study, consisting of 644 patients in the DEMQOL analyses and 683 in the DEMQOL-Proxy analyses. The main objective of this study was to derive two brief measures, both amenable to eliciting preferences for health states using a time trade-off method (TTO; otherwise termed ‘health state valuation’). The TTO and other valuation methods are described elsewhere in the literature (Drummond, 2005; Gudex, 1994). In the initial part of the study EFA was conducted to investigate the factor structure of the patient and proxy versions. Five-factor structures were derived in both groups. A separate RA was applied to each of the five factors. Item selection was based on the assumptions of model fit for RA: item level ordering, DIF for gender or age group, goodness of fit to the RM, unidimensionality and item independence. Based on these criteria, one item from each factor in the DEMQOL was chosen. The reduced version called the DEMQOL-U has five items with four health state levels. The reduced DEMQOL-Proxy version called the DEMQOL-Proxy-U, has four items each with four health state levels. The DEMQOL-U and the DEMQOL-Proxy-U result in 1024 (4^5) and 256 (4^4) health states respectively. The authors highlight that validation was not possible because of the limited sample size. Another limitation was the lack of analysis of DIF across dementia diagnosis groups. The authors also suggested that alternatives, such as advanced IRT models, could also be used for the item selection process.

Mavranezouli et al. (2011) used RA to form plausible health states amenable to valuation from the Clinical Outcomes in Routine Evaluation-Outcome Measure (CORE-OM). The original CORE-OM structure, its validity and reliability, and its application in the UK are discussed with reference to previous articles. The authors also point out that valuing health states of the CORE-OM without applying item reduction would result in an unmanageable number of health states. They also give reference to a previous study (Evans et al., 2002) examining the structure of the CORE-OM using EFA. Data analysis for this study was based on 1500 patients. A random sample of 400 patients was used for the RA and another random sample of 400 patients was used for validation purposes. The authors justified the use of the smaller sample size for RA by citing Smith et al. (2008) who suggests higher type I errors (falsely rejecting items as misfitting) with increased sample size in polytomous data. The RA was fully described and all criteria for item exclusion, such as item threshold ordering, overall fit, item fit statistics and DIF for age, gender and ethnicity, were discussed. Additional exclusion criteria were applied to further reduce the instrument with an aim to develop a shorter and more manageable preference-based instrument. Statistical reduction methods were combined with advice from clinical expert opinion about which health states were plausible and which items should be retained or removed. Two of the limitations outlined were a low person separation index (Mallinson et al., 2004) and a resultant limited number of health states which does not capture the full range of plausible responses. Finally, the authors indicate that there are future opportunities to use this instrument to assess health care interventions for people with common mental health problems using a cost-utility analysis approach.

The final paper by Barkham et al. (2013) developed the CORE-10 from the 34-item CORE-OM, an outcome measure routinely used in psychological therapy. The key aim was to develop a brief and easy to use form. Data were obtained from primary care services with 5831 completed CORE-OMs. Item choices were based on set criteria such as: including two items each for depression and anxiety, one item each for trauma and physical problems, choosing items to reduce floor and ceiling effects, retaining items that cover certain domains and subdomains and dropping items due to high correlation. Items were retained in three steps. Firstly items were removed if they had low response rates. Secondly, selection of another item if the item in question was the only remaining item in a particular group. Thirdly, a regression analysis retained items with the highest R value that best predicted the original items on the CORE-OM. Psychometric properties such as reliability, convergent validity and acceptability of the shortened version were satisfactory.
Quality assessment

All included papers discussed the structure and scoring method of the original outcome measures as well as the sample sizes and sample population used in their analyses. Three papers did not explore the structure of the original outcome measures using approaches such as EFA or CFA (Barkham et al., 2013; Ritsner et al., 2005a, b).

Three articles (Bilker et al., 2003; Ritsner et al., 2005a, b) used variations of the “all possible subset regression analysis” method (Hocking & Leslie, 1967) which applies a predictive model approach to derive at a parsimonious subset of items which could accurately predict the total score of the QoL outcome measures. One paper used IRT GRMs to develop a 30-item version of the STORI from the original 50-item version (Andresen et al., 2013). However, this method was not fully described in the paper and reasons for retaining items of the original STORI were not clearly outlined. Only one paper used mostly regression analysis to retain items with the highest R squared values from the original outcome measure, and then used CTT methods to test the psychometric properties of the brief version (Barkham et al., 2013). One study compared RA and EFA as item reduction methods, producing the same items in both reduced versions of the outcome measure (Lovaglio & Monzani, 2012). The remaining 4 studies all used RA for item reduction (Boyer et al., 2010; Las Hayas et al., 2010; Mavranezouli et al., 2011; Mulhern et al., 2012). Wherever reported, the Rasch software, criteria for assessing unidimensionality, fit statistics and methods varied between some papers (Table 4).

Three studies (Las Hayas et al., 2010; Mavranezouli et al., 2011; Mulhern et al., 2012) of the five belonging to the Rasch group fully described the methods involved in item reduction and the assumptions behind the RM such as unidimensionality, local dependence, DIF, disordered thresholds and discussed fit statistics. There was no analysis of DIF by demographic characteristics such as age, group or gender in the RA performed by (Lovaglio & Monzani, 2012). Two papers briefly mentioned alternative methods to the method used in their analysis (Lovaglio & Monzani, 2012; Mulhern et al., 2012). All papers used validation samples during their analysis except for Mulhern et al. (2012) which indicated that the sample size was not sufficiently large to randomly subscribe patients to a validation and RA groups (Table 3).

Only two papers used item reduction methods with an aim at developing a condition-specific preference-based measure (Mavranezouli et al., 2011; Mulhern et al., 2012). Both papers applied RA to derive at a reduced health state classification system as a first step to develop a preference-based outcome measure for use in economic evaluations.

Discussion

Summary and critique of methods

In summary five processes were identified from these studies for item reduction: RA, IRT (GRM), EFA, all subset regression analyses and, in one paper, a procedure where the choice of items were driven by set criteria, completion rate assessment, item coverage and regression. The key aims of the papers were to develop reliable versions which were shorter and easier to use.

This review shows that RA is the most widely used procedure for item reduction. Papers discussed how the assumptions behind the RA such as unidimensionality, local independence, DIF and disordered item thresholds are addressed and explain the statistical methods behind the analysis. Mavranezouli et al. (2011) highlighted the ability of RA to develop health classification systems with independent dimensions as key since dependency can result in health states which do not make sense conceptually. However, none of these papers discussed why RA was preferable to other methods.

Rasch analysis

The RM outlines assumptions and properties which should be met in order to construct scales which are in line with the fundamental principles of measurement. Data which do not fit as expected are removed in order to create instruments which meet these assumptions.

As mentioned earlier, the theory behind the RA is that the probability of endorsing an item (question) is a log function of a person’s ability (amount of underlying trait) and the difficulty of the item, where item difficulty is the only item parameter considered. Unlike CTT and IRT, the RM can produce sample free and test free measurement. This means that item difficulty estimates are the same regardless of who is included in the sample and person ability estimates are the same regardless of which items are used in a test. This is a unique property to RA called specific objectivity which allows for invariant measurement (Engelhard, 2012) where person and item parameters are separable and measured on the same invariant log scale. Analogous to specific objectivity is having a sufficient statistic with which to estimate parameters. Rasch (1966) and Rasch (1980) state that for data which fit the RM, the sum of the person’s raw scores for all items is a sufficient statistic for the person parameters. Hagquist et al. (2009) cites Rasch and goes on to explain that conversely the sum of the item raw scores is a sufficient statistic for the item parameters. Instruments derived through RA allow ordered observations to be transformed into an interval scaled measure of the latent trait (Salzberger, 2010).

Item Response Theory (Graded response model)

IRT can use a number of additional item parameters (besides item difficulty) to describe data. Essentially the model that best describes the data is selected. Although these models are attractive in that they can better explain the variance in data, they are not developed for constructing measurement. The additional parameters of some IRTs (e.g., including a discrimination parameter) and how these models are used are not consistent with measurement theory since they violate the assumption of invariant measurement (Massof, 2002).

Although Rasch and IRT have often been grouped together in the literature under IRT (maybe because they have some overlap in their assumptions), they are separate theories. In fact proponents of each model often challenge each other in their application. Andrich (2004) discussed and compared the two test theories in detail.
Table 4. Summary of statistics used in Rasch papers.

<table>
<thead>
<tr>
<th>Study</th>
<th>Rasch software/method</th>
<th>Unidimensionality test statistics</th>
<th>Fit statistics</th>
<th>DIF</th>
<th>Local dependency</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Las Hayas et al. (2010)</td>
<td>Winsteps</td>
<td>PCA of residuals following RA, Violation additional factors with eigenvalues &gt;3</td>
<td>Infit and outfit – mean square fit statistic (MSQ). Values between 0.7 and 1.3 are satisfactory</td>
<td>Performed</td>
<td>Correlation of &gt;0.5 problematic</td>
<td>Person Separation Index (PSI) and Item Separation Index (ISI) values of &gt;2 implies reliability comparable to 0.8 Cronbach’s alpha</td>
</tr>
<tr>
<td>Lovaglio &amp; Monzani (2012)</td>
<td>Not stated</td>
<td>PCA of Rasch residuals</td>
<td>A violation implied additional factors with eigenvalues &gt;1.5. Parallel analysis of Rasch residuals Infit and Outfit mean square fit statistic (MSQ). Misfit ≥1.3</td>
<td>Not discussed</td>
<td>Item correlation &gt;0.3 indicate dependency</td>
<td>PSI and ISI</td>
</tr>
<tr>
<td>Boyer et al. (2010)</td>
<td>Winsteps</td>
<td>Construct validity – PCA with varimax rotation followed by RA of each dimension</td>
<td>Infit and outfit MSQ Values between 0.7 and 1.2</td>
<td>Performed</td>
<td>No formal threshold stated in paper</td>
<td>Cronbach’s alpha</td>
</tr>
<tr>
<td>Mulhern et al. (2012)</td>
<td>RUMM2020</td>
<td>PCA of Rasch residuals</td>
<td>Respondents with fit residuals outside [2.5] and Chi-squared test sig level 0.01</td>
<td>Performed</td>
<td>≥0.3 within factors indicate dependency</td>
<td>PSI</td>
</tr>
<tr>
<td>Mavranezouli et al. (2011)</td>
<td>RUM2020</td>
<td>PCA of Rasch residuals significance testing</td>
<td>Items with fit residuals beyond +2.5 and/or significant Chi squared statistics (at the 0.01 level after Bonferroni adjustment) were excluded</td>
<td>Performed</td>
<td>No formal threshold stated in paper</td>
<td>PSI</td>
</tr>
</tbody>
</table>

Winsteps – Rasch analysis software which uses maximum likelihood estimation (Bond & Fox, 2013).
RUM2020 – Rasch analysis software which uses conditional pairwise maximum likelihood algorithm (van der Velde et al., 2009).
PCA, Principal Component Analysis.
Exploratory factor analysis

EFA uses various fitting procedures to explore the factor structure of outcome measures and determine which items load on particular domains of the outcome measure. For item reduction an *a priori* factor structure can be imposed. For example, a 1-factor model for unidimensionality and which then allows one to examine the individual items to see how well they load on that particular factor. Items which have low factor loadings can be dropped from the analysis. A wide range of statistical indices assess the goodness of fit to the proposed model, factor loadings and correlation among items (Fabrigar et al., 1999).

There are many different methods that can be used to conduct a factor analysis such as principal axis factor, maximum likelihood, generalized least squares and unweighted least squares. There are also various methods used in the rotation process such as orthogonal rotations, varimax and equimax for uncorrelated factors or promax for correlated factors. When factor structures are not imposed there are also various methods to determine how many factors to retain. The variation in the methods employed in an EFA can result in different models. Costello & Osborne (2005) fully discussed EFA and described the procedure as “error prone even with very large sample sizes and optimal data”.

Factor analysis does not have separable item or respondent properties therefore factor loadings are sample dependent. Factor analysis also assumes that raw scores have interval scale properties (Wright, 1996).

Predictive model approach/all possible subset analysis

The variant of “all possible subset analysis” was another popular method identified from this review. In these papers, the authors use a quick search algorithm to select subsets which maximise R-squared before comparing the total score on each relevant subset to the total score on the original instrument. Scrucca (2006) gives an example of a proposed algorithm for such cases which reduce the computing time for the analysis compared to an exhaustive search and analysis of all subsets. Although the resulting shortened instruments were validated, this analysis does not address the problems of using raw scores from ordinal data (Grimby et al., 2012).

Conclusion

Although there is a growing use of the RM for modern scale development and reduction it is also important to support this with evidence from substantial reviews. This is the first review which compares item reduction methods across mental health outcome measures. Similar reduction methods are also applicable in physical health. Considering some of the differences in relevant health-related outcomes in mental and physical health it is important to establish how these techniques have been applied to each area and then perhaps compare across them. This way, appropriate, consistent methods for producing shortened outcome measures across health can be established. As service provision and patient health (disease specific and quality of life) are measured using outcome instruments, improvements in measurement techniques could better inform service provision and clinical practice.

This study identified various methods used to reduce outcome measures. However, RA appears to be the only method that has been developed for constructing measurement. It is increasingly being applied in social science in the development of health outcome instruments. Scores produced by an instrument developed from the RM can be transformed to a scale with interval scoring properties whereas raw scores on outcome measures with polytomous scales which have not been developed in this way are not linear and therefore should not be treated as such. This linear assumption of raw data in EFA is a key reason why EFA is inappropriate for constructing measurement.

Further research should look at the various ways RA has been applied in deriving health outcome measures and reducing existing instruments. For example, for existing instruments shown to be multidimensional using alternative methods such as factor analysis, should Rasch then be applied to each dimension, applied to the overall instrument or should a multidimensional RM be used?

Also some researchers argued that factor analysis and RA methods are incompatible yet as evidenced they have been used or incorporated into studies which have purported the Rasch method. Perhaps clear guidance is needed to address this issue. Finally, many of the studies have been validated using techniques founded in CTT demonstrating its on-going importance in questionnaire development.
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Appendix 1

EMBASE Search Strategy

(1) exp Rasch analysis/
(2) exp factorial analysis/
(3) rasch analysis$.mp. [mp = title, abstract, subject headings, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword]
(4) factor analysis$.mp. [mp = title, abstract, subject headings, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword]
(5) (reduction adj3 theor$).mp. [mp = title, abstract, subject headings, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword]
(6) (latent adj3 theor$).mp. [mp = title, abstract, subject headings, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword]
(7) item reduction.mp. [mp = title, abstract, subject headings, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword]
(8) (item adj3 theor$).mp. [mp = title, abstract, subject headings, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword]
(9) (item adj3 method$).mp. [mp = title, abstract, subject headings, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword]
(10) exp *psychometry/
(11) exp *statistics/
(12) (preference$ adj3 index$).mp. [mp = title, abstract, subject headings, heading word, drug trade name]
original title, device manufacturer, drug manufacturer, device trade name, keyword]
(13) exp "quality of life"/
(14) (quality adj3 life$).mp. [mp = title, abstract, subject headings, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword]
(15) quality adjusted life year.mp. [mp = title, abstract, subject headings, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword]
(16) exp "quality of life index"/
(17) (preference$ adj3 index$).mp. [mp = title, abstract, subject headings, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword]
(18) (preference$ adj3 measure$).mp. [mp = title, abstract, subject headings, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword]
(19) exp outcome assessment/
(20) (health state adj2 system).mp. [mp = title, abstract, subject headings, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword]
(21) instrument$.mp. [mp = title, abstract, subject headings, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword]
(22) questionnaire$.mp. [mp = title, abstract, subject headings, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword]
(23) exp questionnaire/
(24) exp mental disease/
(25) (mental adj3 dis$).mp. [mp = title, abstract, subject headings, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword]
(26) (mental adj3 problem$).mp. [mp = title, abstract, subject headings, heading word, drug trade name, original title, device manufacturer, drug manufacturer, device trade name, keyword]
(27) "mavranezouli$".fc_auts. and "medical decision making$".fc_jour.
(28) "mavranezouli$".fc_auts. and "quality of life$".fc_jour.
(29) "lovaglio$".fc_auts. and "quality of life$".fc_jour.
(30) 1 or 2 or 3 or 4 or 5 or 6 or 7 or 8 or 9 or 10 or 11
(31) 12 or 13 or 14 or 15 or 16 or 17 or 18 or 19
(32) 20 or 21 or 22 or 23
(33) 24 or 25 or 26
(34) 30 and 31 and 32 and 33
(35) 27 or 28 or 29
(36) 34 and 35
Appendix 2

Prisma diagram showing the number of articles remaining at each stage of the selection process

![Prisma diagram](image)

Appendix 3

Quality assessment checklist

- Have the main aims and objectives been outlined?
- Was the place of study, sample size and population stated?
- Were the original scale and its structure discussed?
- Was the underlying structure of the scale explored in previous literature or in the current study e.g. Was exploratory or CFA used to explore the factor structure of the original scale?
- What method was used for item reduction? Was the method fully discussed?
- If Rasch analysis (RA) was used for item reduction then:
  - Has unidimensionality been assessed? This explores whether the responses to subset of items in the scale gives the same estimate of a person’s ability. This is examined using a method called Principal Component Analysis (PCA). Following RA the main ‘Rasch factor’ is removed and residuals are left which do not comply with the RM. These residuals are examined to determine if there is a secondary dimension. A t-test is used in this case to check for unidimensionality between the positively and negatively loading items of the first PCA. The hypothesis test is there is no significant difference between the two subsets. This implies there is no secondary dimension.
  - Have the data been examined for disordered thresholds? This examines whether respondents are able to distinguish between adjacent levels in each item. For example, on an item with four levels, whether a respondent distinguish between two adjacent levels labelled ‘I have some problems with washing and dressing’ and ‘I have a few problems with washing and dressing’.
  - Has overall fit, item fit and person fit been assessed? Overall fit of the model is assessed using the Chi-squared statistic. Item and person fit examines whether individuals and items are responding in the way that was expected. E.g. fit residual values which fall outside of ±2.5 are an indication of deviation from the model. Statistics such as the Person Separation Index (PSI) or the Cronbach’s alpha give an indication of how well the scale discriminates between respondents with different levels of an underlying trait.
  - Has local dependence been assessed? This can be explored by examining the correlation between the residuals of items.
- Was DIF assessed? For example, were differences between age categories, ethnicity and gender explored?
- Was RA repeated at each stage of item reduction? Removal of items is likely to affect the overall fit statistics and this must therefore be carefully monitored.
- Following item reduction methods, has the new questionnaire been validated?
- Were any alternative methods for item reduction explored?
- Was the ultimate purpose of item reduction for the development of a condition-specific preference-based measure?
- Was the final structure discussed?
- Were limitations of the study and future research implications discussed?