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Abstract— The break-away friction ratio (BF-ratio), which is the ratio between friction force and the normal force at slip occurrence, is important for the prediction of incipient slip and the determination of optimal grasping forces. Conventionally, this ratio is assumed constant and approximated as the static friction coefficient. However, this ratio varies with acceleration rates and force rates applied to the grasped object and the object material, leading to difficulties in determining optimal grasping forces that avoid slip. In this paper, we propose a novel approach based on the interactive forces to allow a robotic hand to predict object slip before its occurrence. The approach only requires the robotic hand to have a short haptic surface exploration over the object surface before manipulating it. Then the frictional properties of the finger-object contact can be efficiently identified and the BF-ratio can be real time predicted to predict slip occurrence under dynamic grasping conditions. Using the predicted BF-ratio as a slip threshold is demonstrated to be more accurate than using the static/Coulomb friction coefficient. The presented approach has been experimentally evaluated on different object surfaces showing good performance in terms of prediction accuracy, robustness and computational efficiency.

Index Terms — break-away ratio, haptic surface exploration, slip prediction.

I. INTRODUCTION

The study of human grasping reveals that incipient slip is very important for stable and dexterous grasping of objects [1][2]. To enable robotic hands to perform as dexterous as human hands, the determination of the onset of slip between robotic fingers and grasped objects is essential [3], especially when grasping and manipulating fragile or slippery objects. Without slip information, optimal grasping forces cannot be appropriately determined and it is difficult to prevent unexpected slippage or object damage.

The ratio between the friction and normal forces at the onset of slip is referred to as break-away friction ratio (BF-ratio). This ratio is a property of the dynamic interactions between the fingers and objects. It is normally assumed constant in robotic grasping and approximated as the static friction coefficient. When the ratio between friction and normal forces is less than the static coefficient, grasping is considered stable; otherwise, slip occurs [4]. However, in practice, the BF-ratio is not constant. The variability of the BF-ratio depends on the acceleration rate, the rate of force applied on the object and the material the object is made from [5]. Humans seem to be subconsciously aware of this phenomenon; and studies on human grasping have shown that humans would adjust their lifting acceleration if incipient slip is perceived during manipulation [1]. This varying BF-ratio brings difficulties in determining a stable grasp [6] and applying optimal grasping forces, since an underestimated BF-ratio could increase the risk of slip; while an underestimated BF-ratio could result in an over-applied gripping force. In this paper, we propose a novel force-based approach to accurately predict the BF-ratio and slip for a given robotic grasping task. Our approach first employs a simple but efficient force-based surface exploration procedure by sliding a robotic fingertip over an unknown object surface with two short strokes (one at a low acceleration and the other at a higher acceleration) to identify the friction properties of the finger-object contact. Once the full set of friction coefficients of the LuGre model is established, the BF-ratio can be accurately predicted in real time, given the acceleration rate or force rate applied on the object. To the best knowledge of the authors, it is the first time that the full set of friction parameters of the LuGre model has been identified only through a simple haptic surface exploration and moreover to use these parameters for slip prediction during dynamic grasping.

The detection of slip has been always of interest for robotics research. A soft fingertip embedded with a micro-scale force/torque sensor was proposed in [7]. The incipient slip was determined when a local minimum in the normal force was observed. Another interesting attempt for detecting the incipient slip used vision to analyze the change of stick and slip regions of the contact interface under a transparent plate [8]. Inspired by the slip sensing mechanism of human fingers, several sensors constructed with distributed ridges and sensing elements have been proposed. The use of the strain difference between two adjacent strain gauges for the detection of the incipient of slip was described in [9]. In [10], the measured strain distribution inside a deformable elastic finger was used to estimate the friction coefficients of contact surfaces, and thus identify the threshold for slip prediction. A fibre optics based sensor with concentric circular ridges was presented in [11]. Incipient slip was monitored based on the change in light signals caused by partial deformation of ridges. However, this type of sensors is hard to fabricate and difficult to miniaturize.

One popular method for the detection of slip is based on the analysis of vibrations during slip occurrence. This method often uses the embedded strain gauges or accelerometers to
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perceive the subtle high frequency vibrations; an elastic skin dotted with nibs is used for enhancing signal vibration. The slip is detected based on either the direct analysis of the vibration amplitudes or the recognition of signal pattern in the frequency spectrum domain. Based on this concept, a number of slip sensors have been developed using different sensing principles, such as the center of pressure (CoP) tactile sensor made of conductive rubber [12, 13], the slip sensor composed of four layers of polyvinylidene fluoride (PVDF) film [14], sensors made of thick-film piezoelectric materials [15] and the fast piezo-resistive materials [16] as well as slip sensors equipped with accelerometers [17, 18].

Compared to the vibration-based (v-b) approaches, the proposed method provides the following advantages. First, the v-b approaches detects the onset of slip rather than predict slip before it occurs. Thus it requires high-speed data communication and processing to prevent gross slippage. In contrast, the proposed model-based approach is capable of predicting slip in advance, thus providing sufficient time for the slip avoidance control. Second, the proposed slip prediction method is based on the surface frictional parameters, thus it is robust against unexpected vibrations. On the other hand, using the v-b approaches is challenging to isolate slip occurrences from other sources of vibration, such as the change of external forces or hand chattering during operations. Furthermore, careful calibrations through repeated tests are often required with v-b approaches, since the vibration pattern of slip may change with different material surfaces. Applying the proposed method, the surface frictional parameters could be rapidly determined through a short surface exploration, thus simplifying the calibration procedures. In this study, experimental results obtained from different object surfaces are presented, indicating good accuracy, robustness and efficiency of the proposed approach. Also, the performances of different methods for frictional property identification are compared experimentally.

Estimating static coefficients of the LuGre model through force-based surface exploration for surface recognition has been presented in [19][20]. In this paper, we further extend our previous work to identify the full set of coefficients of the LuGre model and use these coefficients for BF-ratio and slip prediction. Part of this work has been presented in [21], however this paper provides more methods to identify the dynamic coefficients of the LuGre model and more thorough experimental evaluation and discussion of the proposed methods.

II. DYNAMIC MODELLING OF FRICTION

A. Dynamic LuGre Friction Model

To predict the BF-ratio between fingers and objects, it is necessary to consider the dynamic friction interactions between two surfaces in contact. Well-known dynamic friction models include the Dahl model [22], the bristles model [23], the LuGre model [5], and the Leuven model [24]. The LuGre model describes both the pre-sliding and sliding regimes with good accuracy and low computational complexity [5]. Thus, it is chosen for the BF-ratio prediction in our study.

The LuGre model assumes the asperities of two contacting surfaces as elastic bristles [5], as illustrated in Fig. I. Relative motion between the two surfaces will lead to the deflection of the bristles. The average displacement of the bristles, denoted as \( z \), is modeled by Equ. (1) [5]. Variable \( v \) is the relative velocity between the contacting surfaces. Function \( s(v) \) given by Equ. (2) describes the Stribeck effect. In Equ. (2), \( v_0 \) is the Stribeck velocity; \( \mu_c \) and \( \mu_s \) are Coulomb friction and static friction coefficients; and \( F_n \) is the interaction force in the contact normal direction.

\[
\dot{z} = v - \sigma_0 \frac{|v|}{s(v)} z
\]

\[
s(v) = F_n \left( \mu_c + (\mu_s - \mu_c)e^{-\frac{|v|^2}{s^2}} \right)
\]

The friction force \( F_s \) is generated from both the bending of the bristles and the viscous friction, as described in Equ. (3). Variable \( \sigma_0 \) and \( \sigma_1 \) are constant stiffness and damping coefficients respectively; \( \sigma_2 \) is the viscosity coefficient.

\[
F_s = \sigma_0 z + \sigma_1 \dot{z} + \sigma_2 F_n v
\]

If the sliding acceleration is low, the LuGre model can be simplified as [20]:

\[
F_s = F_n \operatorname{sgn}(v) \left[ \mu_c + (\mu_s - \mu_c)e^{-\frac{|v|^2}{s^2}} \right] + \sigma_2 F_n v
\]

Equation (4) is the quasi-static form of the LuGre model, only containing four coefficients, \( \mu_c, \mu_s, v_0 \) and \( \sigma_2 \).

Simulation results illustrate that different sliding accelerations result in different hysteresis loops, Fig. 1. It can be seen that for small accelerations, the means of friction forces obtained at increasing and decreasing velocities agree well with the quasi-static LuGre model (red curve in Fig. 1 (b)). Thus, the friction-velocity curve at low sliding accelerations can be approximated by the quasi-static form of the LuGre model, Equ. (4) [20]; and this will be utilized here for estimating \( \mu_c, \mu_s, v_0 \) and \( \sigma_2 \).

B. Varying Break-Away Friction Ratio

The simulation results in Fig. 2 demonstrate that the acceleration and force rates affect the break-away friction ratio (BF-ratio). Figure 2 illustrates two cases: in the first case (Fig. 2 (a)), the robotic hand lifts the object with an acceleration rate of \( a_l \). Let \( a_l \) denote the sliding acceleration...
of the object with respect to fingers, \( m \) be the mass of the object, and \( F_n \) be the total friction force. Applying Newton’s second law yields \( a_{\text{grasp}} = \frac{F - \mu m g}{m} \). For the second case, an external force is applied on the object with a drag force rate of \( \dot{F} \), thus: \( a_{\text{drag}} = \frac{\dot{F} - \mu m g}{m} \). The second case is equivalent to the first case. For both cases, the gripping force \( F_s \) (the normal force) remains constant. In the simulations, various \( a \) and \( \dot{F} \) values are input to the LuGre model (Eqns. (1)-(3)) with coefficients listed in Table I.
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Figure 2. (a) Varying BF-ratios are obtained at different acceleration rates; (b) varying BF-ratios are obtained at different drag force rates.
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Figure 3 is an instance of Fig. 2 (a), obtained at acceleration rate \( a = 3 \text{m/s}^3 \). It is seen from Fig. 3 that the break-away force is determined when a sharp increase in the sliding velocity can be observed, Fig 3 (b). The break-away friction ratio (BF-ratio) is the ratio between the break-away force and the grasping force.
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Fig 3. The object starts to slip after the friction ratio reaches the BF-ratio. Figures (a) and (b) are obtained at an acceleration rate of 3\text{m/s}^3. (a) Friction ratio against sliding velocity; (b) friction ratio and sliding velocity against time respectively.

In Fig. 2, we notice that the increase of the acceleration rate or the drag force rate leads to a decrease of the break-away friction force, i.e. decrease of the BF-ratio (a similar observation is reported in [5]). This indicates that the grasped object becomes prone to slip as the acceleration rate or the drag force rate increases, given a constant grasping force. For simulated cases, it is found that the BF-ratio varies considerably with two-fold differences over the tested range. This simulation implies that the BF-ratio is not constant and needs to be accurately predicted in order to determine optimal grasping forces and, in turn, to prevent slip.

### TABLE I. PARAMETERS USED IN SIMULATIONS.

<table>
<thead>
<tr>
<th>Value</th>
<th>( \sigma_0 )</th>
<th>( T_0 )</th>
<th>( \mu_s )</th>
<th>( \mu_c )</th>
<th>( \nu_0 )</th>
<th>( c_0 )</th>
<th>( F_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit</td>
<td>N/mm</td>
<td>Ns/mm</td>
<td>s/mm</td>
<td>mm</td>
<td>s/mm</td>
<td>kg</td>
<td>N</td>
</tr>
<tr>
<td>( \sigma_0 )</td>
<td>0.009</td>
<td>4\times10^{-4}</td>
<td>0.3</td>
<td>0.15</td>
<td>1</td>
<td>0.2</td>
<td>20</td>
</tr>
</tbody>
</table>
not require prior knowledge of the system, such as the rotational inertia or mass required in [25]; (2) it can identify the model parameters by only using readily measurable variables such as sliding velocity and contact forces; (3) it is easy to implement by conducting simple procedures (two strokes over object surface) rather than requiring complex implementation conditions such as stick-slip motion, thus very applicable on robotic hands; and (4) it is computationally efficiency and robust.

It is assumed that the friction properties are identical across the object surface. To estimate the parameters of the LuGre model, a robotic finger slides over the object surface with two short strokes, one with a low acceleration and one with a higher acceleration. The parameters $\mu_i, \mu_k, v_0, \sigma_2$ (Eq. (4)) are estimated during low acceleration sliding, while parameters $\sigma_0$ and $\sigma_1$ (Eqs. (1) and (3)) are estimated during higher acceleration sliding. Strokes with acceleration less than 3mm/s² are treated as low acceleration motion while those higher than 5mm/s² are treated as high acceleration motion. The thresholds of 3mm/s² and 5mm/s² are empirically determined. A higher acceleration sliding can create a wide hysteresis friction-velocity loop (Fig. 1) for identifying $\sigma_0$ and $\sigma_1$. A low acceleration sliding will not have such a wide loop (Fig. 1) but friction forces during velocity increasing and decreasing can be averaged to identify $\mu_i, \mu_k, v_0, \sigma_2$. The algorithm for estimating the BF-ratio is given below.

**Step 1: Quasi-Static LuGre Model Coefficient Estimation**

A robotic fingertip is driven to slide over the object surface with the rubbing velocity first increasing and then decreasing at a low acceleration ($\leq$3mm/s²). After the stroke, the friction force-velocity curves obtained during increasing and decreasing velocities are averaged to estimate the coefficients $\mu_i, \mu_k, v_0, \sigma_2$ of the quasi-static LuGre model using the generalized Newton-Raphson (GNR) method. During a stroke, a sequence of the interaction forces and sliding velocities are acquired. Let $m$ denotes the total number of data points. We define an error function vector $S=[S_1, S_2, \ldots, S_m]^T$ in which the $ith$ element is the error function $S_i$ defined as (derived from Eqn. (4)):

$$S_i(v, F, f, r, P) = \mu_0 + (\mu_1 - \mu_0)e^{-\frac{v^2}{v_0^2}} + \sigma_2v - \frac{F_0}{F_0}$$

where $P=[P_1 \ldots P_i]^T=[\mu_i, \mu_k, v_0, \sigma_2]^T$ is the parameter vector to be identified; the sliding velocity, $v$, the friction and normal forces, $F_i$ and $F_0$, are measured at data point $i$. By minimizing the error function vector $S$, parameter vector $P$ can be iteratively estimated as:

$$P_{0+1} = P_k - J_k^T S_k$$

where $\kappa$ denotes the iteration step, $J_k$ is the pseudo inverse matrix of $J_k=\frac{\partial S_k}{\partial P}$ and $J_k \in \mathbb{R}^{m \times 4}$. The i-j entry of $J_k$ is $\frac{\partial S_k}{\partial P_j}$ where $j=[1 \ldots 4]$.

**Step 2: Dynamic LuGre Model Coefficient Estimation**

The second step of the estimation process is to drive the robotic fingertip so that it slides over the object surface with firstly an increasing velocity and then a decreasing velocity at a higher acceleration (e.g. $\geq 5$mm/s²) to estimate $\sigma_0$ and $\sigma_1$.

Let $h(v) = \frac{\int^v \sigma_i(v') dv'}{s(v)}$ where $s(v)$ is defined in Equ. (2). Then the dynamic LuGre model can be represented as:

$$\begin{cases}
\dot{\sigma}_0 = 0 \\
\dot{\sigma}_1 = 0 \\
\dot{z} = v - \sigma_0 h(v)z \\
\dot{\mu} = \frac{\sigma_0}{\mu_0} z + \frac{\sigma_1}{\mu_0} z^2 + \sigma_2 v = \frac{\sigma_0}{\mu_0} (\sigma_0 - \sigma_0 \sigma_1 h(v)) + \frac{\sigma_1}{\mu_0} z + \sigma_2 v
\end{cases}$$

where $\mu = F_i / F_0$ is the friction ratio. In this model, parameters $\sigma_0, \sigma_1$ and $z$ are unknown and difficult to measure. Applying a nonlinear observer or an extended Kalman filter (EKF) to estimate the unknown parameters is a possible. However, these techniques work only if the system is observable. For the continuous nonlinear dynamic system, Equs.(6)-(9), let vector $G$ denote the derivatives of $\mu$ (Equ. (9)) with respect to time:

$$G = \begin{bmatrix} \mu \\ \dot{\mu} \end{bmatrix} = \begin{bmatrix} \frac{1}{F_0} \sigma_0 h(v) (1 - \sigma_1 h(v)) + \frac{\sigma_1}{\mu_0} (1 + \sigma_2 v) \\
\frac{1}{F_0} \sigma_0 (v - \sigma_0 h(v)) (1 - \sigma_1 h(v)) - \frac{1}{F_0} h(v) \sigma_0^2 (v - \sigma_0 h(v)) (1 - \sigma_1 h(v)) \end{bmatrix}$$

Define matrix $dG$ as the partial derivatives of vector $G$ with respect to variable $x=[\sigma_0, \sigma_1, z]^T$, $dG = \frac{\partial G}{\partial x}(i, j=1,2,3)$. $dG$ is referred as to the observability matrix of the system [33].

$$dG = \begin{bmatrix} z(1 - \sigma_1 h(v)) & (v - \sigma_0 h(v)) & \sigma_0^2 (1 - \sigma_1 h(v)) \\
(1 - \sigma_1 h(v)) & (v - \sigma_0 h(v)) & \sigma_0 h(v)(1 - \sigma_1 h(v)) \\
\sigma_0 h(v)(1 - \sigma_1 h(v)) & (v - \sigma_0 h(v)) & \sigma_0^2 (1 - \sigma_1 h(v)) \end{bmatrix}$$

According to [33], only if the rank of the observability matrix of a system is equal to the number of parameters which need to be identified, the system is deemed to be locally observable for every measurement. In our case, three parameters $\sigma_0, \sigma_1, z$ need to be identified. Hence, only if matrix $dG$ has full rank, i.e. rank = 3, the system is observable [33]. However, it can be found from Equ. (10) that the rank of matrix $dG$ is 2, thus the system is unobservable. With given measurements, only two parameters can be estimated. In [5], it has been stated that for many cases, it is valid to assume that the relationship between stiffness coefficient $\sigma_0$ and damping coefficient $\sigma_1$ is given by $\sigma_1=\sqrt{\sigma_0}$, which indicates the system is critically damped. Thus, the parameters to be estimated can be reduced to two, i.e. $\sigma_0$ and $z$. Substituting the relationship $\sigma_1=\sqrt{\sigma_0}$ into Equs. (6)-(9), the system becomes observable, with:

$$dG' = \begin{bmatrix} \frac{1}{F_0} (v - 1.5 \sigma_0^2 h(v)) & \frac{1}{F_0} \sigma_0^2 \frac{h(v)}{F_0} & \frac{1}{F_0} (1 - \sigma_0^2 h(v)) \\
\frac{1}{F_0} (v - 1.5 \sigma_0^2 h(v)) & 2 \sigma_0 h(v) + 2.5 \sigma_0^2 h(v)^2 & \frac{1}{F_0} (1 - \sigma_0^2 h(v)) \\
\frac{1}{F_0} v & 2 \sigma_0 h(v) + 2.5 \sigma_0^2 h(v)^2 & \frac{1}{F_0} (1 - \sigma_0^2 h(v)) \end{bmatrix}$$

Examining the matrix $dG'$, the condition, $\dot{z} = v - \sigma_0 h(v) = 0$, needs to be satisfied to guarantee the system is observable (if $\dot{z}=0$, then matrix $dG'$ will be singular). Thus estimating coefficients $\sigma_0$ and $z$ requires a dynamic sliding
operation where the deflection of bristles, \( z \), has significant variations. Small variations in \( z \) may lead to poor observability of the system. Therefore, the robotic fingertip needs to slide over the object surface with an acceleration greater than 5mm/s\(^2\) (this value is obtained based on our experimental observation).

\[ \text{Extended Kalman Filter based Estimation} \]

Let the estimated vector be \( \mathbf{x} = [\sigma_0, z]^{T} \). Then the discrete nonlinear process model is:

\[ \mathbf{x}(k) = f(\mathbf{x}(k-1)) + \mathbf{w}(k-1) \]

\[ = \begin{bmatrix} \sigma_0(k-1) \\ w(k-1) \end{bmatrix} \]

+ \begin{bmatrix} (v(k-1) - \sigma_0(k-1)h(v(k-1))z(k-1)T + z(k-1) \end{bmatrix}

\[ \mathbf{w}(k-1) \]

where \( \mathbf{w}(k-1) \sim \mathcal{N}(0, \mathbf{Q}(k-1)) \), and \( T \) is the time interval between adjacent steps. Let \( y = \mathbf{h} \). The measurement model is thus:

\[ y(k) = \mathbf{h}(\mathbf{x}(k)) + \mathbf{v}(k) \]

\[ \mathbf{v}(k) \sim \mathcal{N}(0, \mathbf{R}) \]

where \( \mathbf{v}(k) \sim \mathcal{N}(0, \mathbf{R}) \). Let \( \Phi \) be the process sensitivity matrix obtained by linearising function \( f(x) \):

\[ \Phi(k-1) = \frac{\partial f}{\partial \mathbf{x}} \bigg|_{x = \mathbf{x}^{-}(k-1)} \]

\[ = \begin{bmatrix} -h(v(k-1))z^{-}(k-1)T & -1 - \delta_{0}(k-1)h(v(k-1)) \end{bmatrix} \]

and \( \mathbf{R} \) be the measurement sensitivity matrix obtained by linearising measurement function \( \mathbf{r}(\mathbf{x}) \):

\[ \mathbf{R}(k) = \frac{\partial \mathbf{r}}{\partial \mathbf{x}} \bigg|_{x = \mathbf{x}^{-}(k)} \]

\[ = \begin{bmatrix} \frac{1}{\mathbf{F}_0(k)} \begin{bmatrix} -h(v(k)) - 1.5\delta_0 \mathbf{z}(v(k)) \end{bmatrix} + v(k)(0.5\delta_0 - 1) \end{bmatrix} \]

The unknown parameter vector, \( \mathbf{x} \), can be estimated using standard extended Kalman filter equations [34]:

\[ \hat{\mathbf{x}}^{+}(k) = \hat{\mathbf{x}}^{-}(k) + \mathbf{P}^{-}(k) \mathbf{R}(k)^{-1} \mathbf{y}(k) \]

where \( \hat{\mathbf{x}}^{+}(k) \) is the Kalman gain which is updated at each step, \( \mathbf{K}(k) = \mathbf{P}^{-}(k) \mathbf{R}(k)^{-1} \mathbf{R}(k) \mathbf{P}^{-}(k) + \mathbf{I} \) is the priori error covariance matrix obtained from:

\[ \mathbf{P}^{-}(k) = \Phi(k-1) \mathbf{P}^{+}(k-1) \Phi(k-1)^{T} + \mathbf{Q}(k-1) \]

and posterior error covariance matrix \( \mathbf{P}^{+} \) is updated after attaining \( \mathbf{K}(k) \) as:

\[ \mathbf{P}^{+}(k) = [\mathbf{I} - \mathbf{K}(k) \mathbf{R}(k)] \mathbf{P}^{-}(k) \]

With appropriate initial conditions and noise statistics knowledge, the unknown parameters can be estimated using the extended Kalman filter. However, when implementing the EKF, it is noted that, first, noise statistics knowledge (including process noise and measurement noise) is not easily obtained in practical situations; second, an initial guess that is far off from the final solution may affect the convergence speed or sometimes even result in divergence. In addition, due to bristle displacement \( z \) being in the order of micrometers, sliding velocity \( v \) being in the order of millimeters/second and sampling time \( T \) being in the order of milliseconds, elements in the process sensitivity matrix \( \Phi \), \( \Phi(2,1) = h(v)T \) is close to zero and \( \Phi(2,2) = 1 - \sigma_0 h(v)T \) is close to one. Thus, matrix \( \Phi \) is very close to an identity matrix and observability matrix \( [\mathbf{R}, \mathbf{R}\Phi] \) for the discrete model is nearly singular, indicating poor observability of the system. To improve this, some variables in the model can be rescaled to new units [34]. The units for bristle displacement and sliding velocity can be changed from ‘m’ to ‘mm’ and from ‘m/s’ to ‘mm/s’ respectively. The sampling time can also be increased to improve the poor observability of the system; however, large sampling times will lose dynamic information of friction and sliding velocities. The performance of the extended Kalman filter is evaluated in Sections V and VI.

\[ \text{Levenberg-Marquardt Method based Estimation} \]

The extended Kalman filter estimates unknown states using differential equations of unknown states and sequential measurements. The estimated states are updated at each step to converge to a stable solution. In every step, only measurements at current step are used updating estimated states. Therefore, poor observability of the system at any step may lead to failure of state estimation. By contrast, a nonlinear least-square method is a global curve fitting tool, which uses measurements acquired at different time steps to estimate unknown parameters in an iterative way. In our study, we also propose a nonlinear Levenberg-Marquardt (LM) based method for estimating parameters \( \sigma_0 \) and \( \sigma_1 \). In order to apply the LM method, Equus. (6)-(9) are transformed into arithmetic equations. Defining the sampling time \( T \), the discrete bristle displacement at time steps \( k \) and \( k-1 \) are linked by (refer to Equ. (8)):

\[ z(k) = [1 - \sigma_0 h(v(k-1))T]z(k-1) + v(k-1)T \]

Thus, denoting \( z_0 \) as the initial bristle displacement, the bristle displacement at each step \( z(k) \) can be expressed as:

\[ z(k) = v(k-1)T + z_0 \sum_{j=0}^{k-1} [1 - \sigma_0 h(v(j))T] + \sum_{j=0}^{k} v(j)T] \sum_{m=j+1}^{k} (1 - \sigma_0 h(v(m))T] \]

Consequently, the bristle displacement at each time step \( z(k) \) becomes a function of the initial displacement \( z_0 \). Thus, instead of estimating \( z(k) \) for each step like the EKF does, it only needs to estimate the initial displacement \( z_0 \). Let \( z(k) = \mathbf{y}(\sigma_0, z_0, k) \) (Equ. (11)), then Equ. (9) can be rewritten as:

\[ \mu(k) = \frac{1}{\mathbf{F}_0(k)} [\sigma_0 - \sigma_0 h(v(k))T] \mathbf{y}(\sigma_0, z_0, k) \]

\[ + \left( \frac{\alpha_0}{\mathbf{F}_0(k)} + \sigma_0 \right) v(k) \]

Define \( x = [\sigma_0, \sigma_1, z_0]^T \) as the parameter vector to be estimated. Using sequential measurements of friction force, normal force and sliding velocities during a dynamic stroke, we can obtain a set of Equ. (12), i.e. \( \mathbf{y}(\mu(1), \mu(2), \ldots, \mu(n))^T \). Define the Chi-squared error function as [35]:

\[ \chi^2 = \frac{1}{2} \sum_{i=1}^{n} [\mu(i) - \hat{\mu}(i)]^2 = \frac{1}{2} (\mathbf{\Omega} - \hat{\mathbf{\Omega}})^T (\mathbf{\Omega} - \hat{\mathbf{\Omega}}) \]

where \( \hat{\mathbf{\Omega}} \) is the estimate of \( \mathbf{\Omega} \). Estimating parameter vector \( x \) is thus the problem of minimising \( \chi^2 \). Applying the LM method, parameter vector \( x \) can be iteratively estimated using the following rule:
\[ x_k = x_{k-1} + [J^\top + \lambda \text{diag}(J^\top)]^{-1}J^\top (\Omega - \hat{\Omega}) \]  
where \( J = \frac{\partial \Omega}{\partial \xi} \) is the Jacobian matrix, which can be approximated using backwards differences. When the current estimate is far from its real value, the LM updating uses a large \( \lambda \) (leading to gradient descent update); when the current estimate gets close to its real value, then the value of \( \lambda \) is adaptively reduced (leading to Gauss-Newton update) [35].

It is noted that it is also possible to apply the LM method to simultaneously estimate all six coefficients of the LuGre model. Define estimated vector as \( \hat{x} = [\hat{x}_0, \sigma_1, \mu_0, \mu_e, \nu_2, \omega_2]^\top \) and substitute \( h(\hat{x}) \):

\[ h(\hat{x}(k)) = [\hat{x}(k)] \left[ F_r(k) \left( \mu_e + (\mu_e - \mu_e) e^{-\frac{\hat{x}(k)^2}{\nu_2^2}} \right) \right]^{-1} \]

into Equations (11) and (12). Parameter vector \( x \) can then be estimated by using Equations (13)-(14). However, it will be demonstrated in Section V that estimating all coefficients together is prone to errors and computationally expensive.

**Step 3: Break-Away Friction Ratio Estimation**

With all the identified model coefficients, the BF-ratio can be predicted by using the following proposed algorithm given the acceleration rate or force rate applied on the grasped object. In practice, the acceleration and its rate can be obtained from accelerometers mounted on the robotic fingers. The external force and its rate can be inferred from the contacting forces between the object and fingers (which can be measured by force/tactile sensors integrated on the robotic fingers) and the object gravity, since the resultant force is zero before object slip. Both cases share the same principle, thus in our experimental study, we only evaluate the latter case.

As shown in Figure 4, an external drag force \( F \) is applied on an object, which is grasped by two fingers. \( F_s \) is the grasping force, \( F_i \) is the actual friction force between the finger and the object, and \( G \) is the gravity of the grasped object.

![Fig 4. An object is grasped by two fingers while a drag force \( F \) is applied to the object. \( F_s \) is the grasping force, \( F_i \) is the actual friction force between the finger and the object, and \( G \) is the gravity of the grasped object.](image)

As shown in Fig. 4, an external drag force \( F \) is applied on an object, which is grasped by two fingers. \( F_s \) is the grasping force, \( F_i \) is the friction force between each finger and the object, assuming friction forces on the two fingers are identical. Before the object slips, the relationship \( F_i = \frac{1}{2} (F + G) \) holds. Hence, the measurement of \( F_i \) can be used to obtain \( F \).

Define \( \mu_e = \frac{F_s + G}{2F_s} = \frac{F_i}{F_s} \) as the applied drag ratio, \( \rho \) as the rate of applied drag ratio, \( \rho = \dot{\mu}_e \). To predict when slip will occur, the BF-ratio is predicted for every new measurement of \( \mu_e \) and compared to the actual friction ratio. If the actual friction ratio reaches the predicted BF-ratio, then slip is considered to occur. For instance, at time \( t_0 \), the applied drag ratio is \( \mu_e(t_0) \) with the rate of \( \rho(t_0) = \dot{\mu}_e(t_0) \). To predict the BF-ratio under this given \( \rho(t_0) \), in the predictor the drag ratio \( \mu_e \) is assumed to change linearly with the rate \( \rho(t_0) \), thus having:

\[ \dot{x}_1 = \rho \]

\[ \dot{x}_2 = \frac{2F_s}{m} \left[ x_1 - \frac{1}{F_s} \left( \sigma_0 x_3 + \sigma_1 x_2 - \sigma_2 x_2 \right) \right] - \sigma_0 x_2 x_3 \]

\[ \dot{x}_3 = x_2 - \frac{F_s}{m} \left[ \frac{x_2 x_3}{\mu_e + (\mu_e - \mu_e)e^{-\frac{x_2^2}{\nu_2^2}}} \right] \]

Equations (18)-(20) can be simulated by the Runge-Kutta forth-fifth order method, using the LuGre model coefficients identified from steps 1 and 2. The predicted friction ratio is determined as the predicted BF-ratio once the sliding velocity \( x_1 \) is detected experiencing a sharp increase. Once the BF-ratio prediction for time \( t_0 \) is completed, the predictor will take a new measurement of \( \mu_e \) and carry out a new prediction process as described above.

The parameters used for implementing the Runge-Kutta forth-fifth order solver (ode45) for the BF-ratio prediction are listed in Table II. Remaining parameters, such as the maximum, minimum and initial step sizes, which are also needed for implementing the solver use the default values in MATLAB and thus are not given. It is noted that although the predefined end time \( t_f \) is given 50 as seen in Table II, the time of prediction process varies with the rate of the drag ratio and in fact it usually needs far less than \( t_f \). This is because the termination of the prediction process only depends on the time the BF-ratio taken to be determined.

### IV. Force-Sensing Fingertip for Break-Away Friction Ratio Estimation

To estimate the BF-ratio, the robotic fingers need to be capable of robustly measuring friction and normal forces, which are required inputs for the proposed approach.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>start time ( t_L )</td>
<td>0</td>
</tr>
<tr>
<td>end time ( t_f )</td>
<td>50</td>
</tr>
<tr>
<td>initial values of ( [x_1, x_2, x_3] )</td>
<td>( \epsilon, 0, 0 )</td>
</tr>
<tr>
<td>absolute tolerance</td>
<td>10 ( \epsilon )</td>
</tr>
<tr>
<td>relative tolerance</td>
<td>10 ( \epsilon )</td>
</tr>
</tbody>
</table>

\( \epsilon \) is the gravity of the object and \( F_s \) is the initial grasping force.
Fingertips having such functions have been designed in the study. The created fingertips are easy to implement and provide accurate measurements of contact location and contact normals regardless of the fingertip orientation and object surface curvature within 1.2 ms (833 Hz). Each fingertip has a hemispherical shape and is equipped with a 6-Dof force/torque sensor, Fig. 5. Rigid, single contact and no local moment are assumed. Force vector $F=[F_x, F_y, F_z]^T$ is applied at a contact location $p = [x, y, z]^T$, Fig. 5. The relationship between force and torque components are described by functions $h_i = 0$ ($i = 1, 2, 3$) where $h_i$ are:

$$
\begin{bmatrix}
h_1 \\
h_2 \\
h_3 \end{bmatrix} = \begin{bmatrix}
0 & F_x & -F_y \\
-F_x & 0 & F_z \\
F_y & -F_z & 0 \end{bmatrix} \begin{bmatrix}
x \\
y \\
z \end{bmatrix} - \begin{bmatrix}
M_x \\
M_y \\
M_z \end{bmatrix}, \quad (21)
$$

Solving only Eq. (21)=0 cannot compute the contact location. The equation representing the geometry of the fingertip is needed. In this study, we focus the sensing area on the hemispherical surface. The hemispherical fingertip can be represented by:

$$h_s = \frac{1}{2}(x^2 + y^2 + (z - c)^2) - 1 = 0 \quad (z \geq c) \quad (22)$$

where $r$ is the radius of the sphere, $c$ is the distance from the top surface of the 6-Dof F/T sensor to the geometrical centre of the hemisphere in z axis (see Fig. 5 (a)). For extending the sensing area from the hemispherical surface to also the cylindrical surface where $0 < z < c$, the equation for representing the cylindrical surface needs to be used together with Eq. (22) to describe the geometry of the whole sensing area [36]. Define a vector function $h = [h_1, h_2, h_3, h_4]^T$, and the Jacobian matrix of vector $h$ is:

$$
\begin{bmatrix}
h_1 \\
h_2 \\
h_3 \\
h_4 
\end{bmatrix} = \begin{bmatrix}
\frac{\partial h_1}{\partial x} & \frac{\partial h_1}{\partial y} & \frac{\partial h_1}{\partial z} \\
\frac{\partial h_2}{\partial x} & \frac{\partial h_2}{\partial y} & \frac{\partial h_2}{\partial z} \\
\frac{\partial h_3}{\partial x} & \frac{\partial h_3}{\partial y} & \frac{\partial h_3}{\partial z} \\
\frac{\partial h_4}{\partial x} & \frac{\partial h_4}{\partial y} & \frac{\partial h_4}{\partial z} 
\end{bmatrix} \begin{bmatrix}
x_0 \\
y_0 \\
z_0 
\end{bmatrix},
$$

where $Q = \begin{bmatrix} \frac{\partial h_1}{\partial x} & \frac{\partial h_1}{\partial y} & \frac{\partial h_1}{\partial z} \\
\frac{\partial h_2}{\partial x} & \frac{\partial h_2}{\partial y} & \frac{\partial h_2}{\partial z} \\
\frac{\partial h_3}{\partial x} & \frac{\partial h_3}{\partial y} & \frac{\partial h_3}{\partial z} \\
\frac{\partial h_4}{\partial x} & \frac{\partial h_4}{\partial y} & \frac{\partial h_4}{\partial z} 
\end{bmatrix}$ and applied force $F = Q^T \begin{bmatrix} F_x \\
F_y \\
F_z 
\end{bmatrix}$.

V. EXPERIMENTAL PROCEDURE AND RESULTS

A. Experimental Setup and Procedure

To evaluate the proposed approach, a test platform consisting of a three-fingered robotic hand (BHS-series BarrettHand™), 6-DofS robot arm (RV-6SL, Mitsubishi™), force-torque sensors and a DC motor is used, Fig. 6. Each robotic finger has a hemispherical tip (18mm in diameter and made from ABS plastic) and is instrumented with an ATI-Nano17 6-axis force/torque sensor. The sensor has a resolution of 0.003N and the sampling rate is set to 50Hz. The sliding velocity of the finger is measured by the built-in encoders of the robot arm. Three different types of finger-object interactions are tested:

1. plastic fingertip – object with rubber tape surface;
2. plastic fingertip covered by rubber tape – object with glass surface;
3. plastic fingertip – object with wood surface.

The test procedure is: (1) slide a fingertip over the object surface with one stroke of a few centimeters length, Fig. 6 (a). Within the stroke, the sliding velocity is increased and then decreased with an acceleration less than 3mm/s² to estimate coefficients $\mu_s$, $\mu_v$, $\alpha_2$, following the approach given in Section III, Step 1. (2) Then the fingertip is navigated to slide over the surface at an acceleration higher than 5mm/s² (and practically ≤10mm/s² due to the constraint of sensor sampling rates) with a velocity profile that is increasing first and then decreasing to create a hysteresis loop of friction force (Fig. 1). The friction ratios obtained from this stroke are used for estimating coefficients $\alpha_0$ and $\alpha_1$ by implementing the algorithm presented in Section III, Step 2. (3) The BF-ratio estimation algorithm is evaluated using the platform shown in Fig. 6 (b). The object is grasped by two fingers and an ATI-Mini40 F/T sensor is assembled on the object. A rubber band is connected to the Mini40 sensor and the DC motor (max. load: 5 volts).

![Fig 5](image_url)

Fig 5. (a) Force $F$ is applied at the contact location $p$; (b) Normal force and friction force can be computed based on the contact location.

A gradient descent optimisation algorithm is used to compute the contact location $p$ [36]. The contact location is iteratively updated using:

$$p_{k+1} = p_k - \xi \nabla h^T h$$

where $\xi$ denotes the step size. The value of $\xi$ is a trade off between algorithm accuracy and computational cost. A large value may lead to non-convergence while a small value may increase the computational time.

Based on the estimated contact location, the friction and normal forces are readily obtained. Define $Q = \nabla h^T(p)$ as the contact normal, Fig. 5 (b). For a given contact location $p_0 = [x_0, y_0, z_0]^T$, the friction force and normal force are:

$$F_t = F - Q \frac{\partial F}{\partial p} \text{ and } F_n = Q \frac{\partial F}{\partial p}$$

During experiments, the DC motor is driven to gradually tighten the rubber band until the object slips from the fingers. With different voltages applied on the DC motor, the rate of
the drag force can be changed. By making use of the damping property of the rubber band, the range of generated rates of the drag forces can be extended, compared to that using a stiff rope. The applied rate of the drag force is measured using the ATI-Mini40 F/T sensor in experiments. The BF-ratio is estimated using the algorithm given in Section III, Step 3.

B. Experimental Results

B.1 Results of Interaction (i): Plastic-Rubber Tape

B.1.1 Quasi-Static Coefficients \((\mu_0, \mu_1, v_0, \sigma_2)\) Estimation

In this test, the object is rigid and covered by a rubber tape while the fingertip is plastic. To conduct a stroke over the object surface, the sliding acceleration, e.g. 2mm/s² in this case, and the traveling distance of the fingertip, e.g. 15mm in this case, are used as inputs to the system. Based on our experimental experience, the optimal maximum velocity for the fingertip to achieve is between 5mm/s and 15mm/s (e.g. 8.2mm/s in this case, Fig. 7). The larger the maximum velocity is, the longer distance the fingertip has to travel; however an over small maximum velocity may not guarantee sufficient friction-velocity information for the model parameter identification. Thus, the optimal range of the maximum velocity needs taken into account when we set the sliding acceleration and traveling distance to conduct strokes. The friction ratios (i.e. \(F_F/F_S\)) measured at different velocities are used to estimate coefficients \(\mu_0, \mu_1, v_0, \sigma_2\). Applying the GNR-based algorithm gives estimates of coefficients \((\hat{\mu}_0, \hat{\mu}_1, \hat{v}_0, \hat{\sigma}_2)\)\(=(0.36, 0.13, 1.66\text{mm/s}, -0.002\text{mm/s/mm})\). It can be seen from Fig. 7 that the identified parameters provide an accurate fitting for the measured friction ratios, with an overall RMSE of 0.003.

**Fig. 7.** Friction ratios computed using estimated coefficients \(\hat{\mu}_0, \hat{\mu}_1, \hat{v}_0, \hat{\sigma}_2\) are compared to measured ones.

B.1.2 Dynamic Coefficients \((\sigma_0, \sigma_1)\) Estimation

In the second step, the fingertip slides over the object surface at an acceleration of 10mm/s². This stroke creates varying bristle displacements and can be used to estimate coefficients \(\sigma_0, \sigma_1\) using the EKF.

Results obtained from the EKF

As presented in Section III, to estimate coefficients \(\sigma_0, \sigma_1\) using the EKF, the change of bristle displacement \(\dot{z} \neq 0\) is required; otherwise, \(\sigma_0, \sigma_1\) are unobservable. However, within the stroke which generates a friction-velocity hysteresis loop (as shown in Fig. 12), the situation of \(\dot{z} = 0\) may exist. Hence, it is needed to select appropriate data from the stroke that the condition of \(\dot{z} \neq 0\) is satisfied, for identifying \(\sigma_0\) and \(\sigma_1\). To achieve this, we can use the estimated parameters \(\mu_0, \mu_1, v_0, \sigma_2\) and acquired interaction forces to give a rough approximation of the values of \(\dot{z}\) before implementing the EKF. The \(\dot{z}\) can be “guessed” using Equ. (8), i.e. \(\dot{z} = v - \sigma_0 h(v) z\) by substituting estimated parameters and forces into Equ. (8). However, coefficient \(\sigma_0\) and initial bristle displacement \(z(0)\) are still unknown. Thus, various values of \(\sigma_0\) and \(z(0)\) and various combinations of them have been tried. For instance, \(\sigma_0\) values used includes 2N/mm, 4N/mm, 6N/mm, 8N/mm, 10N/mm, while tried \(z(0)\) includes 0mm, 0.2mm, 0.4mm, 0.6mm and 0.8mm (The values are within a reasonable range for corresponding variables). The tried values are not expected to cover the actual values of \(\sigma_0\) and \(z(0)\) but to give an indication of which data in this stroke may satisfy the condition of \(\dot{z} \neq 0\).

**Fig. 8.** The change of bristle displacement \(\dot{z}\) is “guessed” under various combinations of \(\sigma_0\) and \(z(0)\). It can be observed from Fig. 8 that the data segments highlighted using black dotted windows satisfy the condition of \(\dot{z} \neq 0\). In particular, roughly from 1.8s to 2s (during which sliding velocity decreases from 3.6mm/s to 0mm/s), the condition of \(\dot{z} \neq 0\) is met for all tried situations. Therefore, the data in this duration are selected for \(\sigma_0\) and \(\sigma_1\) estimation. In addition, it is noted that the relationship \(\sigma_1 = v_0 \sigma_0\) can be used when the units of the sliding velocity and the bristle displacement are in ‘mm’ and ‘mm/s’; however one needs to use \(\sigma_1 = \frac{\sqrt{1000s_0}}{1000} = 0.0316/\sqrt{s_0}\) if their units are changed to ‘mm’ and ‘mm/s’. In our study, we use \(\sigma_1 = 0.0316/\sqrt{s_0}\).

**Fig. 9.** Estimated coefficient \(\sigma_0\) and bristle displacement \(z\) using EKF.

**Fig. 10.** Diagonal entries of the error covariance \(P(1,1)\) and \(P(2,2)\).

For implementing the EKF, the process and measurement noise covariance are experimentally set to diag\((10^2, 10^3)\) and \(10^3\) respectively. Initial values of \(\sigma_0 = 3.2\) and \(z_0 = 0.3\) and error
covariance matrix $P_0 = \text{diag}(4, 0.005)$ are used. The estimated friction ratio rapidly converges to the measured data in the first few steps and remains in good agreement with the measurements afterwards. It is seen from Fig. 9 that estimated $\sigma_0$ quickly converges to 5.4 after a few steps and the estimated bristle displacement $z$ keeps increasing in this duration. It is also observed from Fig. 10 that the diagonal entries of the error covariance $P(1,1)$ and $P(2,2)$ are always positive during estimation and tend to zero with increasing steps, indicating good convergence of the EKF estimation.

- **Results obtained from the LM based method**

The Levenberg-Marquardt (LM) method does not assume a fixed relationship between $\sigma_0$ and $\sigma_1$. It can estimate $\sigma_0$ and $\sigma_1$ independently and simultaneously using the data of a complete friction-velocity loop (Fig. 12). It does not require that all the data used meet $z \neq 0$ condition. Estimated results obtained using the LM-based method are given in Fig. 11. It can be seen that the estimation quickly converges within seven iterations. It is also found from Fig. 11 that the Chi-squared error decreases with each iteration and parameter $i$ which controls the step size of each iteration is adapted in this duration. It is also observed from Fig. 10 that the diagonal entries of the covariance matrix $\sigma_0$ keep increasing in this duration. It is

<table>
<thead>
<tr>
<th>Method</th>
<th>$\sigma_0$</th>
<th>$\sigma_1$</th>
<th>$v_0$</th>
<th>$v_1$</th>
<th>$\delta_0$</th>
<th>$\delta_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNR-6</td>
<td>0.36</td>
<td>0.13</td>
<td>1.6</td>
<td>-0.002</td>
<td>5.47</td>
<td>0.07</td>
</tr>
<tr>
<td>EKF</td>
<td>0.98</td>
<td>0.13</td>
<td>1.15</td>
<td>-0.0018</td>
<td>4.05</td>
<td>0.23</td>
</tr>
<tr>
<td>LM-1</td>
<td>0.98</td>
<td>0.13</td>
<td>1.15</td>
<td>-0.0018</td>
<td>4.05</td>
<td>0.23</td>
</tr>
<tr>
<td>LM-2</td>
<td>0.98</td>
<td>0.13</td>
<td>1.15</td>
<td>-0.0018</td>
<td>4.05</td>
<td>0.23</td>
</tr>
<tr>
<td>LM-6</td>
<td>0.98</td>
<td>0.13</td>
<td>1.15</td>
<td>-0.0018</td>
<td>4.05</td>
<td>0.23</td>
</tr>
</tbody>
</table>

If assuming the relationship $\sigma_1=0.0316\sqrt{\sigma_0}$ as the EKF does, then the LM method gives estimates of $\sigma_0=5.06$, which is very close to those obtained using the EKF ($\sigma_0=5.47$).

EKF method estimating only $\sigma_0$ and computing $\sigma_1$ using $\sigma_1=0.0316\sqrt{\sigma_0}$; ‘LM-1’ represents the LM method estimating only $\sigma_0$ and computing $\sigma_1$ using $\sigma_1=0.0316\sqrt{\sigma_0}$; ‘LM-2’ represents the LM method estimating $\sigma_0$ and $\sigma_1$ independently and simultaneously; ‘LM-6’ represents the LM method estimating six coefficients of the LuGre model in one go. Using the coefficients estimated from different methods, the friction ratios are computed and compared to measured data. From Fig. 12, it can be seen that estimates obtained using different methods all have good agreement with the measurements (black solid line).

![Fig. 11. Estimated coefficients $\sigma_0$ and $\sigma_1$ and initial bristle displacement $z_0$, Chi-squared error (Eqn. (13)) and parameter $\lambda$ using the LM method.](image)

![Fig. 12. Friction ratios are computed using estimated coefficients of the LuGre model and compared to measured values. The sliding acceleration for generating the friction-velocity loop is 10mm/s². The normal force during the sliding is between 13.5N and 15.5N.](image)

Although the friction ratios obtained using LM-6 method (blue crosses in Fig. 12) reach a good agreement with the measurements (R-square error = 0.9804), the estimated static coefficient $\mu_s=0.98$ is relatively large. This will result in relatively large deviations when estimating the BF-ratio (Table III). Therefore, the LM-6 method is less accurate for estimating the friction coefficients.

### B.1.3 Break-Away Friction Ratio Estimation

Using estimated six coefficients from B.1.1 and B.1.2 and measured drag force rates, break-away friction force can be determined by solving Eqs. (17)-(19). First, a set of tests with constant drag force rates are conducted. In each test, a constant drag force rate is applied to the grasped object. Various drag force rates are applied during different tests and the grasping force is maintained at 5N through PID control, leading to various drag ratio rates $\rho$ (Eqn. (17)) for different tests. To maintain the constant grasping force, the PID controller adjusts the joint angle of the finger based on the real-time feedback of the grasping force acquired from the fingertip. The error between the measured grasping force and the desired value is used to generate the proportional, integral, and derivative actions with the used parameters $k_p=500$ 1/N (proportional gain), $k_i=15$ 1/Ns (integral gain) and $k_d=200$ s/N (derivative gain) to form the control signal – the joint angle of fingers (in pulses). The values of $k_p$, $k_i$ and $k_d$ are finely tuned in the tests.

![Fig. 13 illustrates the estimation results. It can be seen from Fig. 13 that the BF-ratios estimated using coefficients obtained from the GNR+EKF, GNR+LM-1 and GNR+LM-2 methods coincide with the measurements reasonably well, with an overall percent error of 3.082%, 4.085% and 5.800%](image)
respectively (Table IV). However, the LM-6 method results in significant errors, 117.984% (Table IV). This indicates that estimating all coefficients in one go is not accurate nor robust. From Fig. 13, it is also shown that over the tested range, the measured BF-ratio considerably decreases (from 0.339 to 0.219) with increasing drag ratio rate. This implies the need for accurately predicting the BF-ratio.

**TABLE IV.** PERCENT ERRORS (%) OF ESTIMATING BF-RATIOS USING DIFFERENT METHODS.

<table>
<thead>
<tr>
<th>Drag ratio rate $\rho$ (s$^{-1}$)</th>
<th>GNR+EKF</th>
<th>GNR+LM-1</th>
<th>GNR+LM-2</th>
<th>LM-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.019</td>
<td>2.065</td>
<td>2.360</td>
<td>3.245</td>
<td>153.982</td>
</tr>
<tr>
<td>0.033</td>
<td>2.417</td>
<td>3.021</td>
<td>4.230</td>
<td>147.432</td>
</tr>
<tr>
<td>0.077</td>
<td>2.414</td>
<td>1.034</td>
<td>0.690</td>
<td>142.759</td>
</tr>
<tr>
<td>0.112</td>
<td>4.152</td>
<td>5.882</td>
<td>7.958</td>
<td>114.533</td>
</tr>
<tr>
<td>0.136</td>
<td>3.887</td>
<td>5.300</td>
<td>7.420</td>
<td>112.721</td>
</tr>
<tr>
<td>0.160</td>
<td>7.706</td>
<td>9.319</td>
<td>11.826</td>
<td>94.624</td>
</tr>
<tr>
<td>0.242</td>
<td>0.826</td>
<td>1.653</td>
<td>3.719</td>
<td>102.479</td>
</tr>
<tr>
<td>0.334</td>
<td>1.187</td>
<td>4.110</td>
<td>7.306</td>
<td>75.342</td>
</tr>
<tr>
<td>Averaged error</td>
<td>3.082</td>
<td>4.085</td>
<td>5.800</td>
<td>117.984</td>
</tr>
</tbody>
</table>

Figure 14 shows results obtained from a test where the drag ratio rate has some variations (the grasping force is not controlled). During this test, the friction ratio is measured by the fingertip at a sampling rate of 50Hz (for online slip prediction, the friction ratio needs to be measured in real time, since it is an input of the proposed algorithm). Results obtained using coefficients estimated by different methods are all illustrated in Fig. 14. It is seen from Fig. 14 (b) that the applied drag ratio rate varies during the test. The BF-ratio is predicted with the updated drag ratio rate at each step. The “predicted BF-ratio” at time step $k$ shown in Fig. 14 (a) represents the predicted BF-ratio if the drag ratio rate at time step $k$ continues to be applied to the object until slip occurs.

![Fig. 13. Break-away ratios are estimated and compared to measured values.](image)

When the actual friction ratio (black solid line Fig. 14 (a)) has not reached the predicted BF-ratio, the object grasp is considered stable; however, when the actual friction ratio is close to the predicted BF-ratio, the object is about to slip, Fig. 14 (a). It is also found that at the occurrence of slip, the actual BF-ratio is between static friction coefficient $\mu_s$ and Coulomb friction coefficient $\mu_c$. This implies that using the proposed approach one can determine the BF-ratio more accurately than using conventional static friction models. In addition, it can also be observed from Fig. 14 (a) and (b) that decreasing or increasing the drag ratio rate $\rho$ correspondingly leads to the predicted BF-ratio changing in an opposite direction. This indicates if an object is applied a larger drag ratio rate $\rho$, it will more easily slip due to a low BF-ratio.

It is noted that given the predicted BF-ratio equals to the friction ratio, slip will occur if the drag ratio keeps unchanged in the next time. Thus this is a necessary but not a sufficient condition for slip to occur. The sufficient condition for slip to occur is: a) the friction ratio reaches the predicted BF-ratio in the current time step; b) the change rate of the drag ratio does not increase the BF-ratio in the next time step. As shown in Fig. 14, the predicted BF-ratio reaches the friction ratio at about 1.1 s. Although the friction ratio keeps increasing, slip does not immediately occur due to the fact that the drag ratio has a notable decrease after 1.1s, causing an immediate rise of the BF-ratio, which maintains a marginal balance with the friction ratio between 1.1 s to 1.2 s until slip occurs.

![Fig. 14. Predicted BF-ratios using different methods.](image)

**B.2 Results of Interaction (ii): Rubber Tape-Glass**

For the following experiments, the surfaces of the fingertips are covered with rubber tapes for interacting with a glass surface (a rigid plastic fingertip can not create sufficient friction to hold an object which has a slippery surface such as glass). Similar to the previous tests, the fingertip first slides over the surface at an acceleration of 2mm/s$^2$. Sliding velocity is at first increased from 0mm/s to 19mm/s and then decreased to 0mm/s. Coefficients $\mu_s$, $\mu_c$, $v_0$, $\sigma_2$ are estimated using acquired friction ratios by applying the GNR-based algorithm. The results are given in Table V. The identified coefficients are then fed back to the quasi-static LuGre model. It can be seen from Fig. 15 that the identified parameters
provide a good fit for the measured friction ratios, with an overall RMSE of 0.006.

Table V summarises estimated coefficients for rubber tape-glass interaction. Units for coefficients $\sigma_0, \sigma_1, v_0$ and $\sigma_2$ are $\text{N/mm}, \text{Ns/mm}$, mm/s and s/mm.

![Friction ratio comparison](image)

It can be seen from Table V that the estimated static coefficient is smaller than the Coulomb friction coefficient, leading to an increase of the friction ratio at low velocity range, Fig. 15. This observation is opposite to that obtained from the plastic-rubber tape interaction.

In the second step, the fingertip slides over the glass surface with a higher acceleration to create a hysteresis friction-velocity loop, Fig. 16. It is found that only the LM-2 method which estimates coefficients $\sigma_0$ and $\sigma_1$ independently and simultaneously can work well in this case. The estimated results are shown in Table V; it can be seen that the two parameters do not satisfy the relationship $\sigma_1 = 0.0316 \sqrt{\sigma_0}$. That explains why the EKF and LM-1 methods which need to use this assumption can not generate reasonable results.

It can be seen from Fig. 16 that the friction-velocity loop (red crosses) computed using estimated coefficients listed in Table V reaches a good agreement with the corresponding measurements (black solid line).

![Friction ratio comparison](image)

The object with the glass surface is tested on the platform shown in Fig. 6 (b) for validating the BF-ratio estimation algorithm. Various drag ratio rates are used, Fig. 17, and with increased drag ratio rates, the estimated BF-ratios also increase. The mean percent error between estimated BF-ratios and measurements is 8.52% over the tested range. The test results imply that, in contrast to the plastic-rubber tape contact, for objects with glass surfaces, it is easier to slip with a lower drag ratio rate, whilst it is more difficult to slip with a higher drag ratio rate.

### B.3 Results of Interaction (iii): Plastic-Wood

In the third set of tests, a plastic fingertip and an object with wood surface are used. With two short strokes (one with an acceleration of 2mm/s$^2$ and one with an acceleration of 10mm/s$^2$) over the object surface, a full set of coefficients of the LuGre model are identified, Table VI. In contrast to the previous two cases, for this case sliding with accelerations higher than 5mm/s$^2$ (such as 10mm/s$^2$ used in this case) does not produce obvious friction-velocity loops (thus the EKF method is unable to give estimation results), Fig. 18. This is mainly due to a small $v_0$ of the plastic-wood interaction and a relatively small difference between the static coefficient and the Coulomb coefficient (compared to the previous two cases). A small $v_0$ will limit the friction-velocity loop to a very low velocity range. In addition, a relative small $\sigma_1$ also narrows the loop size.

Table VI summarises estimated coefficients for plastic-wood interaction. Units for coefficients $\sigma_0, \sigma_1, v_0$ and $\sigma_2$ are $\text{N/mm}, \text{Ns/mm}$, mm/s and s/mm.

![Friction ratio comparison](image)

The object with the wood surface is tested for BF-ratio estimation, Fig. 6 (b). Various drag ratio rates are applied and Fig. 19 illustrates test results. The mean percent error obtained using the LM-2 method is 2.66 % over the tested range, while a mean percent error of 8.32% is achieved using the LM-1 method. Compared to previous cases, the BF-ratios are not considerably varied within the tested range (the applied ratio rate changes from 0.026 to 0.23), decreasing only from 0.215 to 0.18, Fig. 19. This is mainly due to a large...
value of coefficient $\sigma_0$ for the plastic-wood interaction, Table VI. It has been found from experiments that the speed of BF-ratio variation with respect to the applied drag ratio rate highly depends on the value of coefficient $\sigma_0$. A small value of $\sigma_0$ will lead to a steep variation of the BF-ratio while a large one will lead to a gentle variation of the BF-ratio.

C. Analysis of Computational Cost

The proposed approach is implemented on a laptop with a 2.40GHz Intel® Core™ 2 Duo processor and 2GB RAM, using MATLAB. For estimating coefficients $\mu_s$, $\mu_c$, $v_0$, $\sigma_2$, the GNR method usually converges within 20 iterations with 603$\mu$s needed for each iteration. Using a friction-velocity loop such the one shown as Fig. 12 (containing 205 measurements), the LM method needs seven iterations to estimate $\sigma_0$ and $\sigma_1$, with an averaged computational time of 350ms per iteration. The computational speed can be increased by using fewer measurement data. In fact, the LM based method can successfully estimate $\sigma_0$ and $\sigma_1$ with only three measurement points if they include different bristle displacements. Estimating the full set of coefficients of the LuGre model using the LM method requires 760ms per iteration and many more iterations (fifty iterations needed for the one shown as Fig. 12) than that needed for estimating only $\sigma_0$ and $\sigma_1$. Once a full set of coefficients is established, the BF-ratio can be predicted in real time at a high frequency of 333Hz (3ms).

VI. DISCUSSION

A. Performance Comparison of Parameter Identification Methods

As demonstrated in Section III, to estimate dynamic coefficients $\sigma_0$ and $\sigma_1$, both the extended Kalman filter (EKF) and the Levenberg-Marquardt (LM) algorithm can be applied. Experimental results on the plastic-rubber tape interaction have shown that both methods can achieve similar accuracy. Their advantages and disadvantages are further compared and discussed below.

The disadvantages of the EKF are: (1) It can not estimate $\sigma_0$ and $\sigma_1$ independently. $\sigma_1 = \sqrt{\sigma_0}$ when units are ‘N/m’ and ‘Ns/m’ or $\sigma_1 = 0.0316 \cdot \sigma_0$ when units are ‘N/mm’ and ‘Ns/mm’ is a necessary condition for EKF. (2) Its convergence highly depends on appropriate choice of noise covariance and initial guesses of the estimated parameters. Although the noise covariance information may be improved using an unscented Kalman filtering technique, it will still be sensitive to the initial guesses. The main reason behind this is the poor observability of the system model. (3) To estimate coefficient $\sigma_1$, the EKF technique has to use sliding measurements with variations of the bristle displacement, i.e. $\dot{z} \neq 0$ (otherwise, the system model is unobservable). However, it is difficult to precisely select such measurement segments before knowing the parameter itself. In contrast, the LM based method can estimate $\sigma_0$ and $\sigma_1$ independently without relying on the assumption, $\sigma_1 = \sqrt{\sigma_0}$. Besides, the LM method does not require knowledge of noise statistics and it is insensitive to the initial guesses. Moreover, the LM based method can use measurements of a complete friction-velocity loop (Fig. 12) even at $\dot{z} = 0$. However, the EKF is more computationally

<table>
<thead>
<tr>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNR 603$\mu$s/iteration</td>
<td>EKF 390$\mu$s/step</td>
<td>3ms</td>
</tr>
<tr>
<td>LM-1 265ms/iteration</td>
<td>LM-2 350ms/iteration</td>
<td></td>
</tr>
<tr>
<td>LM-6: 760ms/iteration</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE VII. COMPUTATIONAL COST OF THE PROPOSED APPROACH.
efficient than the LM based method, as shown in Table VII. In summary, the LM based method is superior to the EKF, however computationally less efficient.

B. Robustness of Parameter Identification

The accuracy of the BF-ratio estimation depends on both the accuracy and robustness of the model coefficient identification. The experimental results given in Section V show good accuracy of the identification algorithm for three different interactions. We take interaction (ii): rubber tape – glass for instance to evaluate the robustness of the identification algorithm. With two strokes of the fingertip, the LuGre model coefficients are identified, Table V. To test the robustness, two more strokes with higher accelerations are conducted. The identified coefficients are then used, together with the measured sliding velocity and normal forces, to predict the friction ratios for the two tested strokes. It is seen from Fig. 20 that the predicted friction ratios have good agreement with actual values, with RMSEs of 0.0043 and 0.0045 for the tested two strokes. The results show that the parameter identification algorithm is robust and the friction property exploration through sliding has good repeatability.

C. Capability of Coping with External Force

For the situation of applying external force on the object to be grasped, the proposed approach can work without direct measurement of external forces, since any number of forces will have a resultant force that can be felt at the fingertips. Before the gross slip happens, the gross acceleration of the object can be considered as zero. The friction force between the fingertips and the object will change with the change of the external force until the friction force reaches the break-away force, causing gross slip. Hence before gross slip occurs, the interaction forces measured by the fingertips can reflect the external applied forces (because the resultant force is considered as zero). The measured forces from the fingertips can therefore be used as inputs of the proposed slip prediction algorithm. However, for complex situations such as external force abruptly applied and quickly released, the proposed approach might be challenged. Such situations are beyond the scope of this paper and will be investigated in the future.

D. Hardware Requirements and Computation Complexity

The implementation of the proposed slip prediction approach requires the accurate measurement of the instantaneous friction and normal forces. This is achieved by using a 6-DoF force/torque sensor in this study. Alternatively, a tactile array sensor with 3-axis force sensing capability can also be used. In addition, the measurement of finger acceleration is required for algorithm implementation. This could be achieved by either using manipulator’s encoder readings as in this study or by integrating a low-cost 3-axis accelerometer into the finger design.

The most computational cost of the method lies in the full set LuGre model parameter estimation after the initial surface exploration. Using the PC settings described in the paper, the full set of parameters of the dynamic LuGre model for investigated surface (see section C, page 12) can be obtained then within 5 to 7 seconds in average, after the surface exploration. This speed is acceptable for practical implementation. Given the full set surface friction parameters, the computational time for estimating the friction and normal force on the contact surface is 1.2 ms; the predicted BF-ratio is updated within 3ms, so the overall update rate of the slip prediction is 4.2 ms (238 HZ). Figure 14 indicates that the slip occurrence can be predicted when the actual friction ratio is close to reaching the predicted BF-ratio. If the rate of the applied drag force has relatively small variations, such as in Fig. 14, then the updating speed of the proposed method is sufficient to predict the slip occurrence before it really happens. However, the rate of motion acceleration or applied drag force might change rapidly in practice. Using our proposed approach to predict the possibility of slip occurrence under such conditions needs to be explored as part of future work.

E. Method Advantages

Compared to slip prediction using a static friction-ratio threshold, the advantage of using the proposed dynamic model-based slip prediction method is that it significantly improves the accuracy of BF-ratio estimation as demonstrated by the experimental results in section V. Moreover, the analysis in section VI.D shows that the proposed method is capable of precisely predicting the BF-ratio in real-time after an initial surface frictional parameter estimation. This is particularly useful for determining optimal grasping forces or achieving controlled slip in fine manipulation or precision grasps.

In addition, the proposed slip prediction method provides several advantages compared to the vibration-based slip detection techniques. First, while vibration-based techniques detect the onset of slip, the proposed method can predict the slip before its occurrence. Thus the proposed method could provide sufficient time for grasping control compensation. Second, the proposed slip prediction method is based on the surface friction parameters, thus it is robust against unexpected vibrations. Third, the proposed method can rapidly and accurately identify the frictional parameters of a surface through a short object surface exploration; this is particularly useful for handling unknown objects. Furthermore, the proposed method is based on the measurement of interactive forces only, thus it doesn’t require additional slip detection sensors to be integrated with the finger. The proposed approach will allow a robot to autonomously identify frictional properties of an unknown object surface after a short period of initial haptic surface exploration and predict slip before its occurrence, facilitating high-performance grasping and dexterous handling of objects.

F. Method Limitations

A limitation of the proposed model-based slip prediction method is that it is more sensitive to variations and uncertainties of surface friction properties compared to the frequency-based slip detection techniques. Thus the current
method is only applicable to homogenous and well-conditioned surfaces. To widen the method’s application and increase the method reliability, a possible solution is to combine the model-based slip prediction method with probabilistic state estimation algorithms or methods of stochastic process to increase the method robustness. This will be investigated in the future work.

Furthermore, this study assumes a smooth and rigid object surface with homogenous texture. However, if the surface of a grasped object surface is grooved, with an irregular local shape or deformable, the proposed method will have difficulties to provide accurate friction measurements, leading to errors in the BF-ratio estimation. It is preferable to cover a robotic hand with soft material. This is not only to imitate the human tissue but more importantly to increase interaction friction and the contact area, thus reducing the required grasping force and improving the grasping stability. To allow the algorithm to cope with soft finger grasping, the translational friction modelling of soft finger contact needs to be explored. Furthermore, rotational slip will be involved for soft-finger interactions [37]. For such cases, rotational friction modeling is also needed to predict the BF-ratio accurately.

VII. CONCLUSIONS

The finger-object slip tests show that the break-away friction ratio (BF-ratio) varies with materials, acceleration rates and force rates applied to the objects. In this paper, a novel approach has been proposed for the BF-ratio estimation and slip prediction based on information obtained from an initial haptic surface exploration. Experimental results show that the proposed approach achieves good prediction accuracy, robustness and computational efficiency. The proposed haptic surface exploration strategy can also be used to train the robot on different categories of object surfaces, so that the robot can directly apply Step 3 (Section III) to predict slip and adjust grasping forces when given a new object. This will be further investigated in the future. The proposed method could be particularly useful in applications where stable grasp needs to be maintained when the hand and the object are subjected to considerable changes of acceleration. For instance, when a robot throws an object, the object needs to be stably grasped while undergoing a high acceleration, until it reaches a desired velocity. To allow a rescue robot to wave a hammer to break a wall, slip has to be prevented when the hand experience significant change of acceleration.

In addition, compared to using a static threshold, the proposed method allows a robot to determine the optimal acceleration of its hand motion to avoid object slip with a minimum grasping force during object handling. This will be useful when a robot performs a grasping task with limited grasping force and power storage. In addition, this study reveals that when a rubber surface interacts with an object, the faster the drag ratio, the lower the predicted BF-ratio. It is well known that human intuitively apply stronger grasping forces to fast drag variations. This may be due to that human skin has similar dynamical friction properties as rubber; human learn this behavior from their grasping experiences and use it for slip avoidance during manipulation. Applying the proposed method, a robot can also quickly learn this skill using the proposed surface exploration procedure. This is particularly useful when a robot handles unknown objects.
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