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Abstract

Time-correlated single photon counting (TCSPC) is a widely used, robust and mature technique to measure the photon arrival time in applications such as fluorescence spectroscopy and microscopy, LIDAR and optical tomography. In the past few years there have been significant developments with wide-field TCSPC detectors, which can record the position as well as the arrival time of the photon simultaneously. In this review, we summarise different approaches used in wide-field TCSPC detection, and discuss their merits for different applications, with emphasis on fluorescence lifetime imaging.
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List of acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>APD</td>
<td>Avalanche photodiode</td>
</tr>
<tr>
<td>ASIC</td>
<td>Application specific integrated circuit</td>
</tr>
<tr>
<td>CCD</td>
<td>Charge-coupled device</td>
</tr>
<tr>
<td>CMOS</td>
<td>Complementary metal oxide semiconductor</td>
</tr>
<tr>
<td>EB</td>
<td>Electron-bombarded</td>
</tr>
<tr>
<td>FLIM</td>
<td>Fluorescence lifetime imaging</td>
</tr>
<tr>
<td>FRET</td>
<td>Förster resonance energy transfer</td>
</tr>
<tr>
<td>IRF</td>
<td>Instrument response function</td>
</tr>
<tr>
<td>KID</td>
<td>Kinetic induction detector</td>
</tr>
<tr>
<td>LIDAR</td>
<td>Light detection and ranging</td>
</tr>
<tr>
<td>MCP</td>
<td>Microchannel plate</td>
</tr>
<tr>
<td>PLIM</td>
<td>Phosphorescence lifetime imaging</td>
</tr>
<tr>
<td>PMT</td>
<td>Photomultiplier tube</td>
</tr>
<tr>
<td>SAF</td>
<td>Supercritical angle fluorescence</td>
</tr>
<tr>
<td>SNSPD</td>
<td>Superconducting nanowire single-photon detector</td>
</tr>
<tr>
<td>SPAD</td>
<td>Single-photon avalanche diode</td>
</tr>
<tr>
<td>SPIM</td>
<td>Selective/single plane illumination microscopy</td>
</tr>
<tr>
<td>STJ</td>
<td>Superconducting tunnel junction</td>
</tr>
<tr>
<td>TAC</td>
<td>Time-to-amplitude converter</td>
</tr>
<tr>
<td>TCSPC</td>
<td>Time-correlated single photon counting</td>
</tr>
<tr>
<td>TDC</td>
<td>Time-to-digital converter</td>
</tr>
<tr>
<td>TES</td>
<td>Transition edge sensor</td>
</tr>
<tr>
<td>TIRF</td>
<td>Total internal reflection fluorescence</td>
</tr>
</tbody>
</table>

1. Introduction

1.1. The photon

In 1900, the German theoretical physicist Max Planck devised a theoretical model to explain the blackbody spectrum, experimental data for which had been well known for many years. Planck considered hypothetical material oscillators that can only emit and absorb electromagnetic radiation in discrete, quantized form and not in continuously varying quantities, especially not in arbitrarily small amounts. Although he did not explicitly propose that light is quantized, he postulated that the energy $\epsilon$ of these material oscillators is proportional to their oscillation frequency $\nu$.
\[ e = h\nu \]  
where \( h \) is now known as Planck’s constant. Five years later, Albert Einstein used this concept to explain the photoelectric effect, for which experimental data had also been available for many years but defied explanation on the basis of the wave theory of light. Einstein proposed a model whereby light was emitted, absorbed, and propagated in free space in quantized form [1], and introduced the smallest unit of energy of electromagnetic radiation. He called these units \textit{Lichtquant} (quantum of light), and the word ‘photon’ was introduced in 1926 by the chemist Gilbert Lewis [2]. Einstein also used the photon to explain absorption and emission of radiation, including stimulated emission—the key concept for the laser. In particle physics, the photon is an integer spin particle, a boson, with spin 1. A photon is a ‘quantized field’, it always travels at the speed of light and has a momentum, but no mass, and no charge [3]. It does not decay.

1.2. Experimental detection of photons

Experimental efforts to detect photons were based on two separate discoveries. The photoelectric effect was first observed by Heinrich Hertz in 1887 [4], and in 1905 Einstein established that it was a quantum mechanical effect, where individual photons transfer their energy to single electrons [1]. The photoelectric effect provides means to convert single photons into an electronic signal. However, the electronic signal of one electron is too small to be detected. This problem was overcome by the secondary emission principle, which was discovered in 1902 by Louis Austin and H Starke [5]. It allows electron multiplication and hence gain to be introduced, so that the signal can be amplified and measured.

First reports on phototubes appeared in the 1920s and 1930s, in a race to develop television camera technology. The first demonstrations of working photomultiplier tubes (PMTs) were documented in mid-1930s [6–8], and these devices were shown to be single photon sensitive only a few years later [9]. PMTs found many applications in physics research (early applications include scintillation counters) and are still widely used today. They consist of a photocathode, up to a dozen discrete dynodes, each at a higher potential than the previous one, and an anode, all in vacuum [10].

1.3. Time-correlated single photon counting

The origin of time-correlated single photon counting (TCSPC) lies in particle physics. In 1929, Walther Bothe and Werner Kohlhörster published a method to measure the coincidence of penetrating charged particles in cosmic rays [11]. Inspired by their paper, in 1930 Bruno Rossi invented the first practical electronic coincidence circuit [12] which was rapidly adopted in experiments all around the world, and also became a precursor of the AND logic circuits of electronic computers. By the addition of a delay, this coincidence method evolved to measure delayed coincidence, and thus provided the means for time-resolved measurements. In 1942, Rossi published a method to measure the amplitude of the signal as a function of the delay between pulses—an invention he referred to as the ‘time circuit’, and is nowadays known as the time-to-amplitude converter (TAC) [13].

A TAC typically charges a capacitor upon receipt of a ‘start’ pulse, and stops charging it when a ‘stop’ pulse arrives, such that the capacitor charge is proportional to the time elapsed between ‘start’ and ‘stop’. This charge is converted to a voltage output proportional to the time difference between two pulses (start and stop). Rossi used this for measuring the disintegration curve of mesotrons at rest (\( \tau = 2.3 \pm 0.2 \, \mu s \)), and it became a popular method to measure short radioactive decay times, with time resolution improved to \( \sim 8 \times 10^{-11} \, s \) in the 1950s [14].

In the 1960s photon counting was used in photon correlation spectroscopy which allowed the measurement of diffusion coefficients—a technique that became dynamic light scattering [15]. In 1961, Lowell Bollinger and George Thomas generalised the scintillation measurements to include any type of radiation [16], and flashlamps with optical pulse widths of around \( \sim 2 \, ns \) became available in 1960s, enabling TCSPC: This is essentially a delayed coincidence method, whereby the arrival time of a single photon is measured relative to an excitation pulse. The accumulation of many single photons then represents the intensity decay of the sample, as long as no photons are lost due to pile-up, and the linearity between intensity and collected photons holds.

The first reports that use TCSPC in the measurement of fluorescence decays appear in the early 1970s [17–19], and TCSPC was soon widely used for time-resolved spectroscopy, and in particular the measurement of fluorescence lifetimes in solutions. Flashlamps used kHz repetition rates [20], but lasers, with picosecond excitation pulses at MHz repetition rates, sped up the measurements significantly and advanced this field enormously [21].

The development of laser scanning confocal microscopes enabled TCSPC-based fluorescence lifetime imaging (FLIM). This method was developed in the late 1980s [22] and early 1990s before being more widely applied in the late 1990s [23].

Single photon detection techniques and applications have been reviewed recently by Buller & Collins [24], Hadfield [25], and Eisaman et al [26].

1.4. Wide-field TCSPC

In conventional TCSPC spectroscopy, single point detectors are typically used to collect a fluorescence decay curve [27]. In scanning-based TCSPC FLIM, the image is created by raster scanning the sample and collecting fluorescence decays in each pixel of the image one after another, also using single point detectors [22, 23]. To perform wide-field TCSPC imaging, a position-sensitive detector is required, effectively a single photon sensitive camera which can detect the position and arrival time of individual photons. Such a device, a photon counting image intensifier, has been used in astronomy.
2. Theory

2.1. Photon counting

Photon detection follows a Poissonian distribution, which is an approximation of the binomial distribution to describe the probability of \('yes'\) or \('no'\) outcomes in trials in the limit where the number of possible outcomes becomes so large that the probability of each outcome is very small and approaches zero [34].

In TCSPC, if the sample emits an average of $\bar{\varepsilon}$ photons per excitation cycle, according to the Poissonian distribution the probability $p_{n}^{\text{ph}}$ that exactly $n$ photons are emitted after one excitation pulse is

$$p_{n}^{\text{ph}} = \frac{e^{-\bar{\varepsilon}} \bar{\varepsilon}^n}{n!}.$$  \hspace{1cm} (2)

How many of these photons are detected depends on the detector quantum efficiency $q$. This follows a binomial distribution, leading to the probability of detecting $k$ photoelectrons created by the $n$ photons emitted per excitation cycle

$$p_k = \frac{(q \bar{\varepsilon})^k}{k!} e^{-q \bar{\varepsilon}},$$  \hspace{1cm} (3)

so the Poissonian statistics are preserved.

Since the sum of all probabilities is one, i.e. $\sum_{k=0}^{\infty} p_k = 1$, the number of detector signals $N_D$ is given by the number of excitation pulses $N_{\text{rep}}$ multiplied by the probability of detecting the photons:

$$N_D = N_{\text{rep}} \sum_{k=0}^{\infty} p_k = N_{\text{rep}} \sum_{k=1}^{\infty} p_k = N_{\text{rep}}(1 - p_0)$$

$$= N_{\text{rep}}(1 - e^{-q \bar{\varepsilon}}) = N_{\text{rep}} q \bar{\varepsilon} - \frac{(q \bar{\varepsilon})^2}{2!} + \frac{(q \bar{\varepsilon})^3}{3!} \mp \ldots$$  \hspace{1cm} (4)

The average number of detected photons per excitation pulse, $\alpha$, can then be obtained from the ratio

$$\alpha = \frac{N_D}{N_{\text{rep}}} = 1 - e^{-q \bar{\varepsilon}} = q \bar{\varepsilon} - \frac{(q \bar{\varepsilon})^2}{2!} + \frac{(q \bar{\varepsilon})^3}{3!} \mp \ldots,$$  \hspace{1cm} (5)

i.e. $\alpha$ scales linearly with $q \bar{\varepsilon}$ only when the probability of detecting multiple events after one excitation pulse is negligible. The error in equation (5) is smaller than the first term which is neglected, and it is negligible if it is smaller than other sources of error, e.g. Poisson noise which is given by the square root of the number of counts [34]. It is important to note that due to Poisson statistics, there is always a chance to detect two photons after one excitation pulse—this probability can never be exactly zero, and it is independent of the time scale used, picoseconds or microseconds, and it is also independent of the technological implementation of TCSPC, using a single TAC, multiple TACs, [35], TDCs [36, 37] or imaging. It is just a question of how much pile-up can be tolerated, for low peak counts more than for very high peak counts [38]. An example of this effect is shown in figure 2 where an increase in $\alpha$ leads to multiple photons in one excitation cycle of which only the first one to arrive is timed and recorded, thus disturbing the decay. The Poissonian statistics in photon counting mean that the longer the measurement time, the more counts are accumulated and hence the smaller the uncertainty, as the standard deviation is the square root of the number of counts [34]. The photon counting approach also allows measurements over a large dynamic range. In addition, TCSPC detector and electronics have a dead-time (time needed for the detector and the electronics...
to recover) and, for TAC-based TCSPC implementation, can typically only detect a maximum of one photon per excitation pulse. In practice this means that the count rate cannot exceed the inverse deadtime, and a useful count rate of half the inverse deadtime has been defined \[39\]. The effect of such a deadtime is typically not the distortion of fluorescence decay curves, but a loss of photons \[40\].

2.2. Fluorescence

A fluorophore can be sent from the ground state \(S_0\) to the first excited state \(S_1\) by the absorption of a photon (figure 3(a)). The fluorescence lifetime \(\tau\) is the average time a fluorophore remains in the electronically excited state after excitation before returning to the ground state. \(\tau\) is defined as the inverse of the sum of the rate parameters for all excited state depopulation processes:

\[
\tau = \frac{1}{k_r + k_{nr}}
\]

where \(k_r\) is the radiative rate constant and \(k_{nr}\) the non-radiative rate constant. \(k_{nr}\) is the sum of the rate constant for internal conversion, \(k_{ic}\), and the rate constant for intersystem crossing to the triplet state, \(k_{isc}\), so that \(k_{nr} = k_{ic} + k_{isc}\).

\(\tau_0 = \tau^{-1}\) is the natural or radiative lifetime which is related to the fluorescence lifetime \(\tau\) via the fluorescence quantum yield \(\phi\):

\[
\phi = \frac{\tau}{\tau_0} = \frac{k_r}{k_r + k_{nr}} = \frac{1}{1 + \frac{k_{nr}}{k_r}}
\]

The fluorescence quantum yield can be thought of as the ratio of the number of fluorescence photons emitted to the number of photons absorbed (regardless of their energy) and is usually less than one. And since \(\phi \tau_0 = \tau\), \(\tau_0\) is the longest lifetime the fluorophore can have, i.e. when it always returns to the ground state through a radiative transition and \(k_{nr} = 0\).

After an ensemble of fluorophores is excited, the fluorophores \(N\) will return to the ground state according to the rate equation

\[
dN = (k_r + k_{nr})N(t)\,dt
\]

where \(t\) is the time. This also applies to repeatedly excited single molecules where the fluorescence lifetime represents a measure of the emission probability after a certain time. Integration, and taking into account that the fluorescence intensity \(I(t)\) is proportional to the excited state population \(N(t)\) yields

\[
I(t) = I_0 e^{-\frac{t}{\tau}}
\]

where \(I_0\) represents the fluorescence intensity at \(t = 0\) and \(\tau\) is the fluorescence lifetime. The decay of the fluorescence

\[\text{Figure 2.}\] Photon pile-up of a fluorescein decay measured with a point detector; as the count rate increases, the initially monoexponential decay becomes shorter and non-exponential. The photon detection rate is indicated as \% of the excitation repetition rate. (a) Linear scale, (b) semilogarithmic scale.

\[\text{Figure 3.}\] Jablonski energy level diagram showing the transition from ground state \(S_0\) to the first excited state \(S_1\) (absorption) and relaxation via non-radiative transition \((k_{nr})\) and fluorescence \((k_r)\). The fluorophore can also undergo intersystem crossing to a triplet state \(T_1\) \((k_{isc})\), from where it can return to the ground state either nonradiatively \((k_{nr})\) or radiatively \((phosphorescence, k_{ph})\). (b) A schematic fluorescence decay, where the fluorescence intensity decays over time according to an exponential decay law. (c) A semilogarithmic plot of the same fluorescence decay, which appears as a straight line for a single-exponential decay.
intensity thus follows an exponential decay law, see figure 3(b) [41]. \( \tau \) is the time it takes for the fluorescence intensity to decay from its peak value to \( e^{-1} \approx 37\% \) of its peak value. Note that on a logarithmic fluorescence intensity scale, a mono-exponential decay conveniently appears as a straight line which allows simple visual inspection of the fluorescence decay behavior (figure 3(c)). If there are many different contributions to the measured lifetime, the measured lifetime is a sum of exponentials:

\[
I(t) = A_1 e^{-t/\tau_1} + A_2 e^{-t/\tau_2} + \ldots + A_n e^{-t/\tau_n}
\]

where \( A_n \) are the amplitudes and \( \tau_n \) the lifetimes of the contributing components. In practice, the number of exponentials that can be fitted reliably is typically limited to two or three, depending on the number of collected photons [38].

In single-photon lifetime measurements the sample is usually excited with a short pulse of light, \( p(t) \). The measured decay \( I_{\text{meas}} \) is a convolution of the excitation pulse and the fluorescence decay:

\[
I_{\text{meas}} = \int_0^t I(t')p(t-t')dt' = \int_0^t I(t-t)p(t')dt' = I \otimes p
\]

where \( \otimes \) is the convolution operator. \( p(t) \) is called the instrument response function (IRF), and it is often measured using a sample with much shorter lifetime than the width of the excitation pulse [42], or a scattering solution [27]. The experimentally measured IRF not only takes into account the excitation pulse, but also the response (i.e. timing accuracy) of the instrument used for the measurement. The temporal full width at half maximum (FWHM) of the IRF \( \Delta \text{IRF} \) is given by [43]

\[
\Delta^2 \text{IRF} = \Delta^2 \text{optical} + \Delta^2 \text{ts} + \Delta^2 \text{jitter}
\]

where \( \Delta^2 \text{optical} \) is the optical pulse width, \( \Delta^2 \text{ts} \) is the transit time spread of the detector and \( \Delta^2 \text{jitter} \) is the jitter of the electronics. MCP-detectors can achieve transit time spreads of few tens of picoseconds, while mode-locked lasers can deliver femtosecond optical pulses. Under these conditions, IRF widths of \( \sim 20\)ps are possible. More commonly used diode lasers and LEDs have wider optical pulses, but, in any case, if the IRF is determined experimentally, it can be deconvoluted from the decay and the measurement of lifetimes even shorter than the IRF width can be possible.

3. Fluorescence microscopy and fluorescence lifetime imaging (FLIM)

In the life sciences, optical microscopy techniques are powerful tools, because they allow non-destructive and minimally invasive observation of living cells and tissues. Fluorescence microscopy combines single-molecule sensitivity, molecular specificity, sub-cellular resolution and real-time data collection from live cells with negligible cytotoxicity, so that dynamics and function can be observed and quantified [44]. Fluorescence imaging and localization well below the spatial resolution limit given by classical optical diffraction can be achieved with super-resolution techniques—a fast moving and rapidly expanding field, which was honoured with the chemistry Nobel prize 2014 [45]. Detector development is also an important aspect of progress in this field; the charge-coupled device (CCD) camera—the invention of which was rewarded with half of the Nobel prize in physics in 2009 [46, 47]—has played a significant role in advancing fluorescence microscopy.

In addition to localising fluorescent labels, the fluorescence can also provide information about their environment, via their spectral properties, polarization or lifetime. The fluorescence lifetime can be a function of viscosity, temperature, PH, ion or oxygen concentrations, glucose, refractive index or polarity, and of interaction with other molecules, e.g. via Förster resonance energy transfer (FRET) [48–51]. Autofluorescence lifetime measurements, combined with imaging (fluorescence lifetime imaging, FLIM) can map the fluorescence lifetimes in every pixel, where the different lifetimes can be encoded in pseudo-colours, e.g. blue for short lifetimes and red for long lifetimes. The resulting FLIM images show contrast according to the fluorescence lifetime and can therefore be viewed as viscosity maps, ion concentration maps or temperature maps, and they are independent of the fluorophore concentration.

There are different technological implementations of FLIM, and the detector plays an important role in obtaining the picosecond time resolution needed to measure fluorescence decays. TCSPC approaches afford the best signal-to-noise ratio [52–54], an important aspect in view of the limited photon budget emitted by the fluorophores before they are irreversibly bleached [55]. The advantages of TCSPC stem from its the digital nature, based on whether a single photon is detected after an excitation pulse, or not, and include a higher dynamic range, high sensitivity, linearity and well-defined Poisson statistics.

TCSPC-based FLIM is straightforward to implement with confocal or multiphoton excitation beam scanning microscopy. This approach provides intrinsic optical sectioning, and employs single point or single pixel detectors, and the image is created pixel by pixel by raster scanning the focal spot over the sample [56]. However, there are a number of microscopy methods that employ a camera, for example lightsheet, total internal reflection fluorescence (TIRF) and supercritical angle fluorescence (SAF) microscopy, super-resolution fluorescence microscopy methods based on localisation or re-scan confocal and structured illumination microscopy, as well as optical sectioning methods with speckle illumination, spinning disk, temporal focussing or structured illumination. In order to harness the advantages of TCSPC for these microscopy methods, a single photon sensitive camera with picosecond time resolution is required. While microsecond and sub-microsecond time resolution wide-field TCSPC methods based on fast cameras and photon counting image intensifiers have been demonstrated, picosecond time resolution wide-field TCSPC methods are rarely used for FLIM.

There are a number of position-sensitive picosecond resolution read out schemes for intensifiers, either based on charge division techniques or pulse propagation techniques. In addition, the recent development of SPAD array detectors
Figure 4. Schematic overview of wide-field TCSPC methods. (a) Camera with MCP image intensifier, (b) MCP detector with a delay line anode, (c) SPAD array.

with picosecond timing capabilities hold great promise for the advancement of time-resolved fluorescence microscopy [57] as discussed below.

4. Wide-field TCSPC methods

Wide-field TCSPC requires the position of the arriving photon to be measured and recorded simultaneously with its arrival time, and it is also known as time and space correlated single photon counting (TSCSPC) [58, 59]. Image intensifier detectors have been used for wide-field single photon detection since the 1960s. Early applications in astronomy did not require the photon arrival time to be measured: the amplified photon events were simply recorded with a camera, and the frames added to form the final image. This method was used, for example, on the Hubble space telescope’s faint object camera [29, 30]. The time resolution of such an approach is given by the frame rate of the camera, typically 10s of Hz [60]. With recent developments in CMOS sensor technology, cameras can now reach MHz frame rates, allowing microsecond lifetimes to be measured directly with intensified CMOS cameras (figure 4(a)), as discussed in section 4.1.1. However, for the measurement of nanosecond fluorescence lifetimes, picosecond timing accuracy is essential. The MCPs themselves are capable of timing the photon arrival with a precision of a few tens of picoseconds [10, 39], and the anode can record the position of the photon event. Different read-out architectures have been developed, where the electrons from the MCPs are read out directly with a position-sensitive anode (figure 4(b)), see section 4.1.2. Besides MCP-based detectors, recent advances in SPAD array (figure 4(c), section 4.2) and superconducting detector (section 4.3) technology look very promising to improve and advance wide-field TCSPC.

4.1. Microchannel plates

The concept of an MCP, which consists of continuous dynodes rather than discrete dynodes, as in conventional photomultipliers, was conceived in the 1930s [61], (coincidentally around the same time as PMTs), although the first working devices were not produced until early 1960s [62, 63]. Like PMTs, the operating principle of MCPs is also based on the amplification of electrons via secondary emission, but because an MCP has many separate channels, it can additionally provide spatial resolution. Photon counting imaging where the amplified photon events were imaged with a camera was employed by astronomers due to the exquisite sensitivity this method offered at the time, replacing cascade intensifiers. A decade later, the first position-sensitive read-out anodes were developed [64, 65] which allowed the position of each photon to be correlated with the arrival time provided by the MCP.

A microchannel plate consists of a regular array of tiny tubes (microchannels) where electrons are accelerated from one side of the plate to the other through a high voltage (typically a few kV). The microchannels are usually straight and round with ∼10 μm in diameter and a centre-to-centre distance of ∼15 μm, although smaller ones, down to 3 μm [66], have been reported [67, 68]. They have traditionally been made by repeatedly pulling glass capillaries until the required diameter is reached, and stacking them, but etched silicon has also recently been used, with excellent noise performance [69]. MCPs with curved microchannels have also been made with a view of reducing ion feedback [70], and microsphere plates have also been made from layers of sintered microspheres [71] and used for TCSPC [72].

The open area ratio is defined as the open area of the MCP pores divided by the total MCP area, and affects the detector quantum efficiency, as photoelectrons that hit the space between channels may be lost. The length to diameter ratio, together with the secondary emission coefficient, determines the gain. The channels are usually tilted on a small angle to the surface (∼8°) to prevent ion feedback. The ions are created by ionisation of residual gas molecules in the tube, an effect that has been studied well in photomultiplier tubes [10]. A particle or photon that enters one of the channels hits its wall due to the bias angle. The impact starts a cascade of electrons that propagates through the channel, which amplifies the original signal by several orders of magnitude depending on the electric field strength and the geometry of the microchannel plate. The MCP channel acts as a continuous dynode (in contrast to discrete dynodes in a PMT, each at a different voltage), which gives it a fast transit time. The positional information where the photon hits the photocathode is preserved because the photocathode is very close to the first MCP, and the phosphor screen, or anode, is very close to the last MCP, a concept termed dual proximity focussing.
MCPs can be used for detecting different types of particles, including electrons, ions, and x-rays. Boron-doped MCPs have been used for the detection of neutrons [73-76]. Boron has a high neutron absorption cross section and produces an electron upon absorption of a neutron, which is then multiplied by cascading down the MCP channel in the usual way. For photon detection, a photocathode is placed in front of the MCP. A photon impinging the photocathode liberates a photoelectron, which is accelerated towards the MCP through a high voltage (see figure 5). Most MCP detectors consist of two (chevron configuration) or three (z-stack configuration) MCPs either pressed together or with a small gap between them. The angles of the plates are rotated 180° with respect to each other, minimizing misalignment. One MCP can have gain up to 10,000, but a 3-MCP intensifier can provide gain >10 million. The output electron cloud can then be detected by several methods, depending on the application. If no position read-out is required, the total current can be converted to a voltage via a resistor and read out as a pulse. The transit time is short, and consequently, the transit time spread is also short, 10s of ps. Indeed, MCPs are used as fast detectors for timing in TCSPC, and IRFs of <20 ps have been reported [39]. For wide-field TCSPC, position read-out is necessary, and the electrons can be detected with either a position-sensitive anode, or converted to photons with a phosphor screen and detected with a camera.

MCP detectors do not in principle have ‘dead-time’ when the detector is not capable of receiving new events, however they can be affected by gain depletion where electrons are not delivered fast enough to an area where many events occur, leading to reduced electron gain and consequently reduced photon event intensity. This can become an issue especially with a fast camera-based read-out which can detect up to 100s of events per frame. With position-sensitive anodes the main factor limiting the count rate is usually the electronics used for the position read-out—for example, the length of the delay line in delay line detectors—which usually limits the count rate to a maximum of one photon per excitation pulse. However, some anode architectures need a higher MCP gain than others for the position read-out, and gain depletion can become a limiting factor with these detectors.

4.1.1. Phosphor + camera readout. In image intensifiers where the required output is the spatial distribution of photons, a phosphor screen is placed behind the last MCP, and the electrons are converted into photons when they hit the phosphor screen. Phosphor screens are commonly used in night vision devices, where the output is viewed by eye. For single photon detection, a 3-stage intensifier can produce up to $10^7$ photons from an incoming single photon. These intensified photon events are bright enough to be detected with a normal CCD or CMOS camera, and can, in fact, be observed with the naked eye.

Unlike the pixels in CCD cameras, CMOS pixels have their own amplification, digitization and read-out circuitry. No charge transfer takes place, and all pixels, or rows of pixels, can be read out simultaneously and at very high speeds up to frame rates of MHz. These cameras can be used in combination with an image intensifier for wide-field TCSPC.

Figure 5. Schematic diagram of the operating principle of an MCP-based detector. A photon impinging the photocathode liberates a photoelectron, which is accelerated towards the first MCP through a high voltage. The electron hits the MCP channel wall due to the bias angle and starts a cascade of electrons which is amplified as it travels through the channel. MCP detectors usually consist of two or three stacked MCPs for higher signal gain. The gain of an MCP depends on the length to diameter ratio (ld). The output electron cloud has a typical transit time spread $\Delta t$ of a few 10s of ps, so photon arrival time information is preserved.

4.1.1a. Direct imaging of the photon events. After each excitation pulse, a sequence of frames is acquired during the decay time of the probe, and this process is repeated until enough photons are collected so that a decay histogram is obtained for each pixel of the image, as shown in figure 6(a) [186]. The time resolution of these approaches is limited by the frame rate of the camera—currently 2 MHz with commercially available CMOS cameras—to the microsecond time scale. Although there is a trade-off between a high frame rate and the number of pixels that can be imaged, this technique enables the collection of up to hundreds of photons per frame, and even several photons per pixel after one excitation cycle as long as they arrive in different frames [77]. A similar approach is also used in ion velocity mapping, where molecules in vacuum are ionised by a laser beam, and the arrival time and size of the event can give information about the type of fragment, as reviewed recently [78].

4.1.1b. Photon arrival timing from the phosphor decay. The image intensifier phosphor screen has an afterglow that is usually undesired [79-82]. The phosphor decay time depends on the type of phosphor and can range from nano- to milli-seconds, which can cause image artefacts with time-resolved measurements [80]. However, the afterglow can be exploited to find the photon arrival time within the frame exposure time [188]. The principle of obtaining photon arrival time information from the phosphor decay characteristics (figure 6(b)) was demonstrated in 2010 [83]; by matching the phosphor decay with the camera frame rate such that the photon events can be seen in several consecutive frames, the photon arrival time within the exposure time can be found from the relative brightness of the event in different frames. Decay times of phosphorescent beads of ~500 ns have been measured with a P20 phosphor and a 300 kHz camera frame rate [84], but the time resolution could be improved by the combination of a faster phosphor and a higher camera frame rate. A similar
double exposure approach has been used previously for ion velocity mapping, where one [85] or two [86] CCD cameras were used at 25 Hz frame rate.

A characteristic feature of photon counting imaging with MCP / camera combination is the possibility of employing a centroiding technique, where the position of a photon event that covers several pixels can be determined with sub-pixel accuracy [87–104]. The resolution of the image is then not limited by the camera pixel size, but by the MCP pore size and the distribution of the photoelectron trajectories from the photocathode to the first MCP. We have recently demonstrated that software specifically developed for centroiding single-molecule data for super-resolution fluorescence microscopy produces excellent results when applied to centroiding photon events from MCP-based [105] and EBCCD-based camera systems [106].

4.1.2. Anode readout. Instead of using a phosphor to convert the electrons from the MCP into photons, the electrons can be read out with a position-sensitive anode. With this approach, the arrival time of the photon is obtained directly from the MCP, with picosecond time resolution.

The earliest implementation of a 2D resistive anode readout consisted of a square sheet of insulating material with resistivity coating and a contact at each corner. The pulse amplitudes and rise-times are proportional to the event distance from the contact, and the event location can be determined from either the charge division or the difference in the signal timing between opposing contacts [64, 65]. This design required a stack of 5 MCPs to produce sufficient gain, and the signals were processed in the hardware. The first design suffered from many drawbacks, such as poor spatial resolution, nonlinearity across the anode, fixed pattern noise from the signal digitization, and variation in resolution due to a wide pulse height distribution. Some characteristics were improved by an optimised design of the MCP stack, the anode and the signal processing electronics and arithmetic [107]. Others, however, such as slow event processing rate (i.e. low count rate) and scaling for larger area detectors, are difficult to improve with this type of anode architecture.

More sophisticated, accurate and sensitive read-out architectures were developed subsequently. They can be divided into charge division anodes where the position is obtained from the relative charge amplitudes in different anodes, and propagative / delay line anodes where the position is obtained from the propagation time of the pulse along a delay line. Many different geometries exist, some of which have been used for TCSPC:

- In a delay line anode (figure 7(a)) the electron cloud is detected by meandering wires inside the intensifier tube or LC elements on a printed circuit board placed outside of the intensifier. The resulting pulse travels to both ends of the delay line, and the position is obtained from the propagation time difference of the signal to the ends of the delay line. Different geometries have been designed [108, 109], and the event detection rate is usually limited by the signal propagation time to the ends of the delay line.

- A cross-strip anode (figure 7(b)) has many strips in both $x$ and $y$ direction, all of which are read out; the coarse event position is obtained from the strip with highest charge, and the centroid position can be calculated with sub-strip accuracy from the charge distribution on the neighbouring strips [110, 111]. An amplifier is required for each strip, but this geometry allows higher event detection rate than a delay line anode as several photons can be detected in one excitation cycle [112, 113].

- In a quadrant anode [114] (figure 7(d)) the anode is divided into quarters and placed behind the MCPs, such that for each photon event part of the electron cloud hits each of the four quadrants. The event position can then be calculated from relative amounts of charge collected by each quadrant. Some designs have a ring-shaped fifth
anode around the detector inside to help spread out the electron cloud over the four anodes [115–117].

- **A wedge-and-strip anode** (figure 7(c)) has three read-outs: the relative charge in the wedge is related to event position in the direction parallel to the wedges, and the strips are not of equal width and thus the charge collected by the strip anode can be used for the calculation of the event position in the direction perpendicular to the strips [118, 119].

Other read-out architectures exist [120–122], most of them originally developed for astronomical applications. The main drawback of these types of anodes is that, except for the cross strip anode, they typically detect only one photon per pulse for the whole field of view. Advanced read-out architectures that are able to resolve multi-photon hits have been designed [123], however they do not fundamentally solve the problem that the count rate is limited by the position read-out electronics rather than the need to avoid overlapping events.

### 4.1.3. Pixel array readout

Similar to cameras, detector arrays [40, 124, 125] and pixelated read-out anodes allow the positions of the events from the detector to be read out directly at each pixel. An 8 × 8 pixel anode read-out with 43 ps time resolution that uses application specific integrated circuits (ASICs) originally developed in CERN has been demonstrated, and a 32 × 32 pixel detector has been planned, but the large pixel size of 0.5 mm and limited number of pixels mean that the development of these detectors is aimed more at high-content screening applications [126]. Another CMOS pixel read-out chip (also developed in CERN for particle physics applications), the Medipix2/TimePix ASIC with 10 ns time resolution, 256 × 256 pixels and 55 μm pixel size, has been combined with an MCP for single photon detection [127, 128]. The main drawback of this detector is the 266 μs frame read-out time which limits the global count rate. Although these chips are capable of high timing resolution, so far they have found more applications in photon counting imaging where the arrival timing of the photons is not required and the photons can be accumulated in each pixel before the frame read-out. However, new generation Timpix3 chips [129] improve the timing resolution by an order of magnitude to 1.5 ns and allow asynchronous readout of the hit pixels with only 0.5 μs dead time, effectively allowing multi-hit functionality at the pixel level. Combined with a faster read-out in the kHz regime [128], these detectors could soon find more applications in wide-field TCSPC imaging.

### 4.2. SPAD arrays

A SPAD is a reverse biased semiconductor p-n junction operating with a bias voltage above the breakdown voltage where a single photon (or a single dark current electron) can set off a significant avalanche of electrons. Single SPADs were first used for fast timing applications in the 1980s [130, 131], and the implementation of SPADs in CMOS technology in 2003 enabled the development of SPAD arrays [132]. In the past decade a number of SPAD array image sensors have been developed, which simultaneously deliver single photon sensitivity, tens of thousands of pixels spatial resolution and picosecond timing resolution [57, 133, 134].

One advantage of SPAD arrays is that each pixel can perform TCSPC independently with a low dead time and consequently high count rate per pixel, yielding enormous overall count rates of GHz [135]. A 256 × 256 TAC imager has been described [136] and 340 × 96 SPAD arrays also exist [137], and it is only a question of time until these huge advantages are leveraged for FLIM. However, SPAD array detectors currently have a small fill factor (<10%), because the majority of the area of each pixel is occupied by electronic circuits.
to perform the timing, with only a small light-sensitive area dedicated to the detection of photons. SPAD line sensors place pulse processing electronics below the detectors [138, 139], thus allowing a high fill-factor, but this is currently not available for 2D array detectors. One promising solution for improving the light detection efficiency is to use a micro lens array in front of the detector to focus the fluorescence signal onto the light-sensitive area [140, 141].

The noise levels of SPAD arrays are much higher than for MCP-based detectors. The dark noise performance of SPAD arrays, typically 100s of counts per pixel (SPAD), depending on the operating voltage and temperature [57], can be improved to 10s of counts per pixel (25 Hz has been quoted [142]) but it is still many orders of magnitude higher than MCP-based intensifiers, for which 0.02 events/s/cm² have been quoted [143]. This consideration gains in importance as the detection window and lifetime to be measured increases, and the count rate drops. It is also an important point to consider when enlarging the size of the light sensitive area in SPADs, as the dark noise increases with the area [57].

Recently a 32-channel TCSPC system has been developed employing the hybrid integration of a custom 32 SPAD array with 32-channel active quench and time to analogue converter array [144]. The design of detectors and timing electronics on a single substrate provides compactness and large numbers of channels but compromises fill-factor and SPAD performance (jitter, photon detection efficiency, afterpulsing and dark count). However, this detector has a time-to-digital converter (TDC) in each pixel with 55 ps resolution, allowing independent TCSPC in each pixel of a 32 × 32 pixel array simultaneously.

Advanced SPAD array manufacturing techniques such as 3D stacking are expected to push fill-factor and spatial resolution to comparable levels to incumbent technologies such as sCMOS or EMCCD whilst offering picosecond time resolution. Recent developments in CMOS SPAD technology have shown significant improvements in many features [145], such as the dead time [146], dark count [142, 147], pixel miniaturization [148], and quantum efficiency in the longer wavelength region [149]. It is expected high resolution CMOS SPAD arrays for ranging applications (Geiger mode light detection and ranging (LIDAR)) [137, 150] will soon be applied to FLIM.

4.3. Superconducting detectors

Superconducting tunnel junction (STJ), kinetic induction detectors (KID) and superconducting nanowire single photon detectors (SNSPD) as well as transition edge sensors (TES) go beyond the principles employed in semiconductor and photoelectronic vacuum devices, i.e. electron–hole pair generation and the photoelectric effect, exploiting superconductivity instead. They have been developed and used for astronomical applications, as reviewed recently [151], but some of these detectors have also been used for the detection of instrumental responses of laser pulses and fluorescence decays via TCSPC [152, 153].

While transition edge sensors are calorimeters that detect the energy of a photon deposited in the detector via a rise in temperature, STJ detectors have superconducting photocathodes and rely on the photons separating the individual electrons in Cooper pairs which only have a milli-electronvolt binding energy [154]. The resulting electrons tunnel through a thin layer beyond which they are picked up and amplified. KIDs detect photons by shifting the frequency of a superconducting LCR oscillator upon photon absorption, which can be detected with great sensitivity.

An interesting feature of these detectors (STJ, KID and TES) is that they have an intrinsic wavelength resolution—the detector can determine the wavelength of the detected photon without employing any filters, gratings or prisms to disperse the light. In the case of STJs, this is given by the pulse height of the signal, i.e. the number of electrons generated by an incident photon. Moreover, they have a high quantum efficiency over a very large wavelength range from x-rays to infra-red and low noise, but they need to be operated at liquid helium temperatures, i.e. below −270 °C in the milli-Kelvin regime. These devices have already been demonstrated to be able to measure the spectra of fluorescent dyes in solution [155] and as labels for DNA [156], but they have not been used for microscopy. The disadvantage is that they have a very long pulse rise time of micro- or milliseconds, so count rates in a single pixel are limited. Although pixelated devices have been manufactured and used on telescopes for optical astronomy at infrared wavelengths [157], the readout of many pixels is a challenging task.

SNSPDs, on the other hand, have a very fast pulse rise time and can count single photons at MHz count rates [152, 158]. They also have very low noise, but limited quantum efficiencies (which can be overcome by cavity resonators [159]) and no intrinsic wavelength resolution. They are based on meandering superconducting wires just below the transition temperature, as reviewed recently [160]. A photon deposits energy, heats up the wire so that the transition temperature is exceeded, and a pulse results. They have an excellent signal-to-noise ratio in the infrared and picosecond IRFs when combined with TCSPC [153]. They have recently been employed to detect singlet oxygen luminescence at 1270 nm, generated by photosensitizer rose Bengal, with unprecedented sensitivity [161]. Although these devices have not yet been applied to fluorescence microscopy, and detector development is aimed more towards infrared wavelengths used in optical communications, parallelised detectors have been built [162] and there have been recent developments towards large-area arrays [163].

4.4. Overview of wide-field TCSPC techniques

A summary of different wide-field TCSPC techniques is shown in table 1. Currently most wide-field TCSPC methods are based on an MCP image intensifier to amplify the photon signal, in combination with a position sensitive detector. Timing read-out from the MCP allows the photon arrival to be determined with picosecond accuracy, and different position-sensitive read-out anodes determine the photon position, typically based on a pulse propagation time or charge division principle. The combination of a phosphor screen and an ultra-fast frame-rate CMOS camera allows up to 100s of photons to be detected simultaneously after one excitation pulse, but the timing accuracy of this method is limited by the camera frame rate to microsecond time scale. Fluorescence super-resolution
software can be used to centroid photon events to sub-pixel accuracy [105, 106]. MCPs are fundamentally limited by their count-rate in the MHz region, and their lifespan is limited by the overall amount of charge that can be extracted from the channels. They have a very low noise, but the quantum efficiency of conventional photocathodes is limited. They can be manufactured with large diameters [164], but the photoelectronic vacuum technology is a drawback compared to silicon-based solid state technology.

SPAD arrays are a relatively new development in wide-field TCSPC, and while their current use as cameras is limited by technical issues, continuing development in this field may enable high count rate picosecond wide-field TCSPC soon [135]. Work in this rapidly evolving field is underway to reduce noise, manufacture large arrays with single photon sensitivity and picosecond timing abilities, as well as large fill factors.

Single-point superconducting detectors have been used to detect fluorescence spectra in the visible [155, 156] and the decay of sensitised singlet oxygen signals at 1270 nm [161]. Superconducting detectors are still a new and growing technology, and their combination with scanning microscopy to produce images, or the use of pixellated devices for time-resolved wide-field microscopy would be interesting.

5. Applications of wide-field TCSPC

Wide-field TCSPC techniques find many applications in FLIM: the low excitation power used is especially beneficial for observing dynamics in living cells over long periods, while wide-field data collections allows particle tracking, and techniques that enable the collection of many photons per excitation pulse speed up the data collection time for long lifetime measurements.

5.1. Low light level wide-field FLIM

The excitation power required for wide-field single photon counting is typically very low, of the order of microwatts, and evenly distributed over the field of view, avoiding high local illumination intensities. For example, 1 μW excitation power over a 100 × 100 μm field of view corresponds to 10 mW cm−2, an order of magnitude less than the sun’s irradiance of the earth, 100 mW cm−2. A confocal microscope uses a similar excitation power, but concentrated in the focal spot of the objective, leading to a high local intensity in the order of 100 W cm−2. Multiphoton microscopy requires several orders of magnitude more power, often in the order of MW cm−2 to GW cm−2.

Wide-field FLIM is useful for monitoring cell dynamics, where the low illumination intensity allows long-term monitoring of living cells. Quadrant anodes, which are commercially available, have been applied to FLIM of biological samples [165] to the study of protein–protein interaction by FRET [166–169] and photosynthesis research, which is very sensitive to the excitation power [170].

5.2. Dynamics and single-particle tracking

Wide-field FLIM enables single-particle tracking measurements, where the whole-field data collection allows the tracking of individual molecule or particle trajectories. As each photon has two time stamps—one for the arrival time since the excitation pulse and one for the time since the start of the
experiment—the data can be divided into time frames of suitable duration that allows the tracking of the molecules but also enough photons in each frame for lifetime fitting. Single-quantum dot tracking and FLIM has been demonstrated with an MCP-based delay line anode detector [171], and quadrant anodes have been applied to FLIM of mitochondrial transport in neuronal processes [168].

5.3. Specialised microscopy techniques

Wide-field TCSPC is especially useful for microscopy techniques where excitation beam scanning is not possible, or cumbersome, and the whole field of view is illuminated with a technique that provides depth discrimination. One of these techniques is total internal reflection fluorescence (TIRF) microscopy. In objective-based TIRF, the excitation light is reflected back from the coverslip, and the sample is excited by an evanescent wave only near (up to ~100nm) the coverslip. TIRF-FLIM has been demonstrated with quadrant anodes [172], SPAD array detectors [173], and delay line anodes (see figure 8) [174]. A similar technique is supercritical angle fluorescence (SAF) microscopy where whole sample is excited but the light is collected only from high angles near the coverslip [175, 176].

Lightsheet microscopy, also called selective/single plane illumination microscopy (SPIM) and named Nature Methods ‘Method of the Year’ 2014, uses a 2nd objective to illuminate the focal plane of the sample with a sheet of light at an angle of 90° relative to the imaging objective, thus providing optical sectioning and reducing photobleaching outside the focal plane. Lightsheet microscopy has been combined with FLIM using frequency domain [177] and gating-scanning methods [178], but wide-field TCSPC would allow a more sensitive and precise lifetime measurement, combined with lower excitation intensity.

Figure 8. Wide-field TCSPC images of HeLa cells acquired with a delay line detector. The measured intensity shows the cell membrane only under TIRF illumination (a), and lifetime is shorter (c), while the whole cell is visible under wide-field illumination (b) and the lifetime is longer (d). (e) Histogram of the individual pixel lifetimes in ((c), (d)). (f) Fluorescence decays in the area indicated by a white rectangle in ((c), (d)). Reproduced from [179].
5.4. Long lifetime measurements

Some wide-field TCSPC techniques are especially well suited for measuring phosphorescence lifetimes in the micro- and millisecond time region—a technique known as phosphorescence lifetime imaging (PLIM). In life sciences, PLIM is often used to image microenvironment of the probe, such as the oxygen concentration or viscosity [180, 181]. The long lifetime increases the sensitivity by giving the probe more time to interact with the environment, and it allows the short-lived autofluorescence from the sample to be discarded. Phosphorescence anisotropy measurements can also be used to study the rotational diffusion of large proteins, whose movement is too slow to be measured with fast fluorescence decays [182, 183]. Besides life sciences, PLIM has been used to study air-flow and pressure in aero-dynamic studies [184], and for temperature measurements in industrial thermometry applications [185].

Camera-based wide-field TCSPC is especially well suited for PLIM, where scanning a single spot over the image would lead to very long image acquisition times. Pile-up restrictions of most other detectors limit the count rate such that approximately 1 in 100 pulses yields a photon, but this technique enables the collection of hundreds of photons per excitation cycle—even several photons after one excitation cycle per pixel, as long as they arrive in different frames [77]. This shortens the data acquisition time with long lifetime probes, such as lanthanides which have lifetimes in the millisecond regime, and has been demonstrated in living cells labelled with 40nm Europium beads, as shown in figure 9 [186]. With current camera frame rates of around 1 MHz, this technique allows the measurement of lifetimes down to \( \sim 1 \ \mu s \). The measurement of the arrival time from the photon event phosphor decay can improve the time resolution beyond the inverse frame rate of the camera, and the slower frame rate used for this technique also increases the number of recorded pixels, thus allowing a bigger field of view. Lifetimes around 1 \( \mu s \) have been measured with several transition metal probes using a 54kHz frame rate, including a ruthenium based oxygen sensor in living cells [187, 188], and a lifetime of \( \sim 500 \) ns has been measured with a 300kHz camera frame rate [84].

5.5. Other applications

Besides fluorescence microscopy, wide-field TCSPC detectors have applications in diverse fields of science and technology. Optical communications (on earth [162], near earth [189], and in deep space [32, 190]), quantum cryptography and light detection and ranging (LIDAR) [191, 192] techniques use wide-field photon counting detectors, and the recent advances especially in superconducting detector and SPAD array technology can be attributed to the rapidly expanding applications in these fields. Although the wavelengths used in these applications are usually in the infrared, other requirements from the detector, such as picosecond time resolution and low noise, are similar to fluorescence microscopy.

In addition to visible light, single photon detectors based on optoelectronic vacuum devices can also detect other types of electromagnetic radiation, including UV photons, x-rays and gamma rays, as well as particles, such as electrons, neutrons and ion fragments. MCPs are used in time-of-flight mass spectrometry for detecting ion fragments [78, 193], while boron-doped MCPs have been used for neutron detection [73–76], where timing of the neutron events allows distinction of cold and thermal neutrons, and thus allows simultaneous imaging at different
neutron energies. In autoradiography, MCPs are used for detecting decay emissions from radioactively labelled samples [194, 195]. We note that for these approaches, once a particle has been converted into an electron in the MCP, the detection process is the same as for photons—and the development of wide-field detectors for FLIM may also benefit these applications.

6. Conclusion

FLIM is a widely used imaging technique in the life sciences which allows the monitoring of the microenvironment of fluorophores and their interaction. Wide-field TCSPC FLIM combines the unique advantages of single photon sensitivity and accuracy with wide-field data collection. This is particularly relevant for various microscopy methods employing cameras, not beam scanning, and wide-field TCSPC detectors allow single photon sensitive FLIM to be performed with these microscopy methods. TCSPC has the best signal-to-noise ratio of the standard time-resolved imaging methods, and is accurate enough to allow multi-exponential fluorescence lifetime fitting. The extremely low illumination intensity, distributed evenly over the field of view, is beneficial especially in life science applications where it allows long-term monitoring of living cells and organisms, while wide-field data collection enables the observation of cell dynamics and single-particle tracking.

In other fields of science and technology, the development of wide-field TCSPC will also benefit methods where single photon time-of-flight measurements are required, for example Geiger mode LIDAR [191, 192], ion velocity mapping [78, 85, 86] or photon correlation techniques [196]. Many wide-field TCSPC methods are currently based on MCPs, a mature technology used especially in astronomy and medical imaging, but there is a trade-off between count rate and time resolution. Recent developments of SPAD arrays in CMOS technology, as well as advances in superconducting detector technology, show great promise for high count rate picosecond wide-field TCSPC, single photon sensitive FLIM in the infra-red and generally single-photon sensitive FLIM of microscopy methods employing cameras.
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