Citation for published version (APA):

Citing this paper
Please note that where the full-text provided on King's Research Portal is the Author Accepted Manuscript or Post-Print version this may differ from the final Published version. If citing, it is advised that you check and use the publisher’s definitive version for pagination, volume/issue, and date of publication details. And where the final published version is provided on the Research Portal, if citing you are again advised to check the publisher’s website for any subsequent corrections.

General rights
Copyright and moral rights for the publications made accessible in the Research Portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognize and abide by the legal requirements associated with these rights.

• Users may download and print one copy of any publication from the Research Portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the Research Portal

Take down policy
If you believe that this document breaches copyright please contact librarypure@kcl.ac.uk providing details, and we will remove access to the work immediately and investigate your claim.

Download date: 05. Apr. 2020
Don’t Let Notes Be Misunderstood: A Negation Detection Method for Assessing Risk of Suicide in Mental Health Records [SUPPLEMENT]

George Gkotsis\(^1\), Sumithra Velupillai\(^1,2\), Anika Oellrich\(^1\), Harry Dean\(^1\), Maria Liakata\(^3\) and Rina Dutta\(^1\)

\(^1\) IoPPN, King’s College London

firstname.lastname@kcl.ac.uk

\(^2\) School of Computer Science and Communication, KTH, Stockholm

\(^3\) Department of Computer Science, University of Warwick

m.liakata@warwick.ac.uk

Supplement

To further understand the performance of the negation resolution algorithms compared to the gold standard annotations, we analyse a few example sentences.

Table 1 presents a few representative cases where our methodology differs from pyContextNLP-N. Sentences 1-4 present positive cases that contain linguistic negation cues and therefore pose a serious challenge for automated negation resolution.

- In sentence 1, which contains the negation cue “no”, our methodology prunes the node together with the complete governing Noun Phrase (“no recent periods of low mood”). In contrast, pyContextNLP-N considers the negation cue within the scope of the target keyword.

- Sentence 2 is a similar example where a negation cue “tricks” pyContextNLP-N. Our method correctly resolves negation, since it marks the phrase “she might commit suicide” as a dominating subordinate clause and ignores the rest of the text.

- Sentence 3 contains the phrase “not what they used to be” which is a pseudo-negation. Our tool fails to identify this whereas pyContextNLP-N is equipped with a corresponding rule and correctly classifies it.

- Both tools erroneously detect negation in sentence 4. The node “due to risk of suicide” (an adjective phrase by CoreNLP) is not considered a special case by either of the tools and negation is propagated to the target keyword.

Sentences 5-8 present negative cases (i.e. cases where negation is present).

- In sentence 5, the negation stopword “deny” is correctly associated with the target keyword in our approach, whereas pyContextNLP-N is – presumably – not equipped with a corresponding rule.

- In sentence 6, the phrase “that she was suicidal” is identified as a dominating subordinate clause and marked as positive in our methodology; pyContextNLP-N considers the whole text and marks it as negative.

- Sentence 7 is another example with opposite outcomes for the two tools. The sentence contains the negation cue “absence” which is not in our dictionary but exists in pyContextNLP-N.

- Finally, sentence 8, which is a case of coreference, is a missed instance for both tools. In future work, we intend to make use of automated coreference resolution, as provided by CoreNLP.

Negation keywords

The keywords used for our proposed negation detection methodology are the following:

### Table 1: A few examples as annotated by the human annotator (Class), our proposed model and pyContextNLP-N.

<table>
<thead>
<tr>
<th>No</th>
<th>Sentence</th>
<th>Class</th>
<th>Proposed Model</th>
<th>pyContextNLP-N</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><em>ZZZZ</em> reported no recent periods of low mood, discussed how in the past she made many suicide attempts</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>2</td>
<td>No issues other than her indicating that she might commit suicide</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>3</td>
<td>He said that his suicidal thoughts are not what they used to be</td>
<td>Positive</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>4</td>
<td>The team does not support a return to prison due to risk of suicide</td>
<td>Positive</td>
<td>Negative</td>
<td>Negative</td>
</tr>
<tr>
<td>5</td>
<td>He continues to deny any suicidal thoughts and is happy to come to the XXX for medical review tomorrow</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>6</td>
<td>She did not say that she was suicidal</td>
<td>Negative</td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>7</td>
<td>Client reassured us of her safety, and absence of suicidal ideation</td>
<td>Negative</td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>8</td>
<td>Directly asked regarding suicidality now and he stated he had no such thoughts at present</td>
<td>Negative</td>
<td>Positive</td>
<td>Positive</td>
</tr>
</tbody>
</table>