Abstract—Standard clinical ultrasound (US) imaging frequencies are unable to resolve microvascular structures due to the fundamental diffraction limit of US waves. Recent demonstrations of 2D super-resolution both in vitro and in vivo have demonstrated that fine vascular structures can be visualized using acoustic single bubble localization. Visualization of more complex and disordered 3D vasculature, such as that of a tumor, requires an acquisition strategy which can additionally localize bubbles in the elevational plane with high precision in order to generate super-resolution in all three dimensions. Furthermore, a particular challenge lies in the need to provide this level of visualization with minimal acquisition time. In this work, we develop a fast, coherent US imaging tool for microbubble localization in 3D using a pair of US transducers positioned at 90°. This allowed detection of point scatterer signals in 3 dimensions with average precisions equal to 1.9 µm in axial and elevational planes, and 11 µm in the lateral plane, compared to the diffraction limited point spread function full widths at half maximum of 488 µm, 1188 µm and 953 µm of the original imaging system with a single transducer. Visualization and velocity mapping of 3D in vitro structures was demonstrated far beyond the diffraction limit. The capability to measure the complete flow pattern of blood vessels associated with disease at depth would ultimately enable analysis of in vivo microvascular morphology, blood flow dynamics and occlusions resulting from disease states.
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I. INTRODUCTION

The structure and flow of the microcirculation reflects the requirements and conditions of local cells and tissue. This assertion underscores the importance of visualizing the presence, structure and function of blood vessels. Architectural changes in the micro-vascular structure, as well as variations in vascular flow can be a marker of pathological, damaged or dysfunctional tissue, such as ischemia [1], peripheral arterial disease (PAD) [2]–[5], and coronary heart disease [6], while an increase can indicate rapid and uncontrollable cell growth or proliferation caused by cancer and metastasis [7]–[10]. Detecting such microscopic changes in vivo using non-invasive high-resolution imaging would allow early clinical intervention and would provide a means of closely monitoring the treatment of such diseases. However, small vessel sizes and low blood flows make assessing the microcirculation challenging [11].

Through the development of microbubbles as US contrast agents [12], [13] and the advent of advanced techniques to exploit their nonlinear response, the specificity and sensitivity of clinical US vascular imaging has improved [14]. However, the limitation on conventional US resolution by diffraction means imaging at the micrometer scale is still required. High frequency US has been developed as a means of obtaining high-resolution imaging [11], however these techniques have limited application due to the inherent compromise between higher frequencies and limited penetration depth. Recently developed ultrasound super-resolution (US-SR) imaging has demonstrated spatially resolved maps of fine microvessels in vitro [15] and in vivo [16] by imaging the signals from spatially isolated microbubbles flowing within the circulation. This has been achieved using an unmodified clinical US system operating in a standard contrast enhanced mode that separates microbubbles from background by detecting the non-linear acoustic response of the microbubbles. This work has demonstrated significant improvement in spatial resolution even with the restricted data accessibility provided by these.
clinical systems.

The recent introduction of ultrasonic plane-wave imaging has enabled fast frame rates often over 1000 frames per second [17]–[20]. Super-resolution US imaging has also been demonstrated by using these high frame-rates to identify bubbles from background in RF data based on their motion and/or disruption over time [21], [22]. A bubble-motion based super-resolution imaging approach has also been demonstrated using a clinical US scanner [23]. A third approach for identifying single bubbles in ex vivo samples is to acquire an US image of the sample with no microbubbles present and to then subtract this static background from frames acquired with microbubbles present [24].

Much of this previous work has been based around the use of 1-D linear array transducers that has restricted the super-resolved image information to 2D [15], [16], [23]. Here, as well as in the case of 3-D volume acquisition using mechanical scanning in the third dimension [24], the elevational resolution remains at the conventional diffraction limit. O’Reilly et al. [24] used a hemi-spherical sparse array to achieve true 3-D super-resolution imaging through an ex vivo skull phantom, but the image acquisition rate was relatively slow (PRF 10 Hz), and the transmit focus was steered through the imaging volume with a step size of 2 mm. In work by Desailly et al. [21], a 2-D matrix array was applied to demonstrate super-resolution imaging in 3-D, but this approach used a bespoke matrix array transducer and details of the data acquisition are unclear. Furthermore, the resulting elevational resolution achieved is not presented.

A particular challenge lies in the need to provide volumetric super-resolution visualization with minimal acquisition time and maximum spatial resolution. In this paper, we demonstrate a compounding strategy using a synchronized pair of orthogonal linear US arrays for 3D bubble localization. The diffraction limited resolution and the 3D localization precision of this US imaging system are measured, before 3-D localization experimental results are obtained using in vitro phantoms. Three dimensional acoustic super-resolution is then demonstrated using 3D in vivo flow phantoms.

II. THEORY

A. Principles of the Method

Acoustic scattering from diagnostic microbubbles is dominated by the active emission of sound due to the change in volume of the scatterers [25] and can therefore be assumed to be spherically symmetric. An imaging configuration has thus been designed to detect scattering effects in two complementary imaging planes. The proposed imaging strategy involves the transmission and reception of plane wave contrast pulse sequences [26] from a programmable 1D linear array transducer, termed the ‘active’ system, with simultaneous detection of the scattered signals from gas-filled microbubbles by a second temporally synchronized, system, termed the ‘passive’ system. Passive cavitation detectors used for passive acoustic mapping implement the same principles to that used in this study [27].

In this method, a pulse of US is emitted from the active transducer and insonifies a low concentration of microbubbles. If the path of the emitted pulse insonifies a bubble which lies within the imaging plane of the passive imaging transducer, then sufficient information can be obtained to localize the bubble in 3D space. The region defined by the overlapping imaging planes therefore determines the field of view in which 3D localization is possible, as illustrated in Fig. 1.

Provided that temporal synchronization of the two imaging systems is achieved, the time of arrival of echoes from moving objects recorded at both transducers can be used to locate a scatterer. The time taken for the scattered signals to arrive at the passive imaging transducer depends on the length of the acoustic path taken. This path length can be estimated by assuming a constant speed of sound in the medium of interest and calculating the time interval between scattering of sound by the bubble and detection of signal by the passive scanner. The time taken to reach the bubble can be calculated from the signal detected by the active scanner.

Fig. 1. Illustration of active and passive transducer configuration when orthogonally positioned. The region defined by the overlapping imaging planes therefore determines the field of view in which 3D localization of microvessel tubes is possible. Independent co-ordinate systems for the active and passive transducers are displayed on the right hand side.

As such, a point-like scatterer positioned at \( r_s = (x_s, y_s, z_s) \) in the active coordinate system will scatter US energy radially assuming a monopole scattering behavior. The 1-D active transducer array \( T_A \) will provide visualisation of the scatterer in a 2-D image plane and enable measurement of its coordinates in the directions \((x_A, y_A)\) (see co-ordinate system in Fig. 1). In this conventional imaging system, coordinate \( z_s \) can be localized only to within the elevational resolution of the system. Positioning transducer \( T_P \) orthogonally, or at an angle, to \( T_A \) allows in plane measurement in the directions of \((x_P, y_P)\). Coordinate \( z_s \) can therefore be determined, in the orthogonal case, to within the axial localization precision of the passive transducer from the measurement of \( y_P \). Thus, the
passive transducer enables higher precision localization within the elevational imaging plane of transducer $T_1$.

Conventional US imaging with line-by-line focused pulses limits the highest achievable frame rate. The use of plane wave transmissions enables faster frame rates and is able to insonify a large field of view with each transmission [18–20]. Plane wave transmission was therefore implemented and adapted for nonlinear imaging to recover microbubble specific images.

III. MATERIALS AND METHODS

A. Ultrasound Equipment and Acquisition

Data were acquired using two Ultrasound Advanced Open Platform (ULA-OP) systems (MSD Lab, University of Florence, Italy). These are open platform, programmable US imaging systems with 64 independent arbitrary waveform generators able to simultaneously control up to 64 elements of a number of different element array probes with user-defined pulse sequences [28]. Each ULA-OP system was used to drive a LA332 imaging transducer (Esaote, Firenze, Italy). This 144 element linear array probe has a 6 dB bandwidth ranging from 2 MHz to 7.5 MHz bandwidth and a 0.254 mm pitch.

B. Phantom Construction

Phantoms developed for 3D US imaging were constructed using medium density paraffin gel wax [29]. These phantoms allow 90° transducer positioning without the need to submerge the imaging probes deep into water. To create the phantom, firstly, paraffin gel wax was placed into a silicone mold using sterile gloves in a clean environment to limit the possibility of small fragments and dust particles embedding in the phantom. The speed of sound within the phantom was estimated to be $1425 \pm 3$ m/s using a reflection substitution technique.

In order to create a sub-diffraction sized linear scatterer within the phantom, a small air bubble was injected into the paraffin gel wax approximately 10 minutes after removing the phantom from the oven using a micro-pipette. Optical images were then acquired using a microscope where this air bubble was estimated to have a diameter of 133 µm. A second phantom was created in which a coiled cellulose tube with inner diameter of 200 µm was embedded into the paraffin after the same amount of cooling time. This was then trimmed and inserted into 25G butterfly winged infusion needles at either end. An epoxy resin was used to secure the connections between the tubes and the needles.

C. Ultrasound System Characterization – Estimation of Diffraction Limited Resolution

The diffraction limited resolution of the imaging system under ideal conditions was investigated using 3 MHz transmit frequencies with a single ULA-OP system. Focused B-Mode pulses were transmitted using a 3 cycle pulse with the system maximum amplitude, PRF of 4000 Hz, and a focus distance of 18 mm. The PSF of the point scatterer phantom was measured at depths between 13 mm to 23 mm in the axial direction, and across 12 mm laterally. Focused US data was acquired in IQ format. With the scatterer at the focus, 100 plane wave pulses were additionally transmitted and saved in pre-beamformed RF format in order to compare the PSF achieved using focused imaging, and delay and sum beamformed plane wave reconstruction. The resolution of the US system was measured as the FWHM of the beamformed signal in the lateral and axial directions.

The elevational resolution of the system was estimated by translating a wire target in 0.250 mm steps across the field of view at a depth of 18 mm using a micrometer stage and measuring the signal amplitude in the acquired IQ data. To account for the finite size of the wire in the measurement of the PSF, the FWHM value was deconvolved by the scatterer diameter to obtain new values of the PSF FWHM as performed in our previous work [16].

D. Ultrasound System Characterization – Estimation of Localization Precision in 3-D

To estimate the localization precision achievable using super-resolution, the orthogonal setup illustrated in Fig. 1 was constructed using two identical LA332 transducers each connected to individual ULA-OP systems. The systems were synchronized via the use of a single system clock source.

The point scatterer phantom was positioned within the overlapping imaging region of the orthogonal transducers at the focus. Three cycle, single angle plane waves were transmitted from the central 64 elements of the active transducer at 3 MHz with a PRF equal to 4000 Hz and amplitude equal to 1 (a.u.). Coincident echo detections at the passive and active imaging probes were then used for 3D localization. The standard deviation of the localisation position over 100 frames provided an estimate of the localisation precision.

E. In Vitro Microbubble Imaging

Two 200 µm internal diameter cellulose tubes (Hemophan®, Membrana) were held alongside each other within a distance smaller than the elevational resolution of the active transducer, estimated to be 1 mm (see Results). The apparatus was placed in a gas-equilibrated water bath at a depth of approximately 14 mm. The ULA-OP systems were synchronized in the aforementioned orthogonal set-up with the tubes positioned within the volume $V$ defined by the overlapping imaging planes, estimated to be equal to

$$V = FOV_L \times FOV_{ZA} \times FOV_{ZP},$$

where $FOV_L$ is the lateral field of view, and $FOV_{ZA}$ and $FOV_{ZP}$ are the elevational field of view for the active and

$$V = 15.4 \text{ mm} \times 1.188 \text{ mm} \times 1.188 \text{ mm},$$

$$V = 21.7 \text{ mm}^3.$$
passive transducers respectively. A low concentration dilution of 100 µl SonoVue in 600 ml water was prepared which provided a suitable concentration for imaging spatially isolated microbubbles. The solution was drawn through both tubes at 50 µl/min with opposing flow directions.

The active ULA-OP system was driven at a frame rate of 400 Hz using amplitude modulation (AM) plane wave transmission using three different relative amplitudes of 1, -1 and 0.5 (a.u.) at a transmit frequency of 3 MHz. Peak negative pressures at the target depth were estimated using hydrophone measurements to be 180 for 0.5 amplit dep pulse, and 377 kPa for full amplitude pulse. All 64 active elements were used in parallel on both ULA-OP systems. RF data was saved from both systems simultaneously. A single dataset consisted of a 15 second acquisition corresponding to 6000 individual frames, equivalent to 2000 AM frames once combined. Five datasets were collected and processed for the final visualization.

F. Post-Processing Procedures

In previous work, localization of individual bubble signals involved calculating the centre of mass of an image formed by the microbubble to estimate its location [15], [16]. As discussed previously, when a small scatterer is insonified by a plane wave, it can be assumed to emit a spherical wave. In this work, scatterer localizations were estimated using two methods for comparison. In the first method, the peak of each RF data line from each element was found. Since a spherical wave emitted by a point scatterer can be approximated as a hyperbola when detected across parallel transducer array elements, the peaks detected in each channel line were used to fit a hyperbola across the lateral image plane. The position of the minimum in time of this hyperbola was used as the estimate of the location of the insonated point scatterer. In the second method, the received signal was beamformed offline to reconstruct an image of the point scatterer. The location of the scatterer was then estimated by calculating the centre of mass of the signal as performed in previous work [15], [16].

The localization precision for each method was measured to be the standard deviation of the localization positions over 100 frames. Average estimated localization precisions were implemented in rendering procedures for subsequent in vitro experiments. The SNR was calculated as the ratio of the average absolute intensity of the detected signal within the field of view, to the average absolute background signal.

For in vitro microbubble imaging, identical post-processing was performed for both active and passive data. To remove unwanted background signals, frames with a low total intensity considered not to contain a bubble were added to a rolling average of the previous 10 background frames that was then subtracted from the next frames containing a bubble. Next, an asymmetric median filter of size [2 x 8] (time x space) was applied; this size was chosen to smooth noise variations across the RF signal frame without significantly blurring the data, which possessed higher resolution in the temporal direction.

A template-matching algorithm was then used to locate hyperbola structures in the data corresponding to individual bubbles by computing the normalized cross-correlation between the RF data and a reference signal or ‘template’. The template was constructed by extracting the scatter signal from the previously acquired linear (non-contrast enhanced) point scatterer echo obtained from the air bubble inclusion in paraffin wax. The position of the maximum cross-correlation identified the approximate position of the scatterer in the data. So as not to bias the bubble localization by characteristics of the linear scatterer signal, a region of interest surrounding the maximum position of cross-correlation was extracted using a binary mask. The binary mask consisted of a region of pixels with a value of one which extended 4 µs above and below the fitted template position across the whole lateral width of the image, while the remaining pixels had a value of zero. This allowed extraction of the full axial extent of the detected bubble signals to incorporate phase information in the localization, while still isolating potential bubble signals from erroneous or noise related signals present in the rest of the data which may decrease the accuracy of the technique. The peaks of each RF data line within the masked frame were then fitted with a hyperbola; the point on the curve representing the minimum arrival time was estimated to represent the bubble position.

Coincident detections of plane wave echoes by both transducers were extracted. Active localizations provided measurement of the axial and lateral bubble positioning in \((x_A,y_A)\) while the passive system enabled localization within the active transducer’s elevational plane, \((z_A)\). For each pair, a velocity vector was then calculated analogous to that performed in our previous work in 2-D [16], between \(x_i^n, y_i^n, z_i^n\) and \(x_i^{m+1}, y_i^{m+1}, z_i^{m+1}\) and assigned to the centroid location \(x_i^n, y_i^n, z_i^n\), in frame \(n\).

G. Image Generation

A 3D rendering of the combined localizations was constructed by plotting each estimated bubble location, \(r_i = x_i, y_i, z_i\), as an ellipsoid with semi-axis lengths equal to the previously estimated localization precisions in the axial, lateral and elevational directions, \(\sigma = (\sigma_{x_i}, \sigma_{y_i}, \sigma_{z_i})\), given by

\[
\frac{(x-x_i)^2}{\sigma_{x_i}^2} + \frac{(y-y_i)^2}{\sigma_{y_i}^2} + \frac{(z-z_i)^2}{\sigma_{z_i}^2} = 1, \tag{4}
\]

where \(x, y, z\) are the coordinates of any points on the surface of the ellipsoid. Microbubble tracking algorithms developed in our previous work [16] were extended for 3D implementation to determine the flow velocity within the microvessel structure. Intensity cross-correlations between each bubble signal in frame \(n\) and each of the bubble signals found in frame \(n-1\) were then calculated and the maximum cross correlation was found for each signal in frame \(n\). A pair
of signals were considered to come from the same bubble if the maximum cross-correlation exceeded an empirically determined threshold of 0.4 (significantly lower than that in previous work [16] due to the nature of the RF signals compared to beamformed, positive, envelope detected image data).

IV. RESULTS

A. Ultrasound System Characterization

An example data frame from a single transducer operating in conventional B-Mode in which a point scatterer was positioned at a depth of 18 mm using 3 MHz insonation frequency is shown in Fig. 2. Average measured FWHMs over a region in the field of view approximately 10 mm × 12 mm in size using focused imaging (or over repeated measurements in the case of the elevational resolution) at a transmit frequency of 3 MHz equate to 534 ± 29 µm, 953 ± 103 µm and 1188 ± 160 µm in the axial, lateral and elevational planes respectively. An improved axial resolution of 488 µm was observed using plane wave beamforming. These measured values provide an approximate comparison for estimating the resolution improvement achieved after localizing image data. The wavelength of the transmission pulse, here equal to 500 µm, also provides an indication of the system resolution which can be used to compare to the achieved super-resolution.

Localization precisions calculated across the entire field of view are displayed in Fig. 3. The average lateral localization precisions have an average of 11.0 ± 25.0 µm, with a minimum of 6.9 µm and maximum of 101.7 µm, as shown in Fig. 3a. The average axial localization precision is 1.9 ± 1.6 µm, ranging from 0.7 µm to 9.4 µm at the edge of the field of view, see Fig. 3b. Signal-to-noise (SNR) values are shown in Fig. 3c.

Five hundred echoes were simultaneously detected from the single air bubble inclusion in paraffin gel by both the active and passive transducers. Fig. 4a and b display the coincident localizations within the co-ordinate system of each transducer. The axial component of the passive localizations enable the position of the scatterer to be determined within the active transducer’s \((x_a, z_a)\) plane; the resulting 3D localization precision is thus shown in Fig. 4c. The diffraction-limited spatial resolution of a single transducer alone at 3 MHz transmit frequency, measured from the PSF profiles at the focus in the axial and lateral directions, and the amplitude profile in the elevational direction are shown in Table 1 together with the estimated super-resolution localization precisions in the same three directions.

![Figure 2](image2.png)

**Fig. 2.** An IQ image data frame at the transducer focus of 18 mm at 3 MHz with the LA332 probe representing the diffraction limited in plane resolution of the imaging system. Average resolution estimations over the field of view are 534 ± 29 µm and 953 ± 103 µm respectively.

![Figure 3](image3.png)

**Fig. 3.** Localization precision estimations using RF plane wave receive signals across the field of view at a transmit frequency of 3 MHz. (A) and (B) show the axial and lateral precisions respectively, and (C) is the estimated signal-to-noise (SNR) of the receive signals.

B. In Vitro Microbubble Imaging

Fig. 5a displays the combined localizations from all acquired frames from contrast enhanced imaging of microbubble flowing through the phantom consisting of two adjacent tubes with opposing flow directions. The elevational component (along \(z_a\)) of the measured bubble velocity remained relatively constant throughout the data so therefore the color of each ellipsoid displayed in the figure represents the lateral directional component of the velocity vector. Results consist of 3149 localizations assumed to originate from microbubbles coincidently detected on both systems.

Fig. 5b shows the projection of the detected localizations along the lateral direction. The two capillary tubes are clearly resolved in the elevational direction and are separated by ~400 µm, which is smaller than the elevational resolution of a single transducer (~1188 µm) shown with red dashed vertical lines in Fig. 5c. The elevational profiles of the two tubes were found to have FWHM of 215 µm and 235 µm, corresponding well to the nominal tube inside diameter of 200 µm.
Fig. 4. 3-D localization precision. Detection by the active and passive transducers individually provides localizations as displayed in a) and b) respectively, where the axial distance in b) corresponds to the elevational distance in the active coordinate system. These figures display localizations within the transducers own co-ordinate system. When combining localizations in the global orthogonal configuration, the passive localizations enable detection within the active transducer’s (x,x) plane. The resulting 3-D localization precision is shown in c).

<table>
<thead>
<tr>
<th>Dimension</th>
<th>FWHM (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional US imaging with single transducer</td>
<td>Compounded 3-D super-resolution</td>
</tr>
<tr>
<td>Axial</td>
<td>534 ± 29</td>
</tr>
<tr>
<td>Lateral</td>
<td>953 ± 103</td>
</tr>
<tr>
<td>Elevational</td>
<td>1188 ± 160</td>
</tr>
</tbody>
</table>

Table 1. Comparison of diffraction limited resolution using single LA332 transducer to 3D localization precision in each imaging plane of the new 3D orthogonal imaging configuration.

V. DISCUSSION

A multi-probe US strategy has been developed for super-resolution imaging in 3D. This allowed detection of a single air-bubble inclusion in a paraffin gel phantom in three dimensions with average precisions of 1.9 µm in the axial and elevational planes, and 11 µm in the lateral plane, compared to PSF FWHM of 488 µm, 1188 µm and 953 µm for the diffraction-limited resolution of a single transducer. The multi-probe compounding strategy additionally demonstrates the ability to distinguish two vessel structures in 3D far beyond the estimated diffraction limited resolution of the system, where image acquisition was performed in under 1.5 minutes. This has addressed the challenge of the existing 2D imaging of poor spatial resolution in the elevational plane. With additional 3D velocity mapping, investigation of both structure and flow of microstructures is possible.

Fig. 5. Microbubble localizations after coincident detection of plane wave echoes through a flow phantom by active and passive imaging systems. a) Localizations are plotted as ellipsoids with semi-axis lengths equal to the localization precision of the system in three dimensions, σ = (σx, σy, σz). The color map displays the lateral component of the velocity vector only. Fig. b) displays the projection of the microbubble localizations along the lateral plane, where color is used to display tracked direction of the axial and lateral component of velocity. Profiles of the data taken in the elevational direction, displayed in c), show the ability to resolve the two tubes within the diffraction limited elevational resolution of a single transducer (~1188 µm – red dashed lines).
structure and flow of microstructures is possible.

With such an acquisition strategy, the elevational slice thickness of each probe governs the potential 3D field of view, in that the poorer the elevational resolution, the larger the potential imaging volume; as such a poor elevational resolution becomes an asset rather than a limitation. To further increase the field of view, one or both of the systems can be scanned spatially over a larger 3D region of interest. For example, a mechanical probe can be used as the orthogonally placed passive receiver to detect bubble signals from a wide axial depth range. It is estimated that steering a mechanical transducer could expand the imaging volume by a factor of 2.8 at 2 cm depth with only a factor of three increase in acquisition time. Alternatively, imaging the target object in defocussed elevational regions of both probes should increase the overlapping imaging volume.

In comparison to our previous implementation of US-SR, the availability of the raw RF data allows both the amplitude and phase information of the US signals to be utilised, rather than only the envelope detected data. The use of plane wave RF data showed higher localization precision to that performed on beamformed reconstructed data (offline). Systems enabling raw RF data accessibility allow the more accurate detection and correction of 3D motion effects and may be more robust in the case of overlying, aberrating tissue [24].

In 1986, Bobroff defined the limit to which the position of a signal could be estimated for general experimental data analysis to be based on the instrument resolution, the sampling density, and the data SNR [31]. More recently, Desailly et al. 2015 extended this to the application of localization in US [32]. Imaging parameters such as the sampling rate of the system (the temporal resolution of acquisition is predominantly limited by the system sampling frequency), the number of transducer elements, the echo duration, and the aperture size are likely to have a fundamental effect on the localization precision of RF plane wave echoes. The diffraction limited US axial resolution is proportional to the spatial pulse length (SPL) of the signal, while the lateral resolution improves with aperture length (the width of the combined number of elements used in the transducer), and increasing frequency.

The impact of the lateral position of the scatterer within the field of view on the standard deviation was investigated, and remained relatively stable within the central imaging region (Fig. 3). However, as the target neared the edge of the field of view, the lateral precision reduced considerably, where the detection of effectively only a half of the hyperbolic profile in the RF raw data was possible. SNR values were also seen to decrease for target positions near the edge of the imaging plane. Localization appeared more reliable when the targets are in the centre of the imaging volume. This super-resolution process is therefore spatially varying, and its limit will be determined by a combination of these imaging factors.

An increase in temporal resolution using plane wave imaging compared to line-scanning not only allows faster 3D image acquisition, but also should provide a higher bubble localization rate for a given microbubble concentration, and moreover, may improve velocity estimations due to more frequent sampling. Since super-resolution microbubble imaging relies upon the combined contributions of many localizations over time, for a given microbubble concentration, a greater frame rate should therefore result in a decrease in the overall acquisition time.

In order for microbubbles to provide new spatial information in each frame, the bubbles must be moving, and their position in each frame should contribute supplementary spatial information to the final rendering. As such, one can define ‘additional’ information to be the occurrence of a bubble localization in frame $n+1$ in which the bubble has moved by a distance of approximately half the localization precision since frame $n$. This can help to define the limit to which increasing the frame rate will no longer increase the information obtained on the spatial structure of the sample. Nevertheless, as previously mentioned, this condition does not mean increasing the frame rate will not be valuable; above this frame rate, localizations from slower moving bubbles will still contribute signal to the final rendering, and thus will enhance SNR in the final image even if they do not provide new spatial information. Indeed, the occurrence and velocity tracking of many localizations within a spatial region can importantly indicate the amount of blood flow through an area.

This study involved the use of single angle plane wave transmission. Multi-angle compounding has previously been demonstrated to provide improved SNR and lateral resolution to that of single angle transmission [18], and therefore its implementation may contribute to an improved localization precision when estimated on a stationary scatterer. However, to provide benefit, the localization precision should improve by more than the corresponding decrease in precision caused by the effect of bubble motion during the total acquisition time of the multiple compounding imaging pulses. As such, multi-angle compounding in conjunction with multi-pulse contrast imaging must be considered in relation to the time taken to acquire the signal and the relative motion of the bubble during that time. The relationship between PRF, bubble velocity, and compounding strategies will be topics for future investigation.

The acceptance of only coincidental detections on the active and passive transducers is an additional noise reduction step, where noise or other false positive detections identified on one system are unlikely to occur simultaneously on the passive system also and hence may lead to a decrease in spurious localizations in the final rendering.

There, however, exist challenges associated with this imaging strategy, including the lack of suitability of the orthogonal imaging set-up for clinical implementation. Indeed, this technique can be performed when aligning the transducers at angles less than 90°, and this is the principle implemented
in 2D matrix array technology used in previous publications [21]. Nonetheless, the configuration demonstrated here allows demonstration at the expected highest 3D localization precision. Implementation with smaller angles could be a topic for further investigation.

Three dimensional super-resolution techniques have been reported by two other groups, namely O’Reilly et al. 2013 [24] and Desailly et al. 2013 [21]. Both implement the use of specialized transducer technology. In the first, the use of a hemispherical transcranial therapy array where the transmit focus was steered through a volume with 2 mm step size allowed the impressive visualization of a spiral structure through an ex vivo skull [24]. This work demonstrated an improvement over diffraction limited US data and an average localization precision of approximately 40 µm in the elevational direction is stated (λ/120), compared to 1.9 µm, (λ/263), in this work. Desailly et al. 2013 imaged a tilted 2D structure using a 2D matrix array transducer [21], however no analysis of the elevational resolution obtained was reported.

VI. CONCLUSION

Three dimensional super-resolution using a synchronized, multi-probe imaging configuration allows localization of isolated bubble signals in 3D with estimated localization precision of 1.9 µm in axial and elevational planes, and 11 µm in the lateral plane, which is approximately two orders of magnitude higher than the original diffraction limited resolution for a single transducer (488 µm, 1188 µm and 953 µm respectively). Plane wave imaging with a PRF of 400 Hz enabled a 3-D phantom consisting of two 200 µm cellulose tubes with opposing flows to be imaged in 3-D with an image acquisition time of 75 s.
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