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ON HELSON MATRICES: MOMENT PROBLEMS, NON-NEGATIVITY, BOUNDEDNESS, AND FINITE RANK

KARL-MIKAEI PERFEKT AND ALEXANDER PUSHNITSKI

Abstract. We study Helson matrices (also known as multiplicative Hankel matrices), i.e. infinite matrices of the form $M(\alpha) = \{\alpha(nm)\}^{\infty}_{n,m=1}$, where $\alpha$ is a sequence of complex numbers. Helson matrices are considered as linear operators on $\ell^2(\mathbb{N})$. By interpreting Helson matrices as Hankel matrices in countably many variables we use the theory of multivariate moment problems to show that $M(\alpha)$ is non-negative if and only if $\alpha$ is the moment sequence of a measure $\mu$ on $\mathbb{R}^\infty$, assuming that $\alpha$ does not grow too fast. We then characterize the non-negative bounded Helson matrices $M(\alpha)$ as those where the corresponding moment measures $\mu$ are Carleson measures for the Hardy space of countably many variables. Finally, we give a complete description of the Helson matrices of finite rank, in parallel with the classical Kronecker theorem on Hankel matrices.

1. Introduction

1.1. Overview. Let $\{\alpha(n)\}^{\infty}_{n=1}$ be a sequence of complex numbers. We denote by $M(\alpha)$ the (potentially unbounded) operator on $\ell^2(\mathbb{N})$ with “matrix entries” $\{\alpha(nm)\}^{\infty}_{n,m=1}$, i.e. the $(n,m)$'th entry depends only on the product $nm$. Following [26], we will call $M(\alpha)$ the Helson matrix corresponding to the sequence $\alpha$, in honor of Henry Helson’s initial investigations [13] and [14].

Recall that for a sequence of complex numbers $\{\beta(j)\}^{\infty}_{j=0}$, the corresponding Hankel matrix is the operator on $\ell^2(\mathbb{N}_0)$ ($\mathbb{N}_0 = \{0,1,2,\ldots\}$) with the matrix entries $\{\beta(j+k)\}^{\infty}_{j,k=0}$. We denote this Hankel matrix by $H(\beta)$.

Our aim with this paper is to compare the theory of Helson matrices, a theory in its infancy, with the well-established theory of Hankel matrices. More precisely, we will address the following questions for Helson matrices:

(a) What is the class of all bounded $M(\alpha)$?
(b) What is the class of all non-negative $M(\alpha)$?
(c) What is the class of all $M(\alpha)$ of finite rank?
(d) Can one describe the spectra of $M(\alpha)$ for some concrete sequences $\alpha$?

These questions are well understood for Hankel matrices $H(\beta)$. In this context, Question (a) is answered by Nehari’s theorem, Question (b) is answered by the solution to the Hamburger moment problem, and Question (c) is answered by Kronecker’s theorem. As for Question (d), many of its answers originate from the description of the spectrum of the Hilbert matrix $\{1/(1+j+k)\}^{\infty}_{j,k=0}$ given by M. Rosenblum [28, 29]. More details of these classical facts will appear throughout the paper, as our investigation of Helson matrices is guided by the analogy with Hankel matrices, and we have tried to make this analogy as explicit as possible.
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To summarize the main findings of the paper, we will fully answer Question (c) with a statement analogous to the classical Kronecker theorem. We will observe that Question (b) is almost settled by the existing theory of multivariate moment problems, showing that when \( \alpha \) is polynomially bounded, then \( M(\alpha) \) is non-negative if and only if \( \alpha \) is the moment sequence of a positive measure on \( \mathbb{R}^\infty \). To treat Question (a) we use this description of \( \alpha \) to characterize the bounded non-negative Helson matrices in terms of Carleson measures for the Hardy space \( H^2(T^\infty) \) of the infinite polytorus. However, such Carleson measures are notoriously difficult to understand, and we leave the topic with many remaining question marks. We will also discuss the spectral structure of a particular Helson matrix, known as the multiplicative Hilbert matrix; this gives an answer to Question (d).

### 1.2. Helson matrices as Hankel matrices in infinitely many variables.

Observe that by restricting a Helson matrix \( M(\alpha) \) to indices of the form \( n = p^j \) for some fixed prime \( p \) and \( j = 0, 1, \ldots \), one obtains a Hankel matrix \( \{\alpha(p^{j+k})\}_{j,k=0}^\infty \). To develop this further, we need some standard notation. Let \( p = \{p_j\}_j^{\infty} \) be the monotone enumeration of the primes. Every natural number \( n \) can be written \( n = p^\kappa \), where \( \kappa = (\kappa_1, \kappa_2, \ldots) \) is a multi-index with all components \( \kappa_j \in \mathbb{N}_0 \) and

\[
p^\kappa = \prod_{j=1}^\infty p_j^{\kappa_j}. \tag{1.1}
\]

In this parameterisation \( \kappa \) runs through the subset of \( \mathbb{N}_0^\infty = \mathbb{N}_0 \times \mathbb{N}_0 \times \ldots \) which consists of finite sequences: \( \kappa_j = 0 \) for all sufficiently large \( j \). We will denote this subset by \( \mathbb{N}_0^{(\infty)} \).

Formula (1.1) establishes a bijection between \( \mathbb{N} \) and \( \mathbb{N}_0^{(\infty)} \). We will sometimes write \( \kappa = \kappa(n) \) or \( n = n(\kappa) \) to express the relationship \( n = p^\kappa \), allowing us to alternatively index the sequence \( \{\alpha(n)\}_{n=1}^\infty \) by \( \kappa \). Obviously, we can also view \( \ell^2(\mathbb{N}) \) as \( \ell^2(\mathbb{N}_0^{(\infty)}) \).

Now let \( n = p^\kappa \) and \( m = p^{\kappa'} \) for two multi-indices \( \kappa, \kappa' \in \mathbb{N}_0^{(\infty)} \). Then we have that

\[
\alpha(nm) = \alpha(p^\kappa p^{\kappa'}) = \alpha(p^{\kappa + \kappa'}), \quad \kappa, \kappa' \in \mathbb{N}_0^{(\infty)},
\]

and so the Helson matrix \( M(\alpha) \) can be viewed as a Hankel matrix on infinitely many variables, i.e. as a Hankel matrix acting on \( \ell^2(\mathbb{N}_0^{(\infty)}) \). To make this clearer, let us consider an intermediate model, namely, Helson matrices on finitely many variables. Fix \( d \in \mathbb{N} \) and let \( \{\beta(\kappa)\}_{\kappa \in \mathbb{N}_0^d} \) be a sequence of complex numbers. Then the Hankel matrix \( H_d(\beta) \) on \( d \) variables is the linear operator on \( \ell^2(\mathbb{N}_0^d) \) formally given by

\[
(H_d(\beta)a)_\kappa = \sum_{\kappa' \in \mathbb{N}_0^d} \beta(\kappa + \kappa')a_{\kappa'}, \quad \kappa \in \mathbb{N}_0^d,
\]

where \( a = \{a_\kappa\}_{\kappa \in \mathbb{N}_0^d} \in \ell^2(\mathbb{N}_0^d) \). Thus, (1.2) establishes a one-to-one correspondence between \( M(\alpha) \) and the analogue of \( H_d(\beta) \) for countably many variables (\( d = \infty \)).

### 1.3. Hardy spaces.

To treat Hankel and Helson matrices, we will make use of the Hardy spaces of the finite polytori \( T^d, d \in \mathbb{N} \), and of the countably infinite polytorus \( T^\infty = \prod_{j=1}^\infty T \).

For a variable \( z = (z_1, z_2, \ldots) \in T^d \) and for a multi-index \( \kappa \in \mathbb{N}_0^d \) (\( \kappa \in \mathbb{N}_0^{(\infty)} \) if \( d = \infty \)) we use the same shorthand as in (1.1):

\[
z^{\kappa} = \prod_{j} z_j^{\kappa_j}.
\]
The Hardy space $H^2(\mathbb{T}^d)$ consists of power series $f(z) = \sum_{\kappa} f_\kappa z^\kappa$ with the finite norm
$$\|f\|_{H^2(\mathbb{T}^d)}^2 = \sum_{\kappa} |f_\kappa|^2 < \infty.$$ Here the summation is over $\kappa \in \mathbb{N}_0^d$ if $d < \infty$ and over $\kappa \in \mathbb{N}_0^{(\infty)}$ if $d = \infty$. Clearly, $H^2(\mathbb{T}^d)$ is a Hilbert space with the standard inner product
$$\langle f, g \rangle_{H^2(\mathbb{T}^d)} = \sum_{\kappa} f_\kappa \overline{g_\kappa}.$$ It can be naturally understood as a subspace of $L^2(\mathbb{T}^d)$, the space of square-integrable functions with respect to the Haar measure $d\mu_d$ on $\mathbb{T}^d$ [8, 12]. It is the subspace of $L^2(\mathbb{T}^d)$-functions whose Fourier coefficients $f_\kappa, \kappa = (\kappa_1, \kappa_2, \ldots)$, are non-zero only if $\kappa_j \geq 0$ for every $j$. For this reason, $H^2(\mathbb{T}^\infty)$ is sometimes also known as the narrow cone.

An important fact is that each $f \in H^2(\mathbb{T}^d)$, $d < \infty$, defines a holomorphic function on $\mathbb{D}^d$. The reproducing kernel at the point $w \in \mathbb{D}^d$ is given by
$$K_d(z, w) = \prod_{j=1}^d 1 - z_j \overline{w_j} = \sum_{\kappa} z^\kappa \overline{w^\kappa}, \quad z \in \mathbb{D}^d.$$ (1.3)

For $d = \infty$, in order for the holomorphic extension to make sense one must consider it on $\mathbb{D}^\infty \cap \ell^2(\mathbb{N})$ [8]. The reproducing kernel at the point $w \in \mathbb{D}^\infty \cap \ell^2(\mathbb{N})$ is given by the same formula,
$$K_\infty(z, w) = \prod_{j=1}^\infty 1 - z_j \overline{w_j} = \sum_{\kappa} z^\kappa \overline{w^\kappa}, \quad z \in \mathbb{D}^\infty \cap \ell^2(\mathbb{N}).$$ A third name for $H^2(\mathbb{T}^\infty)$ is hence the Hardy space of the infinite polydisc.

1.4. The structure of the paper. In Section 2, which contains no new results, we recall some background information on the boundedness of Hankel and Helson matrices. We recall Nehari’s description [19] of bounded Hankel matrices in one variable as well as the deep extension of this theorem to the multivariate setting due to Ferguson–Lacey–Terwilleger [10, 17]. We also recall that for Helson matrices, the natural analogue of Nehari’s theorem fails, as was demonstrated by Ortega-Cerdà and Seip [21].

In Section 3 we discuss the connection of Hankel and Helson matrices to the theory of multivariate moment problems. The solution to the classical Hamburger moment problem says that the one-variable Hankel matrix $H_1(\beta)$ is non-negative (in the quadratic form sense) if and only if it can be represented as the moment sequence of a positive measure on $\mathbb{R}$:
$$\beta(\kappa) = \int_\mathbb{R} t^\kappa \, d\mu(t), \quad \kappa \in \mathbb{N}_0.$$ In Section 3, we discuss the known multi-variable analogue of this statement for Hankel matrices $H_d(\beta), d < \infty$; in this case, $\beta$ is the moment sequence of a measure on $\mathbb{R}^d$. Further, under some growth restriction on $\alpha$, we will give the (essentially known) result for Helson matrices: $M(\alpha)$ is non-negative if and only if $\alpha$ is a moment sequence for some measure $\mu$ on $\mathbb{R}^\infty$:
$$\alpha(n) = \int_{\mathbb{R}^\infty} t^n \, d\mu(t), \quad n = \ell^\kappa.$$ In Section 4 we use the moment sequence description of $\alpha$ to characterize bounded Helson matrices in the special case when $M(\alpha)$ is non-negative. In this case, we show that $M(\alpha)$
is bounded if and only if the moment measure $\mu$ of $\alpha$ is a Carleson measure for the Hardy space $H^2(T^{\infty})$, and this holds if and only if a certain integral operator is bounded on $L^2(\mu)$. Our result parallels Widom’s [33] description of bounded non-negative Hankel matrices in a single variable. A notable difference is that the single variable problem has a natural extremal solution, namely, the Hilbert matrix. No such extremal exists for non-negative Helson matrices.

In Section 5 we consider a natural subclass of non-negative Helson matrices, inspired by the customary identification (the Bohr lift) between $H^2(T^{\infty})$ and the Hardy space $H^2$ of Dirichlet series [12]. For this subclass the description of boundedness can be taken further. In this context, we also discuss the spectral analysis of the multiplicative Hilbert matrix

$$H: \ell^2(N_2) \to \ell^2(N_2), \quad N_2 = \{2, 3, 4, \ldots\}, \quad \mathbf{H} = \left\{ \frac{1}{\sqrt{nm \log(nm)}} \right\}_{n,m=2}^\infty,$$

which fits into this framework. A partial description of the spectrum of $\mathbf{H}$ was given in [5]. Here we report on further progress in this direction, while the details are given in a separate publication [23].

In Sections 6 and 7 we characterize the finite rank Helson matrices. The material of Section 3 yields a description of the non-negative finite rank Helson matrices, but the general situation is significantly more difficult to handle. We are inspired by earlier results [24, 16, 27], but our setting requires further algebraic and analytic analysis. As an algebraic question, the characterization of finite rank is asking for the study of finite-codimensional ideals in the commutative ring $\mathbb{C}[z_1, z_2, \ldots]$ of polynomials in countably many variables. The material of Sections 6 and 7 is hence based on basic commutative algebra to identify the correct algebraic description of finite rank Helson matrices. We then use the theory of $H^2(T^{\infty})$ to determine which of these yield densely defined (and hence bounded) Helson matrices. Loosely speaking, our result says that finite rank Helson matrices are generated by directional derivatives in a finite number of directions in $\mathbb{C}^{\infty}$ and by point evaluations.

In the Appendix we study basic properties of measures $\mu$ on $\mathbb{R}^{\infty}$ which are Carleson for $H^2(T^{\infty})$ — i.e. the measures that generate bounded non-negative Helson matrices. In addition to technical material needed for Section 4, we also give a proof that the natural reproducing kernel testing condition is insufficient to characterize the Carleson measures of this type.

1.5. Acknowledgments. We give special mention to Steffen Oppermann for providing and clarifying many of the algebraic details in Section 6. We are also grateful to Ole Fredrik Brevig, William T. Sanders, and Hervé Queffélec for helpful discussions.

2. BOUNDEDNESS: NEHARI’S THEOREM

2.1. Bounded Hankel matrices. First we recall Nehari’s theorem in the finite variable setting. For $d \in \mathbb{N}$, let $\{\beta(\kappa)\}_{\kappa \in \mathbb{N}_0^d}$ be a sequence of complex numbers such that

$$b(z) = \sum_{\kappa \in \mathbb{N}_0^d} \beta(\kappa) z^\kappa \in H^2(T^d).$$
Consider the $d$-variable Hankel matrix $H_d(\beta)$ on $\ell^2(\mathbb{N}_0^d)$; in this context $b$ is known as the \textit{analytic symbol} of $H(\beta)$. For any polynomials of the form
\[ f(z) = \sum_{\kappa \in \mathbb{N}_0^d} f_\kappa z^\kappa, \quad g(z) = \sum_{\kappa \in \mathbb{N}_0^d} g_\kappa z^\kappa, \]
Parseval’s theorem shows that
\[ \langle H_d(\beta)\{f\}, \{g\}\rangle_{\ell^2(\mathbb{N}_0^d)} = \langle b, fg \rangle_{H^2(\mathbb{T}^d)}. \]
Now suppose that there exists $B \in L^\infty(\mathbb{T}^d)$ such that the Fourier coefficients $B_\kappa$ with all components $\kappa_j \geq 0$ coincide with $\beta(\kappa)$:
\[ \langle B, z^\kappa \rangle_{L^2(\mathbb{T}^d)} = \beta(\kappa), \quad \kappa \in \mathbb{N}_0^d. \]
In this case we say that $H_d(\beta)$ has a \textit{bounded symbol} $B$. Since $\langle b, fg \rangle_{H^2(\mathbb{T}^d)} = \langle B, fg \rangle_{L^2(\mathbb{T}^d)}$ we then have that
\[ |\langle H_d(\beta)\{f\}, \{g\}\rangle_{\ell^2(\mathbb{N}_0^d)}| \leq \|B\|_{L^\infty(\mathbb{T}^d)} \|f\|_{H^2(\mathbb{T}^d)} \|g\|_{H^2(\mathbb{T}^d)}. \]
This gives the easy “if” part of the following theorem.

**Theorem 2.1.** [10, 17, 19] \textit{The Hankel operator $H_d(\beta)$ is bounded on $\ell^2(\mathbb{N}_0^d)$ if and only if there exists $B \in L^\infty(\mathbb{T}^d)$ such that}
\[ \langle B, z^\kappa \rangle_{L^2(\mathbb{T}^d)} = \beta(\kappa), \quad \forall \kappa \in \mathbb{N}_0^d. \]
\textit{Further, there exists a constant $C_d$ such that}
\[ \inf\{\|B\|_{L^\infty(\mathbb{T}^d)} : (2.1) \text{ holds}\} \leq C_d \|H_d(\beta)\|. \quad (2.2) \]
When $d = 1$, we have $C_1 = 1$.

When $d = 1$, this is the classical Nehari theorem [19]. The “only if” part for $d = 1$ and the bound (2.2) follow from the Hahn-Banach theorem and the possibility to factorize any $H^1$-function $u$ into a product of two $H^2$-functions: $u = fg$ with $\|u\|_{H^1} = \|f\|_{H^2} \|g\|_{H^2}$.

For $d = 2$ this is a result of Ferguson–Lacey [10] and for $d > 2$ of Lacey–Terwilliger [17]. For $d > 1$, the strategy of the proof is similar, but instead of the factorization $u = fg$ one has a “weak factorization” $u = \sum f_n g_n$ with the estimate
\[ \sum_n \|f_n\|_{H^2} \|g_n\|_{H^2} \leq C_d \|u\|_{H^1}. \]

It is this estimate that requires all the effort in [10, 17].

**2.2. Bounded Helson matrices.** By exactly the same argument as above, we see that the analogue of the easy part of Theorem 2.1 holds for Helson matrices: if $M(\alpha)$ has a \textit{bounded symbol}, that is, if there exists $A \in L^\infty(\mathbb{T}^\infty)$ such that
\[ \langle A, z^\kappa \rangle_{L^2(\mathbb{T}^\infty)} = \alpha(p^\kappa), \quad \forall \kappa \in \mathbb{N}_0^{(\infty)}, \]
then $M(\alpha)$ is bounded. However, not every bounded Helson matrix has a bounded symbol; this was proven by Ortega-Cerdà and Seip [21] who observed that for the best constant $C_d$ in (2.2), one has a lower bound
\[ C_d \geq (\pi^2/8)^{d/4} \]
for all even $d \geq 2$. By a standard argument with the closed graph theorem ([3, Lemma 1]), one obtains
Theorem 2.2. [21] There exists a bounded Helson matrix $M(\alpha)$ such that there is no $A \in L^\infty(\mathbb{T}^\infty)$ with the property (2.3).

To the best of our knowledge, no explicit examples of this kind are available.

3. Non-negativity and moment sequences

3.1. Non-negative Hankel matrices. A $d$-variable ($d < \infty$) Hankel matrix $H_d(\beta)$ is non-negative ($H_d(\beta) \geq 0$), if for any finite sequence $\{f_\kappa\}_{\kappa \in \mathbb{N}_0^d}$ we have

$$\sum_{\kappa, \kappa' \in \mathbb{N}_0^d} \beta(\kappa + \kappa') f_\kappa \overline{f_\kappa'} \geq 0.$$ 

For $\tau \in \mathbb{N}_0^d$, we will denote by $\beta(\tau + \cdot)$ the shifted sequence $\{\beta(\tau + \kappa)\}_{\kappa \in \mathbb{N}_0}$.

For $d = 1$, the description of all non-negative Hankel matrices is given by the following classical solution to the moment problem:

Theorem 3.1. Let $\beta = \{\beta(\kappa)\}_{\kappa = 0}^{\infty}$ be a sequence of complex numbers.

(i) $H_1(\beta)$ is non-negative if and only if there exists a measure $\mu \geq 0$ on $\mathbb{R}$ such that $t^\kappa \in L^1(\mu)$ for all $\kappa \in \mathbb{N}_0$ and

$$\beta(\kappa) = \int_{\mathbb{R}} t^\kappa d\mu(t), \quad \kappa \in \mathbb{N}_0. \quad (3.1)$$

(ii) We have $H_1(\beta) \geq 0$ and $H_1(\beta(1 + \cdot)) \geq 0$ if and only if there exists a measure $\mu \geq 0$ as above supported on $[0, \infty)$.

Part (i) is known as the Hamburger moment problem and part (ii) as the Stieltjes moment problem. The “if” parts are immediate. The “only if” parts are harder; modern proofs usually rely on von Neumann’s theory of self-adjoint extensions and on the spectral theorem for self-adjoint operators (see e.g. [22, Theorem 7.1]).

It follows immediately from part (ii) that

$$H_1(\beta) \geq 0 \text{ and } H_1(\beta(1 + \cdot)) \geq 0 \quad \Rightarrow \quad H_1(\beta(\kappa + \cdot)) \geq 0 \quad \forall \kappa \geq 0.$$ 

This is easy to see directly; indeed, by considering sub-matrices, one checks that $H_1(\beta) \geq 0$ implies $H_1(\beta(2\kappa + \cdot)) \geq 0$ for all $\kappa$, and that $H_1(\beta(1 + \cdot)) \geq 0$ implies that $H_1(\beta(1 + 2\kappa + \cdot)) \geq 0$ for all $\kappa$.

The uniqueness of the measure $\mu$ in (3.1) is a more difficult question. We do not discuss it here but refer the reader to [31], for example. For our purposes it suffices to say that the measure $\mu$ is unique if the moment sequence $\beta(\kappa)$ does not grow extremely fast.

In the higher-dimensional case $d > 1$, the moment problem is considerably more subtle. Let $\mu$ be a measure on $\mathbb{R}^d$ such that $t^\kappa \in L^1(\mu)$ for all multi-indices $\kappa \in \mathbb{N}_0^d$, and let $\beta = \{\beta(\kappa)\}_{\kappa \in \mathbb{N}_0^d}$ be the sequence of moments of $\mu$,

$$\beta(\kappa) = \int_{\mathbb{R}^d} t^\kappa d\mu(t), \quad \kappa \in \mathbb{N}_0^d. \quad (3.2)$$

Then it is evident that $H_d(\beta) \geq 0$. However, there are sequences $\beta$ such that $H_d(\beta) \geq 0$, yet $\beta$ cannot be represented as a moment sequence of any measure; see [2, Section 6.3]. The solvability of the moment problem can be guaranteed under some additional conditions on the growth rate of the sequence $\beta$. We give only the simplest theorem of this kind and refer to the extensive literature [1, 2, 15, 25, 30, 32] for further details.
Theorem 3.2. Let $d \in \mathbb{N}$ and let $\beta = \{\beta(\kappa}\}_{\kappa \in \mathbb{N}_0^d}$ be a sequence such that for some $C > 0$, we have

$$|\beta(\kappa)| \leq C^{\kappa_1 + \cdots + \kappa_d} K_1^{\kappa_1} \cdots K_d^{\kappa_d}, \quad \forall \kappa \in \mathbb{N}_0^d. \quad (3.3)$$

(i) $H_d(\beta) \geq 0$ if and only if there is a positive measure $\mu$ on $\mathbb{R}^d$ such that for all multi-indices $\kappa \in \mathbb{N}_0^d$, one has $t^\kappa \in L^1(\mu)$ and (3.2) holds; in this case $\mu$ is unique.

(ii) We have $H_d(\beta(\kappa + \cdot)) \geq 0$ for all $\kappa \in \mathbb{N}_0^d$ if and only if $\mu$ is supported on $[0, \infty)^d$.

3.2. Non-negative Helson matrices. Generalizing the above, we will say that a Helson matrix $M(\alpha)$ is non-negative ($M(\alpha) \geq 0$), if for any finite sequence $\{f_n\}_{n \geq 1}$ we have

$$\sum_{n,m \geq 1} \alpha(nm) f_n \overline{f_m} \geq 0.$$ 

For $\ell \in \mathbb{N}$, we will denote by $\alpha(\ell \cdot)$ the “multiplicatively shifted” sequence $\{\alpha(\ell n)\}_{n=1}^\infty$.

Below we consider positive measures $\mu$ on $\mathbb{R}^\infty = \{t = (t_1, t_2, \ldots) : t_j \in \mathbb{R}\}$ equipped with the Borel sigma-algebra of the product topology of $\mathbb{R}^\infty$, i.e. the sigma-algebra generated by Borel cylinder sets

$$\{t \in \mathbb{R}^\infty : t_j \in B_j, j = 1, 2, \ldots, N\},$$

where $N$ is finite and $B_j$ are Borel sets in $\mathbb{R}$.

The theorem below is a combination of results existing in the literature. We give some comments below.

Theorem 3.3. [1, 2, 30] Let $\alpha = \{(\alpha(n))_{n=1}^\infty\}$ be a sequence of complex numbers which satisfies the bound $\alpha(n) = O(n^a)$, $n \to \infty$, for some finite $a > 0$. Then

(i) $M(\alpha) \geq 0$ if and only if there exists a measure $\mu \geq 0$ on $\mathbb{R}^\infty$ such that $t^\kappa \in L^1(\mu)$ for all multi-indices $\kappa \in \mathbb{N}_0^{(\infty)}$ and

$$\alpha(n) = \int_{\mathbb{R}^\infty} t^\kappa \, d\mu(t), \quad n = p^\kappa. \quad (3.4)$$

In this case the measure $\mu$ is unique.

(ii) We have $M(\alpha) \geq 0$ and $M(\alpha(p \cdot)) \geq 0$ for all primes $p$ if and only if there exists a measure $\mu \geq 0$ as above, supported on $[0, \infty)^\infty$.

In both (i) and (ii), the “if” part is immediate. For completeness we give a sketch of the “only if” part below.

The condition $\alpha(n) = O(n^a)$ is only a simple sufficient condition to ensure that all finite-variable sections of the moment problem satisfy the growth condition (3.3).

A curious corollary of (ii) is that if $M(\alpha) \geq 0$ and $M(\alpha(p \cdot)) \geq 0$ for all primes $p$, then $M(\alpha(\ell \cdot)) \geq 0$ for all integers $\ell \geq 1$. This should be a purely algebraic fact, but we do not know how to prove this directly (without the use of the moment problem).

Sketch of proof of Theorem 3.3. Part (i): the “if” part is clear. Let us prove the “only if” statement. Assume that $M(\alpha) \geq 0$. Let $\mathcal{P}$ be the vector space of all polynomials in $t \in \mathbb{R}^\infty$. For any such polynomials $f, g$, given by

$$f(t) = \sum_{n \in \mathbb{N}} f_n t^{\kappa(n)}, \quad g(t) = \sum_{n \in \mathbb{N}} g_n t^{\kappa(n)},$$

consider the positive semi-definite form

$$\langle f, g \rangle = \sum_{n, m \in \mathbb{N}} \alpha(nm) f_n \overline{g_m}.$$
Let us assume for simplicity that \( \langle f, f \rangle = 0 \) implies \( f = 0 \) (otherwise one needs to consider the quotient of \( \mathcal{P} \) over the corresponding subspace). Then \( \langle f, f \rangle \) is an inner product on \( \mathcal{P} \), and we may complete it to a Hilbert space \( \mathcal{H} \).

For each \( j \geq 1 \), consider the densely defined operator \( A_j, \text{dom } A_j = \mathcal{P}, \) given by
\[
(A_j f)(t) = t_j f(t) = \sum_{p_j/n} f_{n/p_j} t^{\kappa(n)}.
\]
Each operator \( A_j \) is symmetric, \( \langle A_j f, g \rangle = \langle f, A_j g \rangle \), and commutes with every other operator \( A_k \). Under the assumption we have made on the growth of \( |\alpha(n)| \), it is known [31] that for every fixed \( n_0 \in \mathbb{N} \) and for every prime number \( p_j \), the Hamburger moment problem
\[
\alpha(p^k) = \int_{-\infty}^{\infty} t^k d\nu(t), \quad k = 0, 1, 2 \ldots
\]
is uniquely solvable. With this property of unique solvability in each one-dimensional direction, an argument of Devinatz ([9], 3.1) proves that each operator \( A_j \) is actually essentially self-adjoint. That is, the closure of \( A_j \) (which we also denote by \( A_j \)) is self-adjoint.

Hence, we have a countable family \( (A_1, A_2, \ldots) \) of commuting self-adjoint operators to which we can apply the spectral theorem [30]. The family has a resolution of identity \( E(t) \) on \( \mathbb{R}^\infty \) such that
\[
A_j = \int_{\mathbb{R}^\infty} t_j dE(t).
\]
Hence we obtain
\[
\alpha(n) = \left\langle \prod A_j^{\kappa}, 1 \right\rangle = \int_{\mathbb{R}^\infty} t^{\kappa} \langle dE(t)1, 1 \rangle, \quad n = p^{\kappa},
\]
which gives the existence part of the theorem.

Let \( j_1, \ldots, j_d \) be distinct positive integers. Under the growth condition on the coefficients, each \( d \)-variable Hamburger moment problem
\[
\alpha(p_j^{\kappa_1} \cdots p_d^{\kappa_d}) = \int_{\mathbb{R}^d} t_j^{\kappa_1} \cdots t_j^{\kappa_d} d\nu(t),
\]
is uniquely solvable [1], \( 1 \leq d < \infty \). Therefore, each projection \( \nu \),
\[
\nu(B_{j_1} \times \cdots \times B_{j_d}) = \mu \left( \prod_{k=1}^{\infty} B_k \right), \quad B_k = \mathbb{R} \text{ if } k \notin \{j_1, \ldots, j_d\},
\]
is unique. Hence, \( \mu \) is also unique, by the Kolmogorov extension theorem.

Part (ii): If \( \mu \) is supported on \( [0, \infty)^\infty \), then it is clear that \( \{\alpha(pnm)\}_{n,m=1}^\infty \) is positive semi-definite for every prime \( p \). Conversely, if every such form is positive semi-definite, then each operator \( A_j \) in the proof is positive semi-definite. Hence the construction (which is unique) leads to a measure \( \mu \) supported on \( [0, \infty)^\infty \). \( \square \)

4. Bounded non-negative matrices and Carleson measures

4.1. Carleson measures. A Carleson measure for \( H^2(\mathbb{T}^d) \) (here \( d \in \mathbb{N} \) or \( d = \infty \)) is a finite (in general complex-valued) measure on the polydisk \( \mathbb{D}^d \) such that
\[
\int_{\mathbb{D}^d} |f(z)|^2 d|\mu|(z) \leq C\|f\|_{H^2(\mathbb{T}^d)}^2
\]
holds true for some \( C > 0 \) and for all polynomials \( f \).
For \( d = 1 \), a characterisation of Carleson measures in terms of Carleson windows is well known [6]. For \( d > 1 \), it is insufficient to test, for example, on products of Carleson windows, and a sufficient testing condition incorporates the “generalized Carleson windows” of all connected open sets in \( \mathbb{T}^d \), see [7]. However, here we are primarily concerned with measures on \((-1,1)^d\). The intersection between \((-1,1)^d\) and a generalized Carleson window is easy to handle; in this case testing on products of Carleson windows is sufficient, see item (3) of Theorem 4.3.

Carleson measures \( \mu \) for \( H^2(\mathbb{T}^\infty) \) are poorly understood except in the special case that \( \mu \) corresponds, under the Bohr lift (see Section 5), to a measure of compact support in the half plane \( \text{Re} s \geq 1/2 \) [20]. See also [4], where Carleson measures on \( H^2(\mathbb{T}^\infty) \) are used to characterize the boundedness of Volterra operators.

Testing on reproducing kernels gives a necessary “Carleson window condition”, which we of course know is insufficient, as this is already the case for \( d < \infty \). In the Appendix we show that the testing condition, analogous to item (3) of Theorem 4.3, is insufficient even for measures on \((-1,1)^\infty\).

4.2. Bounded non-negative Hankel matrices: \( d = 1 \). For a finite measure \( \mu \) in \( \mathbb{D}^d \), consider the sequence of moments,

\[
\beta(\kappa) = \int_{\mathbb{D}^d} z^\kappa \, d\mu(z), \quad \kappa \in \mathbb{N}_0^d. \tag{4.2}
\]

Let us begin by discussing \( d = 1 \).

**Theorem 4.1.** [22, Theorem 7.4]

(i) If \( \mu \) is a Carleson measure and \( \beta \) is the sequence of moments of \( \mu \), defined by (4.2), then the Hankel matrix \( H_1(\beta) \) is bounded on \( \ell^2(\mathbb{N}_0) \).

(ii) If \( H_1(\beta) \) is bounded on \( \ell^2(\mathbb{N}_0) \), then there exists a Carleson measure on \( \mathbb{D} \) such that \( \beta \) is given by (4.2).

The first part is straightforward, while the second part requires use of the subtle fact that every function of bounded mean oscillation can be represented as the Poisson balayage of a Carleson measure on \( \mathbb{D} \).

If \( H_1(\beta) \) is non-negative and bounded, then it is easy to see that the moment measure \( \mu \) of \( \beta \), see (3.1), must be supported on \((-1,1) \subset \mathbb{D} \).

**Theorem 4.2** (Widom [33]). Let \( \mu \) be a finite positive measure on \((-1,1) \) and let

\[
\beta(\kappa) = \int_{-1}^{1} t^\kappa \, d\mu(t), \quad \kappa \in \mathbb{N}_0.
\]

Then the following are equivalent:

(1) \( H_1(\beta) \) defines a bounded operator on \( \ell^2(\mathbb{N}_0) \).

(2) \( \mu \) is a Carleson measure for \( H^2(\mathbb{T}) \).

(3) \( \mu \) satisfies the “Carleson window condition”: \( \mu(-1,-1 + \varepsilon) + \mu(1 - \varepsilon, 1) = O(\varepsilon) \) as \( \varepsilon \to 0 \).

(4) The linear operator

\[
G_1 : L^2(\mu) \to L^2(\mu), \quad (G_1 f)(t) = \int_{-1}^{1} \frac{f(s)}{1-ts} \, d\mu(s), \quad t \in (-1,1),
\]

is bounded on \( L^2(\mu) \).
\( \beta(n) = O(n^{-1}) \) as \( n \to \infty \).

We have separated items (2) and (3) in the theorem above only to make it easier to compare it with the results that follow.

4.3. **Bounded non-negative Hankel matrices**: \( d > 1 \). For \( d > 1 \), item (i) of Theorem 4.1 clearly remains true. We do not know if item (ii) is true in this case. For measures on \((-1, 1)^d\), generating non-negative Hankel matrices, we can say more.

**Theorem 4.3.** Let \( \mu \) be a finite positive measure on \((-1, 1)^d\), \( d < \infty \), and let

\[
\beta(\kappa) = \int_{(-1,1)^d} t^\kappa \, d\mu(t), \quad \kappa = (\kappa_1, \ldots, \kappa_d) \in \mathbb{N}_0^d.
\]

Then the following are equivalent:

1. \( H_d(\beta) \) defines a bounded operator on \( \ell^2(\mathbb{N}_0^d) \).
2. \( \mu \) is a Carleson measure for \( H^2(\mathbb{T}^d) \).
3. There is \( C > 0 \) such that for every \( s \in (-1, 1)^d \) it holds that

\[
\mu(I_s) \leq C \prod_{j=1}^{d} (1 - s_j),
\]

where

\[
I_s = \{ t \in (-1, 1)^d ; \forall j \geq 1 : |t_j| \geq |s_j| \text{ and } t_j s_j \geq 0 \}.
\]

4. The linear operator

\[
G_d : L^2(\mu) \to L^2(\mu), \quad (G_d f)(t) = \int_{(-1,1)^d} K_d(s,t) f(s) \, d\mu(s), \quad t \in (-1, 1)^d,
\]

is bounded on \( L^2(\mu) \), where \( K_d \) is the kernel defined in (1.3).

5. There is \( C > 0 \) such that

\[
|\beta(\kappa)| \leq C \prod_{j=1}^{d} \frac{1}{1 + \kappa_j}.
\] (4.3)

**Proof.** We will prove \((2) \Rightarrow (3) \Rightarrow (5) \Rightarrow (1) \Rightarrow (4) \Rightarrow (2)\).

\((2) \Rightarrow (3)\): Fix \( s \in (-1, 1)^d \) and apply the defining inequality (4.1) for Carleson measures to the function \( f(z) = K_d(z, s) \). We have

\[
\int_{(-1,1)^d} |K_d(t,s)|^2 \, d\mu(t) \leq C \| K_d(\cdot, s) \|_{H^2(\mathbb{T}^d)}^2 = C K_d(s, s) = C \prod_{j=1}^{d} (1 - s_j^2)^{-1}.
\]

For the left side, we have

\[
\int_{(-1,1)^d} |K_d(t,s)|^2 \, d\mu(t) \geq \int_{I_s} |K_d(t,s)|^2 \, d\mu(t) \geq \prod_{j=1}^{d} (1 - s_j^2)^{-2} \mu(I_s).
\]

Combining these two inequalities, we obtain (3).

\((3) \Rightarrow (5)\): We may assume that \( \kappa_j \geq 1 \) for every \( j, 1 \leq j \leq d \). For if \( \kappa_j = 0 \) for some \( j \), we may instead reduce to the \((d - 1)\)-dimensional case. Furthermore, by splitting the integral
into its $2^d$ hyperoctants, we may assume that $\mu$ is supported on $(0,1)^d$. Integration by parts in each variable then gives us that

$$\beta(\kappa) = \kappa_1 \kappa_2 \cdots \kappa_d \int_{(0,1)^d} \ell^{(\kappa_1^{-1}, \kappa_2^{-1}, \ldots, \kappa_d^{-1})} \mu(I_t) \, dt.$$  

Applying the hypothesis of (3) gives us that

$$|\beta(\kappa)| \leq C \kappa_1 \kappa_2 \cdots \kappa_d \int_{(0,1)^d} \ell^{(\kappa_1^{-1}, \kappa_2^{-1}, \ldots, \kappa_d^{-1})} \prod_{j=1}^d (1-t_j) \, dt = C \prod_{j=1}^d \frac{1}{1+\kappa_j}, \quad t = (t_1, \ldots, t_d),$$

which is what we wanted to prove.

$(5) \Rightarrow (1)$: Let $\gamma(j) = 1/(1+j)$, and so $H_1(\gamma) = \{1/(1+j+k)\}_{j,k=0}^\infty$ is the Hilbert matrix. Recall that $H_1(\gamma)$ is bounded on $\ell^2(N_0)$ with the norm $\pi$. Note that the right-hand side of (4.3) is the coefficient sequence generating as its Hankel matrix the $d$-fold tensor product $H_1(\gamma)^{\otimes d}$, which is a bounded operator with norm $\pi^d$. By estimating

$$|\langle H_d(\beta)\{f_\kappa\}, \{g_\kappa\}\rangle_{\ell^2(N_0^d)}| \leq C \langle H_1(\gamma)^{\otimes d} \{f_\kappa\}, \{g_\kappa\}\rangle_{\ell^2(N_0^d)} \leq C \pi^d \|\{f_\kappa\}\|_{\ell^2(N_0^d)} \|\{g_\kappa\}\|_{\ell^2(N_0^d)},$$

we obtain the boundedness of $H_d(\beta)$.

$(1) \Rightarrow (4)$: We follow Widom’s argument [33], adapted here to the multi-dimensional case. Let us consider the linear operator

$$\mathcal{N}_d : \ell^2(N_0^d) \to L^2(\mu), \quad \{f_\kappa\} \mapsto \sum_{\kappa \in N_0^d} f_\kappa t^\kappa.$$  

The operator $\mathcal{N}_d$ is well defined on the set of all finite sequences $\{f_\kappa\}$. Observe that $\mathcal{N}_d$ is nothing but the Carleson embedding operator $H^2(T^d) \hookrightarrow L^2(\mu)$ written in the standard basis $\{z^\kappa\}$ of $H^2(T^d)$. For any finite sequence $\{f_\kappa\}$, we have

$$\langle \mathcal{N}_d\{f_\kappa\}, \mathcal{N}_d\{f_\kappa\}\rangle_{L^2(\mu)} = \sum_{\kappa,\kappa'} f_\kappa \overline{f}_{\kappa'} \int_{(-1,1)^d} t^{\kappa+\kappa'} \, d\mu(t) = \langle H_d(\beta)\{f_\kappa\}, \{f_\kappa\}\rangle_{\ell^2(N_0^d)}.$$  

Since $H_d(\beta)$ is bounded, it follows that $\mathcal{N}_d$ is bounded. (In fact, this argument shows that $(1) \Leftrightarrow (2)$. It follows that the adjoint is also bounded:

$$\mathcal{N}_d^* : L^2(\mu) \to \ell^2(N_0^d), \quad f \mapsto \left\{ \int_{(-1,1)^d} f(t) t^\kappa \, d\mu(t) \right\}_{\kappa \in N_0^d}.$$  

Further, for any bounded function $f$, compactly supported in $(-1,1)^d$, we have

$$\langle \mathcal{N}_d^* f, \mathcal{N}_d^* f \rangle_{\ell^2(N_0^d)} = \sum_{\kappa} \int_{(-1,1)^d} f(t) t^\kappa \, d\mu(t) \int_{(-1,1)^d} \overline{f(s)} s^\kappa \, d\mu(s)$$

$$= \int_{(-1,1)^d} \int_{(-1,1)^d} K_d(t,s) f(t) \overline{f(s)} \, d\mu(s) \, d\mu(t) = \langle G_d f, f \rangle_{L^2(\mu)},$$

and so $G_d$ is non-negative and bounded.

$(4) \Rightarrow (2)$: If $G_d$ is bounded, then the same argument as above shows that $\mathcal{N}_d^*$ is bounded, therefore its adjoint $\mathcal{N}_d$ is bounded, and as already observed this is equivalent to the boundedness of the Carleson embedding $H^2(T^d) \hookrightarrow L^2(\mu)$.

\qed
Remark 4.4. In fact, the above proof shows more than what is claimed. Indeed, it is a well known fact that for any bounded operator $\mathcal{N}$ in a Hilbert space, the operators $\mathcal{N}^*\mathcal{N}_{(\text{Ker}\mathcal{N})^\perp}$ and $\mathcal{N}\mathcal{N}^*_{(\text{Ker}\mathcal{N}^*)^\perp}$ are unitarily equivalent. The above proof shows that when (1)–(5) hold, then $H_d(\beta) = \mathcal{N}_d^*\mathcal{N}_d$ and $G_d = \mathcal{N}_d\mathcal{N}_d^*$. Hence $H_d(\beta)$ and $G_d$ are unitarily equivalent modulo kernels. This plays an important role in [33].

4.4. Bounded non-negative Helson matrices. For a finite measure on $\mathbb{D}^\infty$, consider the moment sequence $\alpha$, $\alpha(p^\kappa) = \int_{\mathbb{D}^\infty} z^\kappa d\mu(z)$, $\kappa \in \mathbb{N}_0^\infty$. (4.4)

By the Cauchy-Schwarz inequality we still have the easy part of Theorem 4.1.

Theorem 4.5. If $\mu$ is a Carleson measure for $H^2(\mathbb{T}^\infty)$ and $\alpha$ is defined by (4.4), then the Helson matrix $M(\alpha)$ is bounded on $\ell^2(\mathbb{N})$.

Proof. This follows from the identity

$$\langle M(\alpha)\{f_n\}, \{g_n\}\rangle_{\ell^2(\mathbb{N})} = \int_{\mathbb{D}^\infty} f(z)g(z) d\mu(z),$$

where $f$ and $g$ are the polynomials

$$f(z) = \sum_{n \geq 1} f_n z^{\kappa(n)}, \quad g(z) = \sum_{m \geq 1} g_m z^{\kappa(m)},$$

and from the definition of Carleson measure. \hfill \Box

We do not know the answer to the following.

Question 4.6. Let $M(\alpha)$ be bounded on $\ell^2(\mathbb{N})$. Does there exist a Carleson measure $\mu$ for $H^2(\mathbb{T}^\infty)$ such that $\alpha$ is represented as the moment sequence of $\mu$, as in (4.4)?

As already mentioned, when $d > 1$ we do not know if such a result holds even in the finite variable Hankel setting.

Suppose now that $M(\alpha)$ is non-negative, so that the moment sequence representation (3.4) holds. Note that if $M(\alpha): \ell^2(\mathbb{N}) \to \ell^2(\mathbb{N})$ is bounded, then $\alpha(n) \to 0$ as $n \to \infty$, from which it follows that $\mu$ is concentrated on $(-1, 1)^\infty$, i.e. that $\mu(\mathbb{R}^\infty \setminus (-1, 1)^\infty) = 0$.

Extending the definition of $G_d$ of Theorem 4.3, we would like to define the operator

$$G_\infty : L^2(\mu) \to L^2(\mu), \quad (G_\infty f)(t) = \int_{(-1,1)^\infty} K_\infty(s,t) f(s) d\mu(s).$$

However, the convergence of the integral here is no longer an obvious issue, even in the case that $f$ is a polynomial. (The problem is illustrated by the fact that there exist Carleson measures for $H^2(\mathbb{T}^\infty)$ which are not supported in $\ell^2$, [12, Theorem 4.11].) In the statement below, we have chosen to view $G_\infty$ as the limit (in the strong operator topology) of the operators corresponding to the finite variable versions of the kernel $K_\infty$. In order to define these, we need some preliminaries. We extend the reproducing kernels $K_d(s,t)$ to points $s, t \in (-1,1)^\infty$ by projecting onto the first $d$ coordinates:

$$K_d(s,t) = K_d((s_1, \ldots, s_d), (t_1, \ldots, t_d)), \quad s, t \in (-1,1)^\infty.$$ (4.5)
Further, we let the operator \( G_d \) of Theorem 4.3 act on \( L^2(\mu) \) by the formula
\[
G_d f(t) = \int_{(-1,1)^\infty} K_d(s,t)f(s) \, d\mu(s), \quad f \in L^2(\mu), \quad t \in (-1,1)^\infty.
\]

**Theorem 4.7.** Let \( \mu \geq 0 \) be a finite measure on \( (-1,1)^\infty \), and let
\[
\alpha(p^\kappa) = \int_{(-1,1)^\infty} t^\kappa \, d\mu(t), \quad \kappa \in \mathbb{N}_0^{(\infty)}.
\]

Then the following are equivalent:

(1) \( M(\alpha) \) defines a bounded operator on \( \ell^2(\mathbb{N}) \).

(2) \( \mu \) is a Carleson measure for \( H^2(\mathbb{T}^\infty) \).

(3) The operators \( G_d : L^2(\mu) \to L^2(\mu) \) are bounded and converge in the strong operator topology to a limit \( G_\infty : L^2(\mu) \to L^2(\mu) \),
\[
G_\infty f = \lim_{d \to \infty} G_d f, \quad f \in L^2(\mu).
\]

**Remark 4.8.** The statement is also true if in (3), strong convergence is replaced by convergence in the weak operator topology.

**Proof.** We follow the proof of Theorem 4.3. Consider the operator
\[
\mathcal{N}_\infty : \ell^2(\mathbb{N}) \to L^2(\mu), \quad \{f_n\}_{n=1}^\infty \mapsto \sum_\kappa f_n(\kappa) t^\kappa,
\]
which is well-defined on the dense set of finite sequences \( \{f_n\} \). This is the embedding operator \( H^2(\mathbb{T}^\infty) \to L^2(\mu) \) written in the basis \( \{z^n\} \). Since \( M(\alpha) \geq 0 \), the condition of boundedness of \( M(\alpha) \) can be written as
\[
\sum_{n,m \geq 1} \alpha(nm)f_n \overline{f}_m \leq C\|\{f_n\}\|_{\ell^2}^2,
\]
which, using the integral expression (4.6) of \( \alpha(nm) \), is the same as
\[
\langle \mathcal{N}_\infty \{f_n\}, \mathcal{N}_\infty \{f_n\} \rangle_{L^2(\mu)} \leq C\|\{f_n\}\|_{\ell^2(\mathbb{N})}^2.
\]
This proves
\[
\|\mathcal{N}_\infty\| < \infty \iff (1) \iff (2).
\]
Next, let us prove that the boundedness of \( \mathcal{N}_\infty \) is equivalent to (3). First assume that \( \mathcal{N}_\infty \) is bounded. Let \( P_d : \ell^2(\mathbb{N}) \to \ell^2(\mathbb{N}) \) be the projection onto the subspace of sequences which have non-zero coordinates only for indices \( n = p^\kappa, \kappa = (\kappa_1, \ldots, \kappa_d, 0, 0, \ldots) \), and let \( \mathcal{N}_d = \mathcal{N}_\infty P_d \). Since \( \mathcal{N}_\infty \) is bounded, then its adjoint,
\[
\mathcal{N}_\infty^* : L^2(\mu) \to \ell^2(\mathbb{N}), \quad f \mapsto \left\{ \int_{(-1,1)^\infty} f(t)t^\kappa(n) \, d\mu(t) \right\}_{n \in \mathbb{N}}
\]
is also bounded, and \( \mathcal{N}_d^* = P_d \mathcal{N}_\infty^* \) converges to \( \mathcal{N}_\infty^* \) in the strong operator topology. In the Appendix, we show that the set of all functions of the form \( t \mapsto g(t_1, \ldots, t_d'), \ t \in (-1,1)^\infty, \ 1 \leq d' < \infty, \ g \text{ continuous and compactly supported in } (-1,1)^{d'}, \) is dense in \( L^2(\mu) \). For such functions \( f \) it holds by computation that
\[
\mathcal{N}_d \mathcal{N}_d^* f(t) = G_d f(t) = \sum_{\kappa \in \mathbb{N}_0^{(\infty)}} \left( \int_{(-1,1)^\infty} f(s)s^\kappa \, d\mu(s) \right) t^\kappa, \quad t \in (-1,1)^\infty,
\]
and therefore \( G_d = \mathcal{N}_d \mathcal{N}_d^* = \mathcal{N}_\infty \mathcal{N}_\infty^* \). Hence each operator \( G_d \) is bounded and converges strongly to \( G_\infty = \mathcal{N}_\infty \mathcal{N}_\infty^* \), so we get (3).

Conversely, assume (3). Note that the adjoint operators \( \mathcal{N}_d^* \) always are densely defined (on the dense set of functions described in the Appendix). Hence, if the operators \( G_d \) converge strongly (or weakly), then

\[
\sup_d \| \mathcal{N}_d \|^2 = \sup_d \| \mathcal{N}_d \mathcal{N}_d^* \| = \sup_d \| G_d \| < \infty
\]

by the uniform boundedness principle. It follows that \( \mathcal{N}_\infty \) is bounded. \( \square \)

**Remark 4.9.** Again, the above proof shows that when (1)–(3) hold, then

\[
M(\alpha) = \mathcal{N}_\infty^* \mathcal{N}_\infty \quad \text{and} \quad G_\infty = \mathcal{N}_\infty \mathcal{N}_\infty^*,
\]

and so \( M(\alpha) \) and \( G_\infty \) are unitarily equivalent modulo kernels.

**Remark 4.10.** In the Helson matrix case, there is no simple coefficient condition to characterize boundedness, as in (5) of Theorem 4.2. It was shown in [5] that \( M(\alpha) \) is bounded and non-negative if

\[
\alpha(n) = 1/(\sqrt{n} \log n), \quad n \geq 2.
\]

Furthermore, by the method of [5, Theorem 2], the operator \( M(\alpha') \) is unbounded if \( \alpha' \) is a sequence such that

\[
\lim_{n \to \infty} (\alpha'(n) \sqrt{n} \log n) = \infty.
\]

On the other hand, let

\[
\alpha(n) = (1 + \kappa_1)^{-1}, \quad \text{if} \quad n = 2^{\kappa_1}, \quad \kappa_1 \geq 0,
\]

and \( \alpha(n) = 0 \) otherwise. Then \( M(\alpha) \) can be represented as an infinite tensor product of Hankel matrices,

\[
M(\alpha) = H_1(\gamma) \otimes H_1(\delta) \otimes H_1(\delta) \otimes \cdots,
\]

where \( \gamma(j) = (1 + j)^{-1} \) and \( \delta \) is the Kronecker’s symbol: \( \delta(0) = 1 \) and \( \delta(j) = 0 \) for \( j > 0 \). Since \( H_1(\gamma) = \{(1 + j + k)^{-1}\}_{j,k=0}^\infty \) is the usual Hilbert matrix we see that \( M(\alpha) \) is bounded, while the sequence \( \alpha \) satisfies

\[
\alpha(n) = \frac{1}{1 + \log_2 n} \gg \frac{1}{\sqrt{n} \log n}, \quad \text{if} \quad n = 2^{\kappa_1}, \quad \kappa_1 \geq 0.
\]

**Remark 4.11.** If \( M(\alpha) \) is as in Theorem 4.7, then \( M(\alpha) \) is realized by the integral operator \( H \): \( H^2(T^\infty) \to H^2(T^\infty) \),

\[
Hf(z) = \int_{(-1,1)} f(t) K_\infty(z, t) d\mu(t).
\]

A direct way to see this is to consider, for polynomials \( f(z) = \sum_{n=1}^\infty f_n z^{\kappa(n)} \) and \( g(z) = \sum_{n=1}^\infty g_n z^{\kappa(n)} \), the computation

\[
\langle Hf, g \rangle_{H^2(T^\infty)} = \sum_{n,m=1}^\infty f_n \overline{g_m} \int_{(-1,1)} t^{\kappa(n)} t^{\kappa(m)} d\mu(t) = \sum_{n,m=1}^\infty f_n \overline{g_m} \alpha(nm),
\]

which shows that the matrix of \( H \) is \( M(\alpha) \) in the basis \( \{ z^{\kappa(n)} \}_{n=1}^\infty \). In particular, the analytic symbol of \( M(\alpha) \) is

\[
G(z) = \int_{(-1,1)} K_\infty(z, t) d\mu(t).
\]
If $\mu$ is a Carleson measure for $H^1(\mathbb{T}^\infty)$ (the closure of polynomials in $L^1(\mathbb{T}^\infty)$), a standard argument with the Hahn-Banach theorem shows, in the terminology of Section 2, that $M(\alpha)$ has a bounded symbol. In general there are Carleson measures for $H^2(\mathbb{T}^\infty)$ which are not Carleson measures for $H^1(\mathbb{T}^\infty)$, but we do not know if these can be chosen to be concentrated on $(-1, 1)^\infty$. See [5, pp. 430–431] for a related question.

5. The Bohr lift, Helson matrices, and Hankel integral operators

5.1. Helson matrices generated by measures on $(1/2, \infty)$. The Bohr lift is the identification between

$$f(s) = \sum_{n=1}^{\infty} f_n n^{-s} \quad \text{and} \quad F(z) = \sum_{n=1}^{\infty} f_n z^{\kappa(n)},$$

where $f$ is a Dirichlet series in $s \in \mathbb{C}_0 = \{s \in \mathbb{C} : \Re s > 0\}$ and $F$ is a power series in $z \in \mathbb{D}^\infty$. Note that the Bohr lift is a ring isomorphism, i.e. it respects multiplication as well as addition. In order to write down the Bohr lift more formally, let us define the map

$$\mathcal{B} : \mathbb{C}_0 \to \mathbb{D}^\infty, \quad \mathcal{B}(s) = (p_1^{-s}, p_2^{-s}, p_3^{-s}, \ldots).$$

Then the Bohr lift maps $F(z)$ to $f(s) = F(\mathcal{B}(s))$.

The Bohr lift gives rise to the following natural way to generate non-negative Helson matrices. Consider a finite positive measure $\nu$ on $(0, \infty)$ and let

$$\alpha(n) = \int_0^{1/2} n^{-s} d\nu(s), \quad n \geq 1. \quad (5.1)$$

Any sequence of the form (5.1) can be written as a moment sequence (3.4) with the measure $\mu$ being the push-forward of $\nu$ by $\mathcal{B}$, i.e.

$$\alpha(n) = \int_{(0,1)^\infty} t^{\kappa(n)} d\mu(t), \quad \mu(E) = \nu(\mathcal{B}^{-1}(E)), \quad E \subset (0, 1)^\infty. \quad (5.2)$$

It is easy to see that $\nu$ must be concentrated on $(1/2, \infty)$ if $\alpha \in \ell^2(\mathbb{N})$. Hence, when discussing the boundedness of $M(\alpha)$ we can assume this condition. The arguments of Section 4 yield a characterization of bounded non-negative Helson matrices obtained in this way.

**Theorem 5.1.** Let $\nu$ be a finite positive measure on $(1/2, \infty)$, and let

$$\alpha(n) = \int_{1/2}^{\infty} n^{-s} d\nu(s), \quad n \geq 1. \quad (5.3)$$

Then the following are equivalent:

1. $M(\alpha)$ is a bounded operator on $\ell^2(\mathbb{N})$.
2. There is $C > 0$ such that

$$\nu((1/2, s]) \leq Cs^{-1/2}, \quad s \to 1/2.$$

3. There is $C > 0$ such that

$$\alpha(n) \leq \frac{C}{\sqrt{n \log n}}, \quad n \geq 2.$$
(4) The Hankel type integral operator \( G : L^2(\nu) \to L^2(\nu) \) given by

\[
G : L^2(\nu) \to L^2(\nu), \quad (Gf)(t) = \int_{1/2}^{\infty} \zeta(s + t)f(s) \, d\nu(s), \quad t > 1/2,
\]

is bounded on \( L^2(\nu) \). Here \( \zeta(t) = \sum_{n=1}^{\infty} n^{-t} \) is the Riemann zeta function.

Proof. First let us prove the equivalence of (2) and (3); this is an elementary calculation. If (2) holds, then integrating by parts we obtain for \( n \geq 2 \) that

\[
\alpha(n) = \log n \int_{1/2}^{\infty} n^{-s}\nu((1/2, s]) \, ds \leq C \log n \int_{1/2}^{\infty} n^{-s}(s - 1/2) \, ds = \frac{C}{\sqrt{n \log n}}.
\]

Conversely, assume that (3) holds. For any \( \delta > 0 \) we have

\[
\int_{1/2}^{\infty} n^{-s} \, d\nu(s) \geq \int_{1/2}^{1/2+\delta} n^{-s} \, d\nu(s) \geq n^{-\frac{1}{2} - \delta} \nu((\frac{1}{2}, \frac{1}{2} + \delta]),
\]

and so, using the bound in (3), we get

\[
\nu((\frac{1}{2}, \frac{1}{2} + \delta)) \leq Cn^{\delta}(\log n)^{-1}, \quad n \geq 2.
\]

Choosing \( n = [e^{1/\delta}] \), we obtain (2).

Next, let us prove the implication (1)\( \Rightarrow \) (2). It can be deduced from Theorem 4.7 and from the the necessary condition for a measure on \((-1, 1)^{\infty}\) to be Carleson given by Proposition A.2. In fact, the measure \( \mu \) of (5.2) is Carleson for \( H^{2}(\mathbb{T}^{\infty}) \) if and only if (2) holds. However, it is also easy to give a direct argument. Assume (1) and let \( a_n = n^{-\frac{1}{2} - \delta} \) with \( \delta > 0 \); then

\[
\sum_{n,m \geq 1} \alpha(nm)n^{-\frac{1}{2} - \delta}m^{-\frac{1}{2} - \delta} \leq C \sum_{n \geq 1} n^{-1 - 2\delta} = C\zeta(1 + 2\delta).
\]

Writing \( \alpha \) as a moment sequence, we also have that

\[
\sum_{n,m \geq 1} \alpha(nm)n^{-\frac{1}{2} - \delta}m^{-\frac{1}{2} - \delta} = \int_{1/2}^{\infty} \zeta(1/2 + \delta + t)^2 \, d\nu(t)
\]

\[
\geq \int_{1/2}^{1/2+\delta} \zeta(1/2 + \delta + t)^2 \, d\nu(t) \geq \zeta(1 + 2\delta)^2 \nu((\frac{1}{2}, \frac{1}{2} + \delta]).
\]

Combining these inequalities, we get that

\[
\nu((\frac{1}{2}, \frac{1}{2} + \delta)) \leq C/\zeta(1 + 2\delta) \leq C'\delta,
\]

as \( \zeta(t) \) has a first order pole at \( t = 1 \).

The implication (3)\( \Rightarrow \) (1) follows from the boundedness of the multiplicative Hilbert matrix (1.4) (which is a result of [5]), and from the fact that the sequence \( \{n^{-1/2}(\log n)^{-1}\}_{n=2}^{\infty} \) is in \( \ell^2(\mathbb{N}_2) \).

All of the above proves the equivalences (1)\( \Leftrightarrow \) (2)\( \Leftrightarrow \) (3). Finally, the equivalence (1)\( \Leftrightarrow \) (4) is established by the operator-theoretic argument used in Theorems 4.3 and 4.7. This time, the operator \( \mathcal{N} \) is given by

\[
\mathcal{N} : \ell^2(\mathbb{N}) \to L^2(\nu), \quad \{a_n\} \mapsto \sum_{n \geq 1} a_n n^{-t}, \quad t > 1/2,
\]
with the adjoint
\[ N^*: L^2(\nu) \rightarrow \ell^2(\mathbb{N}), \quad f \mapsto \left\{ \int_0^\infty n^{-t} f(t) \, dv(t) \right\}_{n \in \mathbb{N}}. \]
As before, \( M(\alpha) = N^*N \) is bounded if and only if \( G = NN^* \) is bounded.

While the equivalences \( (1) \iff (2) \iff (3) \) have appeared implicitly in previous work, we point out that the final part of the proof shows that the Helson matrix \( M(\alpha) \) and the Hankel integral operator \( G \) are unitarily equivalent modulo kernels. This observation could have simplified the analysis of the spectrum of the multiplicative Hilbert matrix which was carried out in [5].

5.2. The multiplicative Hilbert matrix. The multiplicative Hilbert matrix \( H \), given by (1.4), was introduced in [5] as an analogue of the Hilbert matrix \( \{1/(1 + j + k)\}_{j,k \geq 0} \). The operator \( H \) corresponds to the choice \( dv(s) = ds \) in (5.3) (with a minor modification to the framework to eliminate \( n = 1 \)). In the present article’s companion paper [23], we will make use of the unitary equivalence of \( H \) and a Hankel integral operator \( G \) to sharpen the spectral analysis of [5].

Theorem 5.2. [5, 23] The multiplicative Hilbert matrix \( H \) is bounded on \( \ell^2(\mathbb{N}_2) \). Its spectrum is purely absolutely continuous (no eigenvalues, no singular continuous component), has multiplicity one and coincides with \([0, \pi]\).

Despite the formal similarity with the Hilbert matrix, which was diagonalized by M. Rosenblum, we do not know how to explicitly diagonalize \( H \). The analysis of [5, 23] is based on perturbation theory and on comparison with certain diagonalizable integral Hankel operators on \( L^2(1/2, \infty) \).

6. Finite rank Helson matrices

6.1. Hankel and Helson forms. In this section it will be convenient to deal with bilinear (rather than sesquilinear, as in the rest of the paper) forms corresponding to Hankel and Helson matrices. We give the appropriate definitions for the case of Helson matrices. The corresponding notions for Hankel matrices are obtained by simply restricting the number of variables.

Suppose as before that \( \alpha \) is a sequence, generating the Helson matrix \( M(\alpha) \). Let \( z = (z_1, z_2, \ldots) \) and let \( \mathbb{C}[z] \) be the ring of polynomials in the variables \( z_1, z_2, \ldots \). For \( f, g \in \mathbb{C}[z] \),
\[
f(z) = \sum f_n z^{\kappa(n)}, \quad g(z) = \sum g_n z^{\kappa(n)}
\]
define the Helson form \([\cdot, \cdot]_\alpha\) by
\[
[f, g]_\alpha = \sum_{n,m \geq 1} f_n g_m \alpha(nm).
\]
It is clear that the form \([\cdot, \cdot]_\alpha\) satisfies the property
\[
[f, g]_\alpha = [fg, 1]_\alpha, \quad f, g \in \mathbb{C}[z].
\] (6.1)
Conversely, if \([\cdot, \cdot]: \mathbb{C}[z] \times \mathbb{C}[z] \rightarrow \mathbb{C} \) is a bilinear form satisfying the property
\[
[f, g] = [fg, 1], \quad f, g \in \mathbb{C}[z],
\]
then, expanding \( f \) and \( g \), it is easy to see that this form can be written as \([f, g] = [f, g]_\alpha\) for the sequence \( \alpha \) given by \( \alpha(n) = [z^n, 1], \ n \geq 1 \).
One of the aims of introducing the above definition is to enable one to interpret the finite rank property of $M(\alpha)$ as broadly as possible, and in particular, to separate it from the boundedness of $M(\alpha)$. We will say that $M(\alpha)$ (and the form $[,]_\alpha$) has finite rank if the subspace

$$\ker[,]_\alpha = \{ f \in \mathbb{C}[z] : [f,g] = 0, \ \forall g \in \mathbb{C}[z] \}$$

has finite codimension in $\mathbb{C}[z]$. If the matrix $M(\alpha)$ maps finitely supported sequences into $\ell^2(\mathbb{N})$, this corresponds to the usual notion of finite rank of the operator $M(\alpha): \ell^2(\mathbb{N}) \to \ell^2(\mathbb{N})$.

A crucial observation is that the property (6.1) implies that $\ker[,]_\alpha$ is not only a vector subspace of $\mathbb{C}[z]$, but also an ideal. Thus, understanding the algebraic structure of finite rank Hankel forms is really a problem in commutative algebra, namely that of describing finite-codimensional ideals in $\mathbb{C}[z]$. This was observed by Power [24] in the case of finitely many variables.

### 6.2. Finite rank Hankel matrices.

Suppose that $\{\beta(j)\}_{j=0}^\infty$ is a sequence with the corresponding classical Hankel form

$$[f,g]_\beta = \sum_{j,k \geq 0} f_j g_k \beta(j+k),$$

where $f(w) = \sum_j f_j w^j$ and $g(w) = \sum_j g_j w^j$ are polynomials in the single complex variable $w$. Kronecker’s theorem on Hankel matrices is usually stated by saying that $[,]_\beta$ (and equivalently, $H_1(\beta)$) has finite rank if and only if the analytic symbol $B$ of $[,]_\beta$ is rational, where

$$B(w) = \sum_{j=0}^\infty \overline{\beta(j)} w^j.$$

Here we have changed the definition of the analytic symbol slightly to fit the bilinearity of $[,]_\beta$. In the notation of Section 2.1 we have that $B(w) = \overline{b(w)}$. Note that if all the poles of $B$ lie outside the closed unit disk, then

$$[f,g]_\beta = \langle fg, B \rangle_{H^2(\mathbb{T})}, \quad f, g \in \mathbb{C}[w],$$

and in this case $H_1(\beta): \ell^2(\mathbb{N}_0) \to \ell^2(\mathbb{N}_0)$ is a bounded operator.

Since we are aiming to work in infinitely many variables, we want to avoid relying on the notion of rational functions. By decomposing $B$ into “partial fractions” Kronecker’s theorem may be stated as follows.

**Theorem 6.1** (Kronecker). Suppose that $\lambda_1, \ldots, \lambda_N \in \mathbb{C}$ are a finite number of distinct points, and associate to each $\lambda_j$ a number of constants $c_j(0), c_j(1), \ldots, c_j(k_j)$, where $k_j < \infty$ and $c_j(k_j) \neq 0$. Let $[,]$ be the classical Hankel form

$$[f,g] = \sum_{j=1}^N \sum_{k=0}^{k_j} c_j(k) \partial^k w(fg)(\lambda_j), \quad f, g \in \mathbb{C}[w].$$

Then $[,]$ is of finite rank $\sum_{j=1}^N (k_j + 1)$ and its analytic symbol is the rational function

$$B(w) = \sum_{j=0}^\infty \beta(j) w^j = \sum_{j=1}^N \sum_{k=0}^{k_j} c_j(k) \partial^k w K_1(w, \lambda_j), \quad |w| < \min_{1 \leq j \leq N} \frac{1}{|\lambda_j|},$$
where $\beta(j) = [\omega^j, 1]$ and $K_1(w, \lambda) = \frac{1}{1-w \lambda}$. Conversely, any finite rank classical Hankel form can be written in this way.

The form $[\cdot, \cdot]$ generates a bounded operator $H_1(\beta): \ell^2(N_0) \to \ell^2(N_0)$, $\beta = \{\beta(j)\}_{j=0}^{\infty}$, if and only if $\lambda_j \in \mathbb{D}$ for $1 \leq j \leq N$. In this case, $K_1(w, \lambda)$ can be understood as the reproducing kernel of $H^2(\mathbb{T})$.

Except for the rank formula, Power [24] gave a direct generalization of Kronecker’s theorem to Hankel forms on $C[z_1, \ldots, z_d] \times C[z_1, \ldots, z_d], d < \infty$. Below we use the multi-index notation for differential operators in the standard way, i.e.

$$\partial_z^\sigma = \partial_{z_1}^{\sigma_1} \cdots \partial_{z_d}^{\sigma_d}, \quad \sigma = (\sigma_1, \ldots, \sigma_d) \in \mathbb{N}_0^d.$$

**Theorem 6.2.** [24] Let $1 \leq d < \infty$, and let $[\cdot, \cdot]$ be a Hankel form on $C[z_1, \ldots, z_d] \times C[z_1, \ldots, z_d]$. This form has finite rank if and only if it can be represented as a finite sum

$$[f, g] = \sum_{\ell} c^{(\ell)} \partial_z^{(\ell)} (fg)(\lambda^{(\ell)}), \quad f, g \in C[z_1, \ldots, z_d],$$

where $\lambda^{(\ell)} \in \mathbb{C}^d$, $c^{(\ell)} \in \mathbb{C}$, and $\sigma^{(\ell)} \in \mathbb{N}_0^d$.

Clearly, a finite rank Hankel form $[\cdot, \cdot]$ on $d$ variables generates a bounded Hankel matrix $H_d(\beta): \ell^2(N_0^d) \to \ell^2(N_0^d)$, $\beta(j) = [\omega^j, 1]$, $j \in \mathbb{N}_0^d$, if and only if each $\lambda^{(\ell)} \in \mathbb{R}^d$ (assuming that the terms associated with the point $\lambda^{(\ell)}$ do not cancel each other out). Its rational symbol can be obtained as in Kronecker’s theorem. We defer the precise statement to the discussion of Helson matrices.

Finding a closed formula for the precise rank of a Hankel form is a difficult combinatorial problem already when $d = 2$, see [24, p. 243] for an enlightening example. Gu [11] gave an approach in which computing the rank of a Hankel form on $d$ variables is reduced to computing the rank of several Hankel forms with matrix valued symbols on $d - 1$ variables.

### 6.3. Finite rank Helson matrices: preliminaries.

In the case that $M(\alpha) : \ell^2(N) \to \ell^2(N)$ is bounded and non-negative, the content of Section 3 yields a characterization of when $M(\alpha)$ is of finite rank. For if $M(\alpha)$ has finite rank, then the Hilbert space $H$ which appears in the proof sketch of Theorem 3.3 is finite-dimensional. Therefore, the moment measure of $\{\alpha(n)\}_{n=1}^{\infty}$ is finitely supported. Let the support of the measure consist of the finitely many points $\lambda^{(\ell)} = (\lambda_1^{(\ell)}, \lambda_2^{(\ell)}, \ldots) \in \mathbb{R}^\infty$. Then $\alpha$ can be represented as a finite sum

$$\alpha(p^\kappa) = \sum_{\ell} c^{(\ell)} \lambda^{(\ell)} \kappa$$

with some positive coefficients $c^{(\ell)}$. Since $M(\alpha)$ is bounded, we see that actually $\lambda^{(\ell)} \in (-1, 1)^\infty \cap \ell^2(N)$, and the analytic symbol of $M(\alpha)$ is the function

$$A(z) = \sum_{\ell} c^{(\ell)} K_\infty(z, \lambda^{(\ell)}),$$

where $K_\infty(z, \lambda)$ is the reproducing kernel of $H^2(\mathbb{T}^\infty)$ (see Section 1.3). Here, again, we refer to $A$ as the analytic symbol in the bilinear sense, meaning that

$$[f, g]_A = \langle fg, A \rangle_{H^2(\mathbb{T}^\infty)} = \sum_{\ell} c^{(\ell)} f(\lambda^{(\ell)}) g(\lambda^{(\ell)}), \quad f, g \in C[z].$$

The characterization of general finite rank Helson forms is rather more involved. Before giving a statement, we discuss several examples.
Example 6.3. As in the classical one variable situation, the evaluation of derivatives can also induce finite rank Helson forms. The major distinction between Hankel forms on \( \mathbb{C}[z_1, \ldots, z_d] \), \( 1 \leq d < \infty \), and our setting is that Helson forms on \( \mathbb{C}[z] \) have room for directional derivatives in directions which are not finitely supported. For a sequence \( \{c(j)\}_{j=1}^{\infty} \) and a point \( \lambda \in \mathbb{C}^\infty \), consider the Helson form

\[
[f, g] = \sum_{j=1}^{\infty} c(j) \partial_{z_j} (fg)(\lambda).
\]

We think of \( f \mapsto [f, 1] \) as the derivative of \( f \) in the direction \( \{c(j)\}_{j=1}^{\infty} \) at the point \( \lambda \). This directional derivative defines a finite rank Helson form. Indeed,

\[
\ker[\cdot, \cdot] = \{ f \in \mathbb{C}[z] : f(\lambda) = \sum_{j=1}^{\infty} c(j) \partial_{z_j} f(\lambda) = 0 \},
\]

and this ideal has codimension 2. Later we shall see that \([\cdot, \cdot]\) defines a bounded Hankel form on \( H^2(\mathbb{T}^\infty) \times H^2(\mathbb{T}^\infty) \) (i.e. \( M(\alpha) : \ell^2(\mathbb{N}) \to \ell^2(\mathbb{N}) \) is bounded) if and only if \( \{c(j)\}_{j=1}^{\infty} \in \ell^2(\mathbb{N}) \) and \( \lambda \in \mathbb{D}^\infty \cap \ell^2(\mathbb{N}) \). If this is the case, the analytic symbol of the form is

\[
A(z) = \sum_{j=1}^{\infty} c(j) \partial_{z_j} K_\infty(z, \lambda).
\]

Example 6.4. The Dirichlet series point of view [12] furnishes natural examples. As in Section 5, let us identify a polynomial \( F(z) \), \( z \in \mathbb{D}^\infty \), with the Dirichlet polynomial \( f(s) = F(\mathcal{B}(s)) \). Under this identification, \( H^2(\mathbb{T}^\infty) \) is transformed into the Hardy space \( \mathcal{H}^2 \) of Dirichlet series, which is a holomorphic function space on the half-plane \( \mathbb{C}_{1/2} = \{ s \in \mathbb{C} : \text{Re} \, s > 1/2 \} \). Let \( Df = f' \) be the differentiation operator in the half-plane variable \( s \). In terms of the polynomial notation,

\[
Df(z) = -\sum_{j=1}^{\infty} (\log p_j) z_j \partial_{z_j} f(z).
\]

Let \( \rho \) be a point in \( \mathbb{C} \) (corresponding to the point \( \{p^\rho_j\}_{j=1}^{\infty} \in \mathbb{C}^\infty \) and let \( n \) be a positive integer. Then the Helson form

\[
[f, g] = D^n (fg)(\rho)
\]

has kernel

\[
\ker[\cdot, \cdot] = \{ f \in \mathbb{C}[z] : D^k f(\rho) = 0, \ 0 \leq k \leq n \},
\]

of codimension \( n + 1 \). The Helson form defined in this way is bounded if and only if \( \rho \in \mathbb{C}_{1/2} \).

Example 6.5. Not every differentiation operator induces a finite rank form. For coefficients \( \{c(j)\}_{j=1}^{\infty} \) and a point \( \lambda \in \mathbb{C}^\infty \), consider the Helson form

\[
[f, g] = \sum_{j=1}^{\infty} c(j) \partial_{z_j}^2 (fg)(\lambda).
\]

Then

\[
\ker[\cdot, \cdot] = \{ f \in \mathbb{C}[z] : f(\lambda) = \sum_{j=1}^{\infty} c(j) \partial_{z_j}^2 f(\lambda) = c(k) \partial_{z_k} f(\lambda) = 0, \ 1 \leq k < \infty \},
\]

which in general does not have finite codimension.
6.4. Differential operators on $\mathbb{C}^\infty$. Before stating the main theorem of this section, we need to introduce some definitions. For a sequence $c = \{c(j)\}_{j \in \mathbb{N}}$ of complex numbers, we say that

$$D(c)f = \sum_{j=1}^{\infty} c(j)\partial_z f$$

is a first order differential operator; this is a well-defined linear operation on polynomials $f \in \mathbb{C}[z]$. Given non-zero sequences $c_1, \ldots, c_M$ we call

$$D(c) = D(c_1) \cdots D(c_M),$$

a factorizable differential operator of order $M$, $\text{ord}(D(c)) = M$, with $c = (c_1, \ldots, c_M)$. We also consider multiplication by a constant to be a factorizable differential operator of order 0. It is useful to think of $D(c_m)$ as a directional derivative, and we call $c_m$ a direction of differentiation of $D(c)$. For $c = (c_1, \ldots, c_M)$ as above, we write $c \in \ell^2$, if $c_m \in \ell^2(\mathbb{N})$ for each $m = 1, \ldots, M$.

The operator $D(c)$ is uniquely defined by its action on the homogeneous polynomials of order $M$, and we may therefore think of $D(c)$ as a symmetric tensor $\otimes_{m=1}^{M} c_m$. This point of view will become important in the proof of the main theorem of this section.

6.5. Finite rank Helson matrices: main result. We shall now state the main theorem of this section. It characterizes the finite rank Helson forms as those given by a finite sum of finite products of directional derivatives. This explains why Example 6.5 fails to give a finite rank Hankel form; it contains an infinite number of linearly independent directions $(0, \ldots, 0, c(j), 0, \ldots, 0, \ldots)$.

**Theorem 6.6.** Let $[\cdot, \cdot]$ be a Helson form on $\mathbb{C}[z] \times \mathbb{C}[z]$. Then

(i) The form $[\cdot, \cdot]$ has finite rank if and only if it can be represented as a finite sum

$$[f, g] = \sum_{\ell} D(c^{(\ell)}) (fg)(\lambda^{(\ell)}),$$

(6.2)

where for each $\ell$, $D(c^{(\ell)})$ is a factorizable differential operator of a finite order and $\lambda^{(\ell)} \in \mathbb{C}^\infty$.

(ii) The form $[\cdot, \cdot]$ is bounded (i.e. defines a bounded Helson matrix) and of finite rank if and only if the representation (6.2) can be chosen such that for all $\ell$, one has $\lambda^{(\ell)} \in \mathbb{D}^\infty \cap \ell^2$ and $c^{(\ell)} \in \ell^2$.

The proof is given in the next section.

We shall actually show a little more than stated. We will prove that when $[\cdot, \cdot]$ is bounded and of finite rank, then the functional $f \mapsto [f, 1]$ is continuous on $H^1(\mathbb{T}^\infty)$ (the closure of polynomials in $L^1(\mathbb{T}^\infty)$). By the Hahn-Banach theorem, it follows that $M(\alpha)$ has a bounded symbol. We could have anticipated this behavior, because it is known that any Hilbert-Schmidt Helson matrix has a bounded symbol [13], and a bounded finite rank Helson matrix is surely Hilbert-Schmidt.

In order to write down the formula for the analytic symbol of a Helson form, we define the adjoint operator to $D(c)$ by

$$D(c)^* = \sum_{j=1}^{\infty} \overline{c(j)}\partial_{\overline{z}}^j, \quad D(c)^* = D(c_1)^* \cdots D(c_M)^*.$$
Corollary 6.7. Let $[\cdot, \cdot]$ be a bounded Helson form of finite rank; suppose it is written as in (6.2) with $\lambda^{(\ell)} \in \mathbb{D}^\infty \cap \ell^2$ and $c^{(\ell)} \in \ell^2$ for all $\ell$. Then it has the analytic symbol

$$B(\cdot) = \sum_{\ell} D(c^{(\ell)})^* K_\infty(\cdot, z)|_{z=\lambda^{(\ell)}}.$$

Proof. This follows from the fact that if $f \in H^2(\mathbb{T}^\infty)$, $\lambda \in \mathbb{D}^\infty \cap \ell^2$, and $\sigma = (\sigma_1, \sigma_2, \ldots)$ is a finitely supported multi-index, then

$$\partial_\sigma^z f(z) = \partial_\sigma^z (f, K_\infty(\cdot, z))_{H^2(\mathbb{T}^\infty)} = (f, \partial_\sigma^z K_\infty(\cdot, z))_{H^2(\mathbb{T}^\infty)}.$$

Before embarking on the proof of Theorem 6.6, we also note that given the representation (6.2), it is easy to recognize the finite rank Helson forms corresponding to non-negative Helson matrices (we will call them non-negative finite rank Helson forms). They correspond to the case where all factorizable differential operators $D(c^{(\ell)})$ are positive constants and all points $\lambda^{(\ell)}$ consist of real coordinates. See [24, p. 242] for the corresponding result in the finite variable case.

Corollary 6.8. A finite rank Helson form is non-negative if and only if there exist finitely many points $\lambda^{(\ell)} \in \mathbb{R}^\infty$ and finitely many positive numbers $c^{(\ell)} > 0$ such that

$$[f, g] = \sum_{\ell} c^{(\ell)} f(\lambda^{(\ell)}) g(\lambda^{(\ell)}).$$

7. Proof of Theorem 6.6

The proofs of (i) and (ii) of the theorem are based on two distinct constructions, the “if” part being easy in both cases. For (i), the “only if” part is based on Power’s finite-variable result (Theorem 6.2) and on a reduction procedure which depends on elementary polynomial algebra. For (ii), the “only if” part is based on elementary, but rather lengthy, arguments of tensor algebra.

7.1. Proof of Theorem 6.6(i): the “if” part. It suffices to prove that the form corresponding to a single term in (6.2) has finite rank:

$$[f, g] = D(c)(fg)(\lambda),$$

where $c = (c_1, \ldots, c_M)$. Let

$$I_0 = \{ f \in \mathbb{C}[z] : f(\lambda) = 0 \},$$

and for every $m = 1, \ldots, M$, let $I_m$ be the subspace of all polynomials $f \in \mathbb{C}[z]$ such that $D(b)f(\lambda) = 0$ for all $b = (b_1, \ldots, b_m)$ such that $\{b_1, \ldots b_m\}$ is a subset of $\{c_1, \ldots, c_M\}$. Now let

$$I = \cap_{m=0}^M I_m.$$

Since every $I_m$ is defined by finitely many linear conditions, $I$ has a finite codimension. On the other hand, it is easy to see by the product rule that

$$I \subset \ker[\cdot, \cdot].$$

Thus, the Helson form $[\cdot, \cdot]$ has finite rank. □
7.2. Proof of Theorem 6.6(i): the “only if” part. Below we deal with ideals in rings of polynomials. Any such ideal is necessarily also a linear subspace, hence the notions of dimension and codimension are unambiguously defined for them.

We need the following description of the ideals of finite codimension in \( \mathbb{C}[z_1, \ldots, z_d] \), \( 1 \leq d < \infty \), see [24, Lemma 3] and [16, Section 14].

**Lemma 7.1.** Let \( I \) be a finite-codimensional ideal of \( \mathbb{C}[z_1, \ldots, z_d] \), where \( 1 \leq d < \infty \). Let \( \Lambda \) be any linear functional on \( \mathbb{C}[z_1, \ldots, z_d] \) vanishing on \( I \). Then \( \Lambda \) can be represented as a finite sum

\[
\Lambda(f) = \sum_{\ell} c^{(\ell)} \partial_z^{\sigma^{(\ell)}} f(z)|_{z=\lambda^{(\ell)}},
\]

where for each \( \ell \), \( c^{(\ell)} \in \mathbb{C} \), \( \sigma^{(\ell)} \in \mathbb{N}_0^d \) and \( \lambda^{(\ell)} \in \mathbb{C}^d \).

In the case of ideals \( I \) in \( \mathbb{C}[z] \), \( z = (z_1, z_2, \ldots) \), we need a more precise statement, allowing for derivatives in directions which are not finitely supported. The construction in this subsection, which gives a characterization of finite-codimensional ideals in \( \mathbb{C}[z] \), was suggested to the authors by Steffen Oppermann.

First we need a lemma, which allows us to transfer the problem from \( \mathbb{C}[z] \) to \( \mathbb{C}[z_1, \ldots, z_d] \), for some \( d < \infty \). For \( d \in \mathbb{N} \), we denote by

\[
i_d : \mathbb{C}[z_1, \ldots, z_d] \to \mathbb{C}[z], \quad z = (z_1, z_2, \ldots),
\]

the natural embedding.

**Lemma 7.2.** Let \( I \subset \mathbb{C}[z] \) be an ideal of finite codimension. Then there exists \( d \in \mathbb{N} \) and a ring homomorphism

\[
\omega : \mathbb{C}[z] \to \mathbb{C}[z_1, \ldots, z_d]
\]

such that \( \omega \) is onto, and

(i) \( \ker \omega \subset I \);
(ii) \( \omega \circ i_d(g) = g, \forall g \in \mathbb{C}[z_1, \ldots, z_d] \);
(iii) \( i_d \circ \omega(f) - f \in I, \forall f \in \mathbb{C}[z] \);
(iv) the ideal \( \omega(I) \) has finite codimension in \( \mathbb{C}[z_1, \ldots, z_d] \).

**Proof.** Let \( \gamma : \mathbb{C}[z] \to \mathbb{C}[z]/I \)

be the natural ring-epimorphism. We claim that there exists \( d \in \mathbb{N} \) such that the homomorphism

\[
\gamma \circ i_d : \mathbb{C}[z_1, \ldots, z_d] \to \mathbb{C}[z]/I
\]

is onto. To see this, note that

\[
\gamma \circ i_1(\mathbb{C}[z_1]) \subset \gamma \circ i_2(\mathbb{C}[z_1, z_2]) \subset \cdots
\]

is an increasing chain of linear subspaces of \( \mathbb{C}[z]/I \), and

\[
\bigcup_{d=1}^{\infty} \gamma \circ i_d(\mathbb{C}[z_1, \ldots, z_d]) = \mathbb{C}[z]/I.
\]

Since, by assumption, \( \mathbb{C}[z]/I \) is finite-dimensional as a vector space, the claim follows.

Now let us define \( \omega : \mathbb{C}[z] \to \mathbb{C}[z_1, \ldots, z_d] \) as follows. For each \( j \in \mathbb{N} \), let \( p_j \) be the monomial \( p_j(z) = z_j \). For \( 1 \leq j \leq d \), set \( \omega(p_j) = p_j \), and for \( j > d \) let \( \omega(p_j) \) be any polynomial in \( \mathbb{C}[z_1, \ldots, z_d] \) such that

\[
\gamma \circ i_d \circ \omega(p_j) = \gamma(p_j).
\]

(7.1)
Now extend $\omega$ to all of $\mathbb{C}[z]$ as a ring homomorphism. The relation (7.1) extends to
\[
\gamma \circ i_d \circ \omega(f) = \gamma(f), \quad f \in \mathbb{C}[z].
\]
From here we obtain property (i) of $\omega$, since $\ker \gamma = I$. Property (ii) holds by construction. In particular, $\omega$ is onto. Property (iii) follows immediately from (i) and (ii).

To verify property (iv), observe that since $\omega$ is onto, we get that $\omega(I)$ is an ideal, and hence the quotient map
\[
\tilde{\omega} : \mathbb{C}[z]/I \to \mathbb{C}[z_1, \ldots, z_d]/\omega(I)
\]
is well-defined and onto. Since the left side here is of finite dimension, so is the right side. \[\square\]

**Proof of Theorem 6.6(i).** Suppose that a Helson form $[\cdot, \cdot]$ has finite rank. Let $I = \ker[\cdot, \cdot]$ and let $\omega : \mathbb{C}[z] \to \mathbb{C}[z_1, \ldots, z_d]$ be as in Lemma 7.2. For $1 \leq j < \infty$, let $p_j(z) = z_j$ and set $P_j = \omega(p_j)$. Now let $P : \mathbb{C}^d \to \mathbb{C}^\infty$ be the map
\[
P(z_1, \ldots, z_d) = (z_1, \ldots, z_d, P_{d+1}(z_1, \ldots, z_d), \ldots, P_n(z_1, \ldots, z_d), \ldots).
\]
Then the map $\omega$ can be written as
\[
\omega(f) = f \circ P.
\]
To see this, it suffices to check that the formula holds on monomials $p_j(z) = z_j$, and to note that both sides define ring-homomorphisms.

Now let $\Lambda(f) = [f, 1]$. By Lemma 7.2(iii), we have
\[
\Lambda(f) = \Lambda \circ i_d \circ \omega(f), \quad f \in \mathbb{C}[z].
\]
By Lemma 7.2(iv), the ideal $\omega(I)$ in $\mathbb{C}[z_1, \ldots, z_d]$ has finite codimension. Clearly, $\Lambda \circ i_d$ vanishes on this ideal. Thus, by Lemma 7.1, the linear functional $\Lambda \circ i_d$ on $\mathbb{C}[z_1, \ldots, z_d]$ has the form
\[
\Lambda \circ i_d(f) = \sum_{\ell} c^{(\ell)} \partial_{\sigma^{(\ell)}}^\sigma f(z)|_{z=\lambda^{(\ell)}},
\]
where the sum is finite. To understand the structure of this expression, let us assume first for simplicity, that the sum reduces to one term of the first order:
\[
\Lambda \circ i_d(f) = \partial_{z_j} f(z)|_{z=\lambda}.
\]
Then, by the chain rule,
\[
\partial_{z_j}(f \circ P) = \sum_{k=1}^\infty (\partial_{z_j} P_k)(\partial_{z_k} f) \circ P,
\]
and so
\[
\Lambda(f) = D(c) f(z)|_{z=P(\lambda)}, \quad c(k) = \partial_{z_j} P_k(\lambda).
\]
For higher order terms, we get similar but more complicated formulas. However, it is clear by the chain and product rules that $\Lambda$ can be written on the form (6.2). \[\square\]
7.3. Proof of Theorem 6.6(ii), the “if” part. It suffices to consider a single term in (6.2), \((f, g) \mapsto D(c)(fg)(\lambda), \) where \(c \in \ell^2 \) and \(\lambda \in \mathbb{D}^\infty \cap \ell^2.\) With \(h = fg, \) note that
\[
D(c)h(\lambda) = \partial_{z_1} \cdots \partial_{z_m} h(\lambda + z_1 c_1 + \cdots + z_M c_M) |_{(z_1, \ldots, z_M) = 0}.
\]
Any \(h \in H^1(\mathbb{T}^\infty)\) is analytic on the subset \(\mathbb{D}^\infty \cap \ell^2\) of the Banach space \(\ell^2\) [8]. This means precisely that
\[
(z_1, \ldots, z_M) \mapsto h(\lambda + z_1 c_1 + \cdots + z_M c_M)
\]
is analytic in the variables \((z_1, \ldots, z_M),\) in a neighborhood of 0. A routine argument with Cauchy’s formula hence shows that
\[
|D(c)h(\lambda)| \leq C\|h\|_{H^1(\mathbb{T}^\infty)} \leq C\|f\|_{H^2(\mathbb{T}^\infty)}\|g\|_{H^2(\mathbb{T}^\infty)},
\]
demonstrating that \(M(\alpha)\) is bounded. This argument also proves (by the Hahn-Banach theorem) that \(M(\alpha)\) has a bounded symbol. \(\square\)

7.4. Proof of Theorem 6.6(ii), the “only if” part: Step 1. The remainder of Section 7 is dedicated to the proof of the “only if” part of Theorem 6.6(ii). The proof is mostly elementary but it contains many steps. In this subsection, we consider the case when there is only one point \(\lambda^{(1)}\) in the sum (6.2) and all differential operators in this sum are of the same order \(m \in \mathbb{N}.\)

For \(m \in \mathbb{N},\) let \(H^2_m(\mathbb{T}^\infty)\) be the subspace of \(H^2(\mathbb{T}^\infty)\) spanned by all homogeneous polynomials of degree \(m.\) The main result of this subsection is the following lemma.

**Lemma 7.3.** Let \(m \in \mathbb{N}, \lambda \in \mathbb{C}^\infty,\) and let \(\Lambda\) be the linear functional on \(\mathbb{C}[z]\) defined by
\[
\Lambda(f) = \sum_k D(c^{(k)})f|_{z = \lambda},
\]
where the sum is finite and \(\text{ord}(D(c^{(k)})) = m\) for all \(k.\) Suppose that \(\Lambda\) is bounded on \(H^2_m(\mathbb{T}^\infty).\) Then \(\Lambda\) has a (possibly different) representation of the form (7.2) such that \(c^{(k)} \in \ell^2\) for every \(k.\)

Note that if \(f \in H^2_m(\mathbb{T}^\infty)\) and \(\text{ord}(D(c^{(k)})) = m,\) then \(f \mapsto D(c^{(k)})f|_{z = \lambda}\) is independent of the point \(\lambda.\) We may therefore consider \(f \mapsto D(c^{(k)})f\) to be a functional on \(H^2_m(\mathbb{T}^\infty).\) In the proof of Lemma 7.3 we shall relate this functional to the symmetric tensor generated by \(c^{(k)}.\)

For \(m \geq 1,\) let \(\ell(\mathbb{N}^m)\) be the linear space of all sequences \(\{c(j)\}_{j \in \mathbb{N}^m}\) of complex numbers (without any metric structure). For \(c_1, \ldots, c_m \in \ell(\mathbb{N}),\) the tensor product \(c_1 \otimes \cdots \otimes c_m\) is defined in the standard way as the element of \(\ell(\mathbb{N}^m)\) such that
\[
(c_1 \otimes \cdots \otimes c_m)(j) = c_1(j_1) \cdots c_m(j_m), \quad j = (j_1, \ldots, j_m).
\]
We denote by \(\ell(\mathbb{N})^\otimes m \subset \ell(\mathbb{N}^m)\) the linear subspace which consists of all finite linear combinations of such tensor products.

First we need a lemma which is in itself trivial, but involves some unwieldy notation. Therefore, we state it separately:

**Lemma 7.4.** Let \(c^{(1)}, \ldots, c^{(L)}\) be linearly independent elements of \(\ell(\mathbb{N}^m).\) Then there exist multi-indices \(j^{(1)}, \ldots, j^{(L)} \in \mathbb{N}^m\) such that the \(L \times L\) matrix
\[
\{c^{(k)}(j^{(l)})\}_{l,k=1}^L
\]
is invertible.
Proof. Let us identify \( N^m \) with \( N \); then the elements \( c^{(1)}, \ldots, c^{(L)} \) are mapped into sequences of complex numbers labelled by an index in \( N \). Now the statement of the lemma is immediately recognizable as the elementary theorem saying that the row rank of a matrix equals its column rank. \( \square \)

Lemma 7.5. Let \( c \in \ell^2(N^m) \cap \ell(N)^{\otimes m} \). Then \( c \) can be represented as a finite linear sum of the form

\[
c = \sum_{\ell} c^{(\ell)}_1 \otimes \cdots \otimes c^{(\ell)}_m,
\]

where \( c^{(\ell)}_1, \ldots, c^{(\ell)}_m \in \ell^2(N) \) for all \( \ell \).

Proof. Step 1: To begin, let us prove that there exists a representation (7.3) with the last entry \( c^{(\ell)}_m \in \ell^2(N) \) for all \( \ell \). Later we will inductively deal with the other entries. We start with a representation

\[
c = \sum_{\ell=1}^L a^{(\ell)}_1 \otimes \cdots \otimes a^{(\ell)}_m,
\]

where \( a^{(\ell)}_1, \ldots, a^{(\ell)}_m \in \ell(N) \); such a representation exists by the assumption that \( c \in \ell(N)^{\otimes m} \).

Consider the tensor products

\[
a^{(\ell)}_1 \otimes \cdots \otimes a^{(\ell)}_{m-1}, \quad \ell = 1, \ldots, L.
\]

First we want to reduce the problem to the case when the \( L \) products of (7.5) are linearly independent in \( \ell(N^{m-1}) \). Suppose that they are linearly dependent. Then we can express one of them as a linear combination of the other ones. Substituting this expression back into the sum (7.4), we reduce this sum to a similar one with \( L - 1 \) terms. Continuing this way, eventually we will be able to reduce the problem to the case when all the tensor products in (7.5) are linearly independent.

Next, assuming that these reductions have already been made, so that the \( L \) terms in (7.5) are linearly independent, let us apply Lemma 7.4 to these terms. This ensures that we can chose multi-indices \( j^{(1)}, \ldots, j^{(L)} \in N^{m-1} \) such that the \( L \times L \) matrix

\[
\{A^{(\ell)}_k\}_{\ell,k=1}^{L} = a^{(\ell)}_1(j^{(1)}_1) \cdots a^{(\ell)}_{m-1}(j^{(1)}_{m-1}),
\]

is invertible. Next, our assumption \( c \in \ell^2(N^m) \) implies, in particular, that

\[
\sum_{j_{m-1}=1}^{\infty} |c(j)|^2 < \infty, \quad j = (j^{(1)}_1, \ldots, j^{(k)}_{m-1}, j_m),
\]

for each of our chosen multi-indices \( j^{(k)} \). Noting that

\[
c(j) = \sum_{\ell=1}^L A^{(\ell)}_k a^{(\ell)}_m(j_m), \quad j = (j^{(k)}_1, \ldots, j^{(k)}_{m-1}, j_m),
\]

we hence have that

\[
\sum_{\ell=1}^L A^{(\ell)}_k a^{(\ell)}_m \in \ell^2(N), \quad k = 1, \ldots, L.
\]

Since the matrix \( \{A^{(\ell)}_k\} \) is invertible, it follows that \( a^{(\ell)}_m \in \ell^2(N) \) for every \( \ell = 1, \ldots, L \). This finishes the first step of the proof.
Step 2: Now we start from a representation (7.4) already set up so that \(a_m^{(\ell)} \in \ell^2(\mathbb{N})\) for \(\ell = 1, \ldots, L\). In this step we prove that there exists a possibly different representation (7.4) where both \(a_m^{(\ell)} \in \ell^2(\mathbb{N})\) and \(a_{m-1}^{(\ell)} \in \ell^2(\mathbb{N})\) for every \(\ell\). As in the previous step, we consider the tensor products

\[
a_1^{(\ell)} \otimes \cdots \otimes a_{m-2}^{(\ell)} \otimes a_m^{(\ell)}, \quad \ell = 1, \ldots, L.
\]

If these tensor products are linearly dependent, we eliminate the linear dependence as before, observing that the process of elimination preserves the property that \(a_m^{(\ell)} \in \ell^2(\mathbb{N})\) for every \(\ell\). Once linear independence is established, we see that \(a_{m-1}^{(\ell)} \in \ell^2(\mathbb{N})\), \(\ell = 1, \ldots, L\), by using Lemma 7.4 exactly as in the previous step.

Step 3: We now repeat the process until we arrive at a representation with all \(c_1^{(\ell)}, \ldots, c_m^{(\ell)} \in \ell^2(\mathbb{N})\).

To prepare for the proof of Lemma 7.3, we next consider symmetric tensors. For \(c_1, \ldots, c_m \in \ell(\mathbb{N})\), the symmetrization operator Sym is defined by

\[
\text{Sym}(c_1 \otimes \cdots \otimes c_m) = c_1 \circ \cdots \circ c_m = \frac{1}{m!} \sum_{\sigma} c_{\sigma(1)} \otimes \cdots \otimes c_{\sigma(m)},
\]

(7.6)

where the sum is taken over all permutations \(\sigma\) of the set \(\{1, \ldots, m\}\). This operator is idempotent, \(\text{Sym}(\text{Sym}(c)) = \text{Sym}(c)\). We denote by \(\ell(\mathbb{N})^{\otimes m}\) the linear space which consists of all finite sums of symmetric products of the form (7.6). Clearly, we have

\[
\ell(\mathbb{N})^{\otimes m} \subset \ell(\mathbb{N})^{\circ m} \subset \ell(\mathbb{N}^m).
\]

Lemma 7.6. Let \(c \in \ell^2(\mathbb{N}^m) \cap \ell(\mathbb{N})^{\circ m}\). Then \(c\) can be represented as a finite sum of the form

\[
c = \sum_{\ell} c_1^{(\ell)} \circ \cdots \circ c_m^{(\ell)},
\]

(7.7)

where \(c_1^{(\ell)}, \ldots, c_m^{(\ell)} \in \ell^2(\mathbb{N})\) for all \(\ell\).

Proof. Since \(\ell(\mathbb{N})^{\otimes m} \subset \ell(\mathbb{N})^{\circ m}\), by Lemma 7.5 there exists a representation of \(c\) as a finite sum (7.3) such that \(c_1^{(\ell)}, \ldots, c_m^{(\ell)} \in \ell^2(\mathbb{N})\). Applying Sym to both sides of (7.3) and observing that \(\text{Sym}(c) = c\), we arrive at (7.7).

Proof of Lemma 7.3. We start with some combinatorial preliminaries. The order \(m \in \mathbb{N}\) is fixed throughout the proof. For \(j \in \mathbb{N}^m\), it will be convenient to use the notation \(z_j = \prod_{j=1}^m z_j\); this should not be confused with the earlier used notation \(z^\kappa = \prod_{\ell=1}^\infty z_\ell^\kappa\) for \(\kappa \in \mathbb{N}_0^{(\infty)}\). Observe that for \(\kappa \in \mathbb{N}_0^{(\infty)}\) with \(|\kappa| = m\), we have

\[
\partial_{z_{j_1}} \cdots \partial_{z_{j_m}} z^\kappa = \begin{cases} 
\kappa! := \kappa_1! \kappa_2! \cdots, & \text{if } z_j = z^\kappa, \\
0 & \text{otherwise}.
\end{cases}
\]

Further, for any \(j \in \mathbb{N}^m\), the set \(\{j' : z_{j'} = z_j\}\) coincides with the set of all permutations of the coordinates of \(j\). Hence the number of elements of this set is given by by the multinomial coefficient

\[
|\{j : z_j = z^\kappa\}| = \binom{|\kappa|}{\kappa} := \frac{|\kappa|!}{\kappa!}.
\]
With these preliminaries in mind, let $D(a)$ be a single factorizable differential operator of order $m$, $a = (a_1, \ldots, a_m)$. Then, for any multi-index $\kappa$ with $|\kappa| = m$, we have

$$D(a)z^\kappa = \kappa! \sum_{j: z_j = z^\kappa} (a_1 \otimes \cdots \otimes a_m)(j) = m!(a_1 \otimes \cdots \otimes a_m)(j_*),$$

where $j_*$ is any element of the set $\{j : z_j = z^\kappa\}$. This can be alternatively rewritten as

$$D(a)z^\kappa = m! \binom{m}{\kappa}^{-1} \sum_{j: z_j = z^\kappa} (a_1 \otimes \cdots \otimes a_m)(j) = \kappa! \sum_{j: z_j = z^\kappa} (a_1 \otimes \cdots \otimes a_m)(j); \quad (7.8)$$

all terms in the last sum are equal to each other.

Next, let $\Lambda$ be as in (7.2), with coefficients $c^{(k)} = (c_1^{(k)}, \ldots, c_m^{(k)})$, and let

$$c = \sum_k c_1^{(k)} \otimes \cdots \otimes c_m^{(k)}.$$

Then, by linearity (7.8) extends to

$$\Lambda(z^\kappa) = \kappa! \sum_{j: z_j = z^\kappa} c(j).$$

Further, since the Hilbert space $H^2_m(\mathbb{T}^\infty)$ has the orthonormal basis $\{z^\kappa\}_{|\kappa|=m}$, the boundedness of $\Lambda$ on $H^2_m(\mathbb{T}^\infty)$ means that

$$\sum_{\kappa: |\kappa|=m} |\Lambda(z^\kappa)|^2 < \infty.$$

This yields

$$\sum_{\kappa: |\kappa|=m} (|\kappa|!)^2 \left| \sum_{j: z_j = z^\kappa} c(j) \right|^2 < \infty.$$

Since all terms in the sum over $j$ here are equal to each other, we have

$$\left| \sum_{j: z_j = z^\kappa} c(j) \right|^2 = \binom{|\kappa|}{\kappa} \sum_{j: z_j = z^\kappa} |c(j)|^2,$$

and so we obtain

$$\sum_{\kappa: |\kappa|=m} \sum_{j: z_j = z^\kappa} |c(j)|^2 \leq \sum_{\kappa: |\kappa|=m} \sum_{j: z_j = z^\kappa} (|\kappa|!)^2 \binom{|\kappa|}{\kappa} |c(j)|^2 < \infty.$$

The double sum here is simply the sum over $j \in \mathbb{N}^m$. Hence, we have shown that $c \in \ell^2(\mathbb{N}^m)$. Applying Lemma 7.6, we obtain that $c$ can be represented in the form (7.7) with all coefficients in $\ell^2(\mathbb{N})$; this means that $\Lambda$ can be represented on the form (7.2) with all $c^{(k)} \in \ell^2(\mathbb{N}^m)$. □
7.5. Proof of Theorem 6.6(ii), the “only if” part: Step 2. Here we complete the proof. Our main argument is that if we split the sum (6.2) into separate parts corresponding to different points $\lambda^{(\ell)}$ and to differential operators of different orders, then each part will give rise to a bounded linear functional to which we can apply Lemma 7.3.

Before going into details, we record for ease of reference three simple facts that underpin our argument.

**Proposition 7.7.** The following facts are true.

(i) A point evaluation functional,

\[ f \mapsto f(\lambda), \quad f \in \mathbb{C}[z], \quad \lambda \in \mathbb{C}^\infty, \]

is bounded on $H^2(\mathbb{T}^\infty)$ if and only if $\lambda \in \mathbb{D}^\infty \cap \ell^2$.

(ii) Let $f \mapsto \Lambda(f)$ be a bounded linear functional on $H^2(\mathbb{T}^\infty)$. Then for any $p \in \mathbb{C}[z]$, the linear functional $f \mapsto \Lambda(pf)$ is also bounded on $H^2(\mathbb{T}^\infty)$.

(iii) For any factorizable differential operator $D(c)$ and any $\lambda \in \mathbb{C}^\infty$, one has the “commutation formula”

\[ D(c)(f_1 f_2)(\lambda) = f_1(\lambda) D(c) f_2(\lambda) + D(b) f_2(\lambda), \quad (7.9) \]

where $\text{ord}(D(b)) < \text{ord}(D(c))$, and $b$ depends on $c, f_1, \lambda$.

**Proof.** (i) goes back to [8] and can also be seen directly from the power series representation

\[ f(\lambda) = \sum_{\kappa} \langle f, z^\kappa \rangle_{H^2} \lambda^\kappa. \]

(ii) is immediate from the estimate $\|pf\|_{H^2} \leq \|p\|_{L^\infty} \|f\|_{H^2}$ and (iii) is a direct calculation. \qed

First we consider the case of only one point $\lambda^{(\ell)}$ in the sum (6.2).

**Lemma 7.8.** Let $\lambda \in \mathbb{C}^\infty$ and let $\Lambda$ be a nonzero linear functional on $\mathbb{C}[z]$, bounded on $H^2(\mathbb{T}^\infty)$, of the form

\[ \Lambda = \sum_{m=0}^M \Lambda^m, \quad \Lambda^m(f) = \sum_k D(c^{(m,k)}) f(\lambda), \quad (7.10) \]

where all sums are finite and $\text{ord}(D(c^{(m,k)})) = m$ for every $m$ and $k$. Then $\lambda \in \mathbb{D}^\infty \cap \ell^2$. Furthermore, all terms $\Lambda^m$ are bounded on $H^2(\mathbb{T}^\infty)$ and can be represented as in (7.10) with all $c^{(m,k)} \in \ell^2(\mathbb{N})$.

**Proof.** Without loss of generality, let us assume that the highest order term is non-zero: $\Lambda^M \neq 0$. First let us prove that $\lambda \in \mathbb{D}^\infty \cap \ell^2$. If $M = 0$, then this follows from Proposition 7.7(i). Suppose instead that $M \geq 1$. Since $\Lambda^M \neq 0$, there is a multi-index $\kappa$, $|\kappa| = M$, such that $\Lambda(p) \neq 0$ for the polynomial $p(z) = (z - \lambda)^\kappa$. Applying the commutation formula (7.9) with $f_1 = f, f_2 = p$, we obtain that

\[ \Lambda(pf) = \Lambda(p)f(\lambda), \]

since $D(b)p(\lambda) = 0$ whenever $\text{ord}(D(b)) < M$. By Proposition 7.7(ii) the functional $f \mapsto \Lambda(pf)$ is bounded on $H^2(\mathbb{T}^\infty)$, and hence it follows that $\lambda \in \mathbb{D}^\infty \cap \ell^2$.

Next, let us prove that each $\Lambda^m$ is bounded and can be represented as in (7.10) with all $c^{(m,k)} \in \ell^2$. We have already seen that $\Lambda^0$ is bounded. Assuming that $\Lambda^0, \ldots, \Lambda^{m-1}$ are
bounded, for any homogeneous polynomial \( f \) of degree \( m \) we have
\[
\Lambda^m(f) = \Lambda(f) - \sum_{s=0}^{m-1} \Lambda^s(f).
\]
The right hand side of this expression is bounded on \( H^2(\mathbb{T}^\infty) \) by assumption. Hence \( \Lambda^m \) is bounded on the subspace \( H^2_m(\mathbb{T}^\infty) \). By Lemma 7.3, we have a representation (7.10) for \( \Lambda^m \) with all coefficients \( c^{(m,k)} \in \ell^2 \). By the argument of Section 7.3, it follows that \( \Lambda^m \) is bounded on the whole space \( H^2(\mathbb{T}^\infty) \). Thus, by induction, all \( \Lambda^m \) are bounded and can be written on the required form. \( \square \)

Proof of Theorem 6.6(ii), the “only if” part. Suppose that we have a representation (6.2) such that the corresponding form
\[
\Lambda(f) = [f, 1]
\]
is bounded on \( H^2(\mathbb{T}^\infty) \). Let us change our notation slightly and rewrite \( \Lambda \) on the form
\[
\Lambda = \sum_{m=0}^M \sum_{\ell} \Lambda^m_{\ell}, \quad \text{with} \quad \Lambda^m_{\ell}(f) := \sum_k D(c^{(m,\ell,k)}) f(\lambda^{(\ell)}), \tag{7.11}
\]
where the points \( \lambda^{(\ell)} \) are distinct, all sums are finite and \( \text{ord}(D(c^{(m,\ell,k)})) = m \) for every \( m, \ell, \) and \( k \). Let us prove that every term \( \Lambda^m_{\ell} \) is bounded on \( H^2(\mathbb{T}^\infty) \). We will use induction in \( M \).

Suppose first that \( M = 0 \), i.e. that \( \Lambda \) is a sum of evaluation functionals. If there is only one point \( \lambda^{(\ell)} \), the statement follows from Proposition 7.7(i). Suppose that there is more than one point \( \lambda^{(\ell)} \). Fix some value of \( \ell \), say \( \ell = 1 \). For each \( \ell \neq 1 \), choose \( j_\ell \) such that \( \lambda^{(\ell)}_{j_\ell} \neq \lambda^{(1)}_{j_\ell} \), and let
\[
p(z) = \prod_{\ell \neq 1} (z_{j_\ell} - \lambda^{(\ell)}_{j_\ell}). \tag{7.12}
\]
Then \( p(\lambda^{(1)}) \neq 0 \) and \( p(\lambda^{(\ell)}) = 0 \) for all \( \ell \neq 1 \). It follows that
\[
\Lambda(p f) = p(\lambda^{(1)}) \Lambda^0_1(f),
\]
and so, by Proposition 7.7(ii), the functional \( \Lambda^0_1 \) is bounded. Applying this argument to every point \( \lambda^{(\ell)} \) we obtain that \( \Lambda^0_{\ell} \) is bounded for every \( \ell \).

Now assume that the required statement is proven for some \( M > 0 \); we will then prove it for \( M \) replaced by \( M + 1 \). Let us first prove that \( \Lambda^1_{M+1} \) is bounded, assuming that it is non-zero. Let \( p \) be the polynomial of (7.12) and consider its power \( p^{M+2} \). Then it is clear that
\[
\Lambda^m_{\ell}(p^{M+2} f) = 0, \quad \forall \ell \neq 1, \quad m = 0, 1, \ldots, M + 1.
\]
It follows that
\[
\Lambda(p^{M+2} f) = \sum_{m=0}^{M+1} \Lambda^m_1(p^{M+2} f).
\]
By the commutation formula (7.9), the last functional can be written as
\[
\sum_{m=0}^{M+1} \Lambda^m_1(p^{M+2} f) = p^{M+2}(\lambda^{(1)}) \Lambda^1_{M+1}(f) + \tilde{\Lambda}_1(f), \tag{7.13}
\]
where \( \text{ord}(\tilde{\Lambda}_1) \leq M \). Since the linear functional \( f \mapsto \Lambda(p^{M+2}f) \) is bounded by Proposition 7.7(ii), the linear functional on the right hand side of (7.13) is also bounded. Applying Lemma 7.8, we find that the top order functional \( \Lambda_1^{M+1} \) is bounded.

Repeating the above argument for every \( \ell \), we obtain that all the highest order terms \( \Lambda_\ell^{M+1} \) are bounded. Subtracting them from \( \Lambda \), we obtain that the functional

\[
\sum_{m=0}^{M} \sum_{\ell} \Lambda_\ell^m
\]

is bounded. By the inductive hypothesis, it follows that all \( \Lambda_\ell^m \) are bounded.

Now applying Lemma 7.8 to each term \( \Lambda_\ell^m \), we get that \( \lambda(\ell) \in \mathbb{D}^\infty \cap \ell^2 \) and that \( \Lambda_\ell^m \) can be rewritten on the required form (7.11) with \( c^{(m,\ell,k)} \in \ell^2 \). This yields the desired representation of \( \Lambda \).

\[\square\]

Appendix A. Carleson measures on \((-1, 1)^\infty\)

Let \( \mu \) be a positive Borel measure on \( \mathbb{R}^\infty \), as in Section 3.2. The measures \( \mu \) considered in Section 4 are concentrated on \((-1, 1)^\infty \), which means that \( \mu(\mathbb{R}^\infty \setminus (-1, 1)^\infty) = 0 \). In this case \( \mu \) may be considered as a Borel measure on \((-1, 1)^\infty \), equipped with the usual product topology. This is so because the relative sigma-algebra on \((-1, 1)^\infty \), induced by the Borel sets of \( \mathbb{R}^\infty \), coincides with the Borel sigma-algebra of \((-1, 1)^\infty \).

Proposition A.1. Let \( \mu \) be a finite Borel measure on \((-1, 1)^\infty \). Then functions of the form \( t \mapsto f((t_1, \ldots, t_d)), t \in (-1, 1)^\infty, d < \infty, f \) continuous and compactly supported in \((-1, 1)^d \), are dense in \( L^2(\mu) \). In particular, polynomials

\[
f(t) = \sum_{\kappa} a_\kappa t^\kappa, \quad a_\kappa \in \mathbb{C},
\]

span a dense set in \( L^2(\mu) \).

Proof. Let \( \Gamma \) be the ring of sets generated by the Borel cylinder sets of \((-1, 1)^\infty \). Then the linear span of characteristic functions of sets in \( \Gamma \) is dense in \( L^2(\mu) \). Any such characteristic function only depends on, say, the first \( d < \infty \) variables. The relative (projected) measure \( \mu_d \) on \((-1, 1)^d \) is a finite Borel measure on the locally compact space \((-1, 1)^d \), and is hence a regular measure. Therefore any characteristic function of the above type may be approximated, in \( L^2(\mu) \), by functions of the type mentioned in the statement. The last claim now follows by the Stone-Weierstrass theorem. \[\square\]

Let us now discuss the natural testing condition for Carleson measures \( \mu \) for \( H^2(\mathbb{T}^\infty) \), in the case that \( \mu \) is supported on \((-1, 1)^\infty \). As in (4.5), we extend the finite-variable reproducing kernel \( K_d(s,t) \) to \( s, t \in \mathbb{D}^\infty \). Fix \( s \in (-1, 1)^\infty \) and for \( d \geq 1 \) consider the function \( z \mapsto K_d(z,s) \), where \( z \in \mathbb{D}^\infty \). Clearly, this function can be approximated by polynomials in the variables \( z_1, \ldots, z_d \), with uniform convergence in the entire polydisc \( \mathbb{D}^\infty \). Hence, if \( \mu \) is Carleson measure for \( H^2(\mathbb{T}^\infty) \), the defining inequality (4.1) for Carleson measures extends
to hold for \( f(z) = K_d(z,s) \), implying that
\[
\int_{(-1,1)\infty} |K_d(t,s)|^2 \, d\mu(t) \leq C \|K_d(\cdot,s)\|_{H^2(\mathbb{T}^\infty)}^2
= CK_d(s,s) = C \prod_{j=1}^d \frac{1}{1 - s_j^2}.
\] (A.1)

This leads to the following proposition.

**Proposition A.2.** Suppose that \( \mu \) is a measure on \((-1,1)\infty\) which is a Carleson measure for \( H^2(\mathbb{T}^\infty) \). For any \( s \in (-1,1)\infty \), consider the set
\[
I_s = \{ t \in (-1,1)\infty ; \forall j \geq 1 : |t_j| \geq |s_j| \text{ and } t_j s_j \geq 0 \}.
\]
Then there is \( C > 0 \) such that the Carleson condition
\[
\mu(I_s) \leq C \prod_{j=1}^\infty (1 - s_j^2),
\] (A.2)
holds, where if \( s \notin \ell^2(\mathbb{N}) \) the right-hand side is to be understood as 0.

**Proof.** Note that when \( s \in (-1,1)\infty \) we have
\[
|K_d(t,s)|^2 \geq \prod_{j=1}^d (1 - s_j^2)^{-2}, \quad t \in I_s.
\]
From (A.1) we deduce that
\[
\mu(I_s) \leq C \prod_{j=1}^d (1 - s_j^2).
\]
In the limit as \( d \to \infty \) we obtain (A.2). \( \square \)

In the classical context of the Hardy space \( H^2(\mathbb{T}) \), testing on reproducing kernels is sufficient to guarantee that a measure is Carleson. In our relatively simple situation of measures on \((-1,1)\infty\), one could conjecture that \( \mu \) is Carleson for \( H^2(\mathbb{T}^\infty) \) if (A.1) holds. However, this turns out to be false.

**Proposition A.3.** There is a positive measure \( \mu \), concentrated on \((-1,1)\infty\), which satisfies
\[
\sup_{s \in (-1,1)\infty, d \geq 1} \left( \prod_{j=1}^d (1 - s_j^2) \int_{(-1,1)\infty} |K_d(t,s)|^2 \, d\mu(t) \right) < \infty
\]
but which is not a Carleson measure for \( H^2(\mathbb{T}^\infty) \).

**Proof.** If \( \mu \) is a finite complex measure on \((-1,1)\infty\), it induces a Helson matrix \( M(\alpha_\mu) \) by the formula (4.4). By Theorem 4.5, if \( \mu \) is a Carleson measure for \( H^2(\mathbb{T}^\infty) \), then \( M(\alpha_\mu) : \ell^2(\mathbb{N}) \to \ell^2(\mathbb{N}) \) is bounded.

Let \( X \) be the Banach space of complex measures on \((-1,1)\infty\) which have finite norm
\[
\|\mu\|_X = \sup_{s \in (-1,1)\infty, d \geq 1} \left( \prod_{j=1}^d (1 - s_j^2) \int_{(-1,1)\infty} |K_d(t,s)|^2 \, d|\mu|(t) \right) < \infty.
\]
We leave it to the reader to verify that \( X \) is complete under this norm.
We prove the proposition by contradiction. Suppose it were the case that $|\mu|$ is a Carleson measure whenever $\mu$ has finite $X$-norm. The map $\mu \mapsto M(\alpha_\mu)$ is then an everywhere defined linear map of $X$ to $B(\ell^2(\mathbb{N}))$, the Banach space of bounded linear operators on $\ell^2(\mathbb{N})$. It is clear that the map $\mu \mapsto M(\alpha_\mu)$ is closed. Therefore, it follows from the closed graph theorem that there is an absolute constant $C < \infty$ such that

$$\|M(\alpha_\mu)\|_{B(\ell^2(\mathbb{N}))} \leq C\|\mu\|_X.$$  

We shall show by example that this is false.

Let $\nu$ be the measure on $(0, 1)$ such that $d\nu(t) = \frac{t}{2} dt$. For $N \geq 1$, let $\mu_N$ be the measure

$$\mu_N = \prod_{j=1}^{N} \nu \times \prod_{j=N+1}^{\infty} \delta_0$$

on $[0, 1)^\infty$, where $\delta_0$ denotes the Dirac measure at 0.

The moment sequence associated with $\mu_N$ is

$$\alpha_N(n) = \int_{[0,1)^\infty} t^n d\mu_N(t) = \prod_{j=1}^{N} \frac{1}{2(\kappa_j + 2)} \prod_{j=N+1}^{\infty} \delta_0(\kappa_j), \quad n = p^k \geq 1.$$  

Let $\beta(\kappa) = 1/(2(\kappa + 2))$; the norm of the Hankel matrix $H_1(\beta)$ is $\|H_1(\beta)\|_{B(\ell^2(\mathbb{N}))} = \pi/2$ [18]. Also, let $H_1(\delta)$ be the trivial Hankel matrix, corresponding to the Kronecker sequence $\delta$. The norm of $H_1(\delta)$ is 1. Since $\alpha_N$ is a multiplicative sequence satisfying $\{\alpha_N(q^{j+k})\}_{j,k=0}^{\infty} = H_1(\beta)$ for the first $N$ primes $q$, and $\{\alpha_N(q^{j+k})\}_{j,k=0}^{\infty} = H_1(\delta)$ for primes $q > p_N$, it follows that the Helson matrix $M(\alpha_N)$ decomposes into the tensor product

$$M(\alpha_N) = H_1(\beta) \otimes H_1(\beta) \otimes \cdots \otimes H_1(\beta) \otimes H_1(\delta) \otimes H_1(\delta) \otimes \cdots.$$  

We conclude that

$$\|M(\alpha_N)\|_{B(\ell^2(\mathbb{N}))} = \left(\frac{\pi}{2}\right)^N,$$

see [3, Lemma 2]. On the other hand, a straightforward calculation shows that

$$\int_0^1 \frac{1}{(1-st)^2} d\nu(t) = \frac{1}{2s^2} \left(\log(1-s) + \frac{1}{1-s} - 1\right) \leq \frac{1}{1-s^2} \quad s \in (0, 1),$$

from which it is clear that $\|\mu_N\|_X = 1$. Hence

$$\lim_{N \to \infty} \frac{\|M(\alpha_N)\|_{B(\ell^2(\mathbb{N}))}}{\|\mu_N\|_X} = \infty,$$

finishing the proof. 

\[\square\]
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