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Abstract—The 6PUS-UPU parallel robot is a kind of multi-input multi-output, coupled and highly nonlinear system. Conventional control methods are no longer effective for this complex 6PUS-UPU parallel robot. In this paper, the Inner Model Control (IMC) method in the position control loop and the Fractional Order Fuzzy Proportional Integral Derivative (FOPID) control method in the force loop are investigated. To study the validity of the IMC method and the FOPID control method, their performance is compared with other published control methods under disturbance and noise, such as three-loop control method, PI control method and Fuzzy Proportional-Integral-Derivative control method. The simulation results clearly demonstrate that the robustness of IMC method and the FOPID control method outperform other methods.
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I. INTRODUCTION

Parallel Manipulator (PM) [1] is a product created by the combination of parallel mechanism principle with modern robot technique. Compared to the traditional machine, it has many advantages, such as high speed, high precision, high stiffness etc.. A lot of problems arise because of the multiple-input-multiple-output (MIMO) characteristic of the parallel manipulator and environment uncertainty, for instance, strong coupling between each branch of the parallel manipulator, smaller workspace, singularity etc.. Finally it may lead to uncertainly huge internal force which may damage the machine.

Because the input numbers of redundant actuation parallel robot is bigger than its degrees of freedom, the errors resulting from processing, assembling or moving will make the machine deformation and damage the machine if all inputs are used in the position control mode. If all actuators are force control mode, there must be an accurate dynamic model parameters, such as friction coefficient which is difficult to obtain in practice, especially for complex space multi-freedom robots. The dynamics expression of 6-PUS/UPU redundant actuation parallel robot is very complex and needs a lot of calculations. It is not easy to implement real-time control. So it is fit for complex multi-DOF (Degrees of Freedom) redundant actuation parallel robot to use hybrid force/position control strategy. The redundant actuator uses force control mode, while other drive actuators use position control mode. Position control can ensure the accuracy of the position and orientation of the moving platform, while force control can adjust the distribution of actuating torque. Then the position control and force control are decoupled.

However, the existing literature for the control strategy of the redundant actuation parallel robot is seldom studied. To some extent, it limits its operation, the improvement of high precision, high-quality, real-time in the production process. Existing literatures for the research work of the parallel robot control system are mainly in Kinematic control method of parallel robot [2], Dynamic control method based on Parallel Robot [3] Nonlinear position control of parallel robot control system [4, 5], Force/position control structure performance analysis of parallel robot [6].

PMSM (Permanent Magnet Synchronous Motor) is widely used in industries because of its compact structure, high power density, high torque/inertia ratio and absence of rotor losses. Vector control method is a kind of commonly used control theory for PMSM servo system. As a kind of typical real-time control system, the PMSM servo system includes current loop, speed loop and position loop. In general, almost all these three loops adopt regular PID controller. The reason is that the structure of this controller is simple and it is easily realized. However, as a kind of one degree controller, its performance is very sensitive to parameter variations and external disturbances [7].
Internal model control (IMC) method is proposed by Garcia and Morari formally in 1982 [8]. IMC method is used widely in many industry environments. In [9], the authors studied single-phase voltage source uninterrupted power supply (UP-S) inverter and proposed a kind of novel control scheme which possessed two feedback closed loops. The external loop combined the IMC and PID controller to ensure stable performance and suppressed waveform distortion. The work in [10] applied the IMC method to high-precision hydraulic servo system, the inner loop adopted PI controller and the IMC method were used in the external loop. The experiment results indicated that the double closed-loop IMC-PID control method did well in tracking performance, anti-interference and robustness performance. In [11], the authors designed a kind of nonlinear IMC controller based on Cartesian signal and applied the nonlinear IMC method to linearize high frequency power amplifiers (PAs). And the results showed that it could reduce the influence of nonlinearity and time-delay. The authors of [12] proposed a kind of IMC method with conditional integrator for the robust output regulation of single-switch quadratic buck converters and analyzed the closed-loop stability of converters. The experiments results indicated that the proposed control scheme was effective for the large load disturbance and supply variations.

Conventional PID control is the most widely used and the most mature technology in control system, and the quality of PID controller directly affect the process of industrial control effect. The combination of fractional order theory and PID controller tuning theory is a new research direction. In recent years, the fractional order has received more and more attention of the researchers. The significant research in the field of fractional order PID (FOPID) controllers has been developed by several authors. To further improve the dynamic and robustness performance, in [13], a fractional-order PD$^\alpha$ controller is proposed, the exactly stable regions of delays are explored for both integral-order and fractional-order controllers. The authors of [14] proposed a fractional-order PI$^\beta$D$^\gamma$-controller, including fractional-order integrator and fractional-order differentiator, it included arbitrary order differential and integral. In [15], the authors proposed a kind of fractional order fuzzy-PID controller for the piezoelectric actuators (PEA) to deal with the hysteresis nonlinearity problem. The simulations results validated the proposed approach and showed that the proposed controller presents better performances compared to well tuned classical PI and fuzzy PID controllers. The authors of [16] applied the FOPID controller to the delayed nonlinear systems and open loop unstable process with time delay. The simulation results for FOFPID, FPID, FOPID and PID controllers for the different performance indices were discussed and also studied performance comparison of set-point tracking, load disturbance and small control signal.

This work has the following novelties. Compared to other works in the literature, as in [9–12], we use an IMC control method with two degrees of freedom to enhance the position control accuracy and interference immunity in the position tracking control. The works in [9–12] only adjust one parameter $\lambda$ which decides the robustness and dynamic performance of the system. Although it is convenient to adjust the parameter, the parameter adjustment needs to compromise between the dynamic performance and robustness. So in this paper we propose a kind of two degrees of freedom IMC control method, which uses two parameters to adjust the dynamic performance and robustness of the system. However, the two parameters are interplay. When the parameter deciding the anti-interference performance is adjusted, the dynamic performance of the system will be also influenced. So it is necessary to determine a parameter based on the anti-interference performance, and then determine another parameter according to the dynamic performance. So IMC control method is used to separate the two parameters. One parameter is connected with the dynamic performance, the other parameter is connected with the robustness. Then we could adjust the dynamic performance and robustness independently. We also compare the IMC performance with conventional three-loop control. The IMC control method has stronger robustness and less error than the three-loop control method. After that, we integrate the Fuzzy-PID control method with fractional order differential and integral operators, then propose a kind of Fractional Order Fuzzy-PID control method. Finally, the simulation show the performance of IMC and Fractional Order Fuzzy-PID controllers outperformed in terms of the driving forces and pose errors.

The paper is organized as follows. We first present the model of 6PUS-UPU redundant auction parallel robot. Afterward, KANE method and optimization of the driving forces are explained in Section II. Then, Section III, deals with the IMC and FOFPID control of the parallel manipulator. Simulation results are discussed in Section IV and finally some comments conclude the work in Section V.

II. DYNAMIC MODELING

In this section, we will analyze the model of 6PUS-UPU redundant actuation parallel robot based on KANE method and optimization of the driving force.

Fig. 1 shows the model and the coordinate system of 6PUS-UPU redundant actuation parallel robot. It consists of a movable platform, a fixed platform, six actuators connecting
with the movable platform and the fixed platform, and a constraint branch. The six actuators connect with the movable platform and the fixed platform by the prismatic pair (P), universal joint (U), and spherical hinge (S). The constraint branch connects with the two platforms by the universal joint (U).

The velocity, acceleration, partial velocity, constrain analysis are shown in Appendix.

A. KANE Equation

Generalized velocity consists of six components. We suppose each component’s generalized force as $F_j$, and the generalized initial force as $F_j^i$, the driving force of the six branches as $F_{q_i}$, the constraints of the middle branch as $M_c$, and external force and torque as $F$ and $M$, respectively. Then we can get the following equations

$$F_j^i = m_a v_{d,j}^* + F_{d,j}^i + M_\omega d_{j}^* + \sum_{i=1}^{6} m_{Hi} g v_{Hi,j}^* + \sum_{i=1}^{6} F_{q_i} J_{Hi,j} + M_\omega v_{d,j}^i + \sum_{i=1}^{6} m_{Li} g v_{Li,j}^i + m_{zu} v_{zu,j}^i + m_{zl} v_{zld,j}^i$$

$$F_j^r = - m_a a v_{d,j}^* - \sum_{i=1}^{6} m_{Hi} a v_{Hi,j}^i - \sum_{i=1}^{6} m_{Li} a v_{Li,j}^i - m_{zu} a_{zu} v_{zu,j}^i - m_{zl} a_{zld} v_{zld,j}^i - (I_d \omega_d + \omega_d \times I_d \omega_d) \omega_{d,j}^i - \sum_{i=1}^{6} (I_{Li} \omega_{Li} + \omega_{Li} \times I_{Li} \omega_{Li}) \omega_{Li,j}^i - (I_{zu} \omega_{Lu} + \omega_{Lu} \times I_{zu} \omega_{Lu}) \omega_{zu,j}^i - (I_{zl} \omega_{Lz} + \omega_{Lz} \times I_{zl} \omega_{Lz}) \omega_{zld,j}^i$$

Then we can derive (7) from (5) to (6).

$$\tau = (W^{-1}) G^T (G (W^{-1}) G^T)^{-1} F^T$$

So, the KANE equation can be expressed as

$$F^r + F^i = G \begin{bmatrix} F_{q1} & F_{q2} & F_{q3} & F_{q4} & F_{q5} & F_{q6} & M_c \end{bmatrix}^T$$

where $G$ is the Jacobian matrix between the driving forces and platform, $\tau$ is the driving force vector, $F^T$ is the rest part of the KANE equation.

The 6PUS-UPU parallel robot possesses 5 degrees of freedom, but meanwhile it is provided with 6 inputs, which means there exists infinite input solutions in each motion. This is one of the reasons that the machine is so complicated. In general, there are two methods to optimize the driving forces [19]. One is force optimization, the other is energy optimization. Though the energy optimization could enhance the system efficiency, it will also result in high fluctuation for driving forces. The main problem existing in 6PUS-UPU parallel robot is how to balance the inner forces and then promote the precision of the movable platform. So in this paper we select the force optimization method to optimize the driving forces.

The driving force optimization problem can be described as following.

$$\begin{cases} \min Z = \tau^T W \tau \\ s.t. \quad G^T \tau = F^T \end{cases}$$

where $W$ is a diagonal weighted matrix. We introduce the Lagrangian multiplier $\lambda$ to construct a new equation.

$$Z' = \tau^T W^2 + \lambda^T (F^T - G^T \tau)$$

(5) must satisfy the following conditions.

$$\frac{\partial Z'}{\partial \tau} = 2 \tau^T W - \lambda^T G = 0$$

$$\frac{\partial Z'}{\partial \lambda} = F^T - G^T \tau = 0$$

Then we can derive (7) from (5) to (6).

$$\tau = (W^{-1}) G^T (G (W^{-1}) G^T)^{-1} F^T$$

Then we can get (8).

$$\tau = G^T (G G^T)^{-1} F^T$$

where $G$ is a non-invertible matrix, $G^+$ is the pseudo-inverse matrix of $G$.

III. CONTROL DESIGN

Task-space control [20] and joint-space control [21] are two common schemes applied in MIMO system. Considering the computational burden and experimental applications, the joint-space control is preferable [22]. However, it is difficult to apply this control scheme to the 6PUS-UPU redundant actuation parallel robot in real situation. The 6PUS-UPU redundant actuation parallel robot has a redundant branch that it will aggravate coupling situation and increase internal force. Under the heavy load and high-speed situation, it is easy to damage the device because of the branch error and instant opposite
reaction force. Force/position hybrid control is a common control scheme for the 6PUS-UPU. Considering the structure of 6PUS-UPU redundant actuation parallel robot, we can use the redundant branch to supply extra compensation dosage to compensate the influence caused by the uncertainty of the dynamics model and friction. The control structure diagram is shown as Fig. 2.

![Fig. 2: The control structure diagram of 6PUS-UPU redundant actuation parallel robot.](image)

As the Fig. 2 shows, the first five branches adopt position control scheme, and the sixth branch adopts force control scheme. The force feedback in Fig. 2 shows is calculated based on the dynamic model obtained in the Section II. This structure introduces the real time motion state of the movable platform and realizes local closed-loop.

A. Position control design

Vector Control Method promotes the performance of AC servo system. It makes the AC servo system possess excellent performance as good as the DC motor. So in the field of industry robot, AC servo system is used more commonly. Because of simple structure and easily realized, three-loop control method is used in most AC servo system. The diagram of three-loop control method is shown in Fig. 3.

![Fig. 3: The Three-loop control method diagram.](image)

where $G_{APR}$, $G_{ASR}$ and $G_{ACR}$ represent the position loop, speed loop and current loop controllers, respectively. The $G_{ASR}$ and $G_{ACR}$ are the conventional PI controller, and the $G_{APR}$ is the P controller. $\frac{K}{\tau_v+1} (K$ represents the inverter magnification, $\tau_v$ represents the time constant) is the simplified transfer function of the PWM inverter [23]. $\frac{1}{Ls+R}$ ($L$ represents the motor armature inductance, $R$ represents the motor armature resistance) is the simplified transfer function of the PMSM motor. $K_s$ is the proportionality coefficient of the ball screw. $J$ is the motor rotor and the screw is equivalent to the rotational inertia of the motor shaft.

However, there exit some problems in the AC servo system, such as time-varying parameters, load disturb and uncertainty etc. These problems will influence the control precision. Regular PI and P controller could not meet the system requirements [24]. IMC is a common advanced control algorithm which possesses convenient parameter adjustment, strong robustness etc. [25]. In this paper, we design a kind of parameter self-adjusted inner model control algorithm to improve the position tracking precision and robustness.

The IMC diagram is shown in Fig. 4. Where $P(s)$ is the controlled object, $M(s)$ is the mathematical model of controlled object, namely the internal model, $Q(s)$ is the internal model controller, $R(s)$, $Y(s)$ and $D(s)$ respectively for the input, output, and the control system of interference signal.

![Fig. 4: The diagram of IMC control method.](image)

Based on the Fig. 4, we can get the following two equations.

$$\frac{Y(s)}{R(s)} = \frac{Q(s)P(s)}{1 + Q(s)[P(s) - M(s)]} \quad (9)$$

$$\frac{Y(s)}{D(s)} = \frac{1 - Q(s)M(s)}{1 + Q(s)[P(s) - M(s)]} \quad (10)$$

Then we can get the closed loop response.

$$Y(s) = \frac{Q(s)P(s)}{1 + Q(s)[P(s) - M(s)]}R(s) + \frac{1 - Q(s)M(s)}{1 + Q(s)[P(s) - M(s)]}D(s) \quad (11)$$

For the IMC system, if $Q(s) = M^{-1}(s)$, we will get very good tracking performance and anti-interference even without adjusting the parameters of controller. But in fact, the ideal controller is difficult to be obtained, the reasons are the followings.

1) The controlled object (or process) possesses delay part, so the $Q(s) = M^{-1}(s)$ has the pure advanced argument, which is difficult to be realized.
2) If the controlled object (or process) has zeros in the right half-plane, the controller \( Q(s) \) has poles in the right half-plane. So the controller is unstable, and this will result in instability of system.

3) If the \( M(s) \) is rational, then
\[
\lim_{s \to 0} |Q(s)| = \infty.
\]

4) The system with ideal controller is sensitive to the model error, if \( P(s) \neq M(s) \) it is difficult to ensure the stability and robustness of the system.

For the above reasons, we cannot obtain the ideal controller. So we should take another way to design the controller. In general, we take the following steps to design the IMC controller.

1) Decompose \( M(s) \).
\( M(s) \) should be decomposed into two parts: \( M_+ (s) \) and \( M_- (s) \). \( M_+ (s) \) is the pure delay and unstable part, \( M_- (s) \) is the minimum phase part.

2) Design IMC control method.
To ensure the system stability, the dynamic quality and the realization of the controller, it is not feasible to only use inverse of minimum phase \( M_- (s) \) of system model, we need a low pass filter. So the \( Q(s) \) is rational. Tuning the parameters of the filter to ensure the performance of the system. Now we suppose that the IMC control method is the following form.
\[
Q(s) = f(s)M_-^{-1}(s)
\]
where \( f(s) \) is the low pass filter. One of the reasons we design \( f(s) \) is to keep the \( Q(s) \) rational, so it is designed as the following form.
\[
f(s) = \frac{1}{1 + \lambda s}
\]
where \( \lambda \) should be big enough to ensure that \( Q(s) \) is rational. \( \lambda \) is the time parameter of the filter and it is the only parameter of the IMC control method. The system in Fig. 4 could be transformed into a conventional feedback system as shown in Fig. 5.

\[ C(s) \] is the feedback controller and there exists the following relationship among \( C(s), M(s) \) and \( Q(s) \) [26].
\[
C(s) = \frac{Q(s)}{1 - M(s)Q(s)}
\]

Vector control system generally includes current loop, speed loop and position loop, as it is shown in the Fig. 3. Considering the system stability and simplicity [27], the speed loop and current loop could be regarded as a one-order system and it could be written as the following equation.
\[
M(s) = \frac{K}{s(Ts + 1)}
\]
where \( T \) is the time constant, \( K \) is the gain of the open loop. As it is described in [28], to obtain the PID controller form, \( f(s) \) could be designed as the following equation.
\[
f(s) = \frac{2\lambda s + 1}{(\lambda s + 1)^2}
\]
So the the controller \( C(s) \) could be written as the following equation.
\[
C(s) = \frac{(2\lambda s + 1)(Ts + 1)}{K\lambda^2 s} = K_P + K_I \frac{1}{s} + K_D s
\]
where \( K_P = \frac{2\lambda + T}{K\lambda^2}, K_I = \frac{1}{K\lambda^2} \) and \( K_D = \frac{2T}{K\lambda^2} \). Obviously there is only one parameter \( \lambda \) to be adjusted, \( \lambda \) decides the robustness and dynamic performance of the system. It is convenient to adjust the parameter. But the parameter adjustment needs to compromise between the dynamic performance and robustness. So in this paper we propose a kind of two degrees of freedom IMC control method [29], which satisfy both of the dynamic performance and robustness. Its diagram is shown in Fig. 6.

\[ X_1(s) \quad R_1(s) \quad Y_1(s) \]

Fig. 6: The diagram of IMC control method with two degrees of freedom.

Where \( Q_1(s) \) and \( Q_2(s) \) constitute the two degrees of freedom IMC controller. Based on the Fig. 6, we can get the following equation.
\[
Y(s) = \frac{P(s)Q_1(s)Q_2(s)}{1 + Q_2(s)[P(s) - M(s)]}R(s) + \frac{1 - M(s)Q_2(s)}{1 + Q_2(s)[P(s) - M(s)]}D(s)
\]
Obviously, the dynamic performance is related to \( Q_1(s) \) and \( Q_2(s) \), and the robustness is related to \( Q_2(s) \). So the dynamic performance and robustness are interplay, and we need to adjust them independently. To separate them, \( Q_2(s) \) is designed as the following form.
\[
Q_2(s) = M^{-1}(s)f_2(s)
\]
where $f_2(s)$ is the low-pass filter and it is designed as the following form.

$$f_2(s) = \frac{3\lambda_2 s + 1}{(\lambda_2 s + 1)^3}$$  \hspace{1cm} (22)

$Q_1(s)$ is designed as the following equations.

$$Q_1(s) = \frac{f_1(s)}{f_2(s)}$$

$$f_1(s) = \frac{3\lambda_1 s + 1}{(\lambda_2 s + 1)^3}$$  \hspace{1cm} (23)

In this way, the dynamic performance is only related to the $f_1(s)$, while the robustness is only related to the $f_2(s)$. We could adjust the dynamic performance and robustness independently.

**B. Result analysis of position control design**

To testify whether the designed controller could meet the requirement of dynamic performance and robustness, we design three simulation environments:

1) $J = 6.2 \times 10^{-3} \text{ kg} \cdot \text{m}^2$, $T_L = 0 \text{ N} \cdot \text{m}$.

In this simulation environment, the inertial $J = 6.2 \times 10^{-3} \text{ kg} \cdot \text{m}^2$ and there is no load.

2) $J = 6.2 \times 10^{-3} \text{ kg} \cdot \text{m}^2$, $T_L = 20 \text{ N} \cdot \text{m}$ (2s).

In this simulation environment, the inertial $J = 6.2 \times 10^{-3} \text{ kg} \cdot \text{m}^2$ and a load of $20 \text{ N} \cdot \text{m}$ is suddenly added at the time of 2 seconds.

3) $J = 5.5 \times 10^{-3} \text{ kg} \cdot \text{m}^2$, $T_L = 20 \text{ N} \cdot \text{m}$ (2s).

In this simulation environment, the inertial variable is changed to $J = 5.5 \times 10^{-3} \text{ kg} \cdot \text{m}^2$, and the load of $20 \text{ N} \cdot \text{m}$ is suddenly added at the time of 2 seconds.

The simulation results are shown in Fig. 7 to Fig. 9.

**C. Force control design**

Redundant branch could optimize the active stiffness and the driving forces. But because of the redundant branch, the control process of the 6PUS-UPU mechanism become more
TABLE II: Parameters of controller

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Meaning</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_P$</td>
<td>the proportional parameter of $G_{APR}$</td>
<td>15</td>
<td>/</td>
</tr>
<tr>
<td>$K_V$</td>
<td>the proportional parameter of $G_{ASR}$</td>
<td>1</td>
<td>/</td>
</tr>
<tr>
<td>$T_V$</td>
<td>the integral parameter of $G_{ASR}$</td>
<td>5</td>
<td>/</td>
</tr>
<tr>
<td>$K_I$</td>
<td>the integral parameter of $G_{ACR}$</td>
<td>5.98</td>
<td>/</td>
</tr>
<tr>
<td>$T_I$</td>
<td>the integral parameter of $G_{ACR}$</td>
<td>0.0075</td>
<td>/</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>filter parameter of IMC</td>
<td>0.008</td>
<td>/</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>filter parameter of IMC</td>
<td>0.023</td>
<td>/</td>
</tr>
</tbody>
</table>

complex, the control model of the redundant branch is related not only to the kinestate complex, uncertain and nonlinear.

Because of its advantage of precise mathematical model, good robustness and simple design processes, fuzzy control is used in the systems with large-lag delay, nonlinearity, and the systems could not be obtained with precise mathematical model. But the basic fuzzy controller may lead to imperfect control results, such as steady state error [30]. Therefore, many methods are proposed by researchers to improve the fuzzy control model. But the basic fuzzy controller may lead to imperfect control results, such as steady state error [30]. Therefore, many methods are proposed by researchers to improve the fuzzy control model. The Fractional Order Calculus (FOC) has extended from the pure math field to the control theory [32]. And in the last few years, FOC has been combined with the fuzzy control theory [33]. In this paper, we combine the Fractional Order Fuzzy-PID (FOFP) control method with fractional order differential and integral operators, then propose a kind of Fractional Order Fuzzy-PID (FOFP) control method, and its diagram is shown in Fig. 11.

Where the $\alpha$ and $\beta$ represent the power of the differential and integral. There are many definitions about fractional order calculus, but the Grunwald-Lernikov definition is mostly used in the control theory. It can be expressed as follows [32]:

$$aD_t^\alpha f(t) = \lim_{h \to 0} \frac{1}{h^\alpha} \sum_{j=0}^{[t/h]} (-1)^j \binom{\alpha}{j} f(t - jh)$$

(27)

where $\alpha$ is the initial condition, in general $\alpha = 0$. $\alpha$ is the fractional order.

As we can see from (27), the implementation of fractional order differential or integral needs the exact expression of $f(t)$. But in the control field, the signal in the system cannot be expressed exactly in math. Filter is the mostly used method to implement fractional order differential or integral [34]. Among the many filters, the Oustaloup filter is preferred over others because of its outstanding approximation. Because the response of the differential or integral operator is a line in the full-frequency band, any kind of filter can approximate fractional order differential or integral operator in a certain band. We suppose that the frequency band is $(w_b, w_h)$, the approximating transfer function provided by Oustaloup is as follows:

$$s^\alpha = K \prod_{k=-N}^{N} \frac{s + w_k'}{s + w_k}$$

(28)

where

$$w_k' = w_b \left( \frac{w_h}{w_k} \right)^{\frac{k+N+\frac{\alpha}{2}(1-\alpha)}{N+1}}$$

(29)

$\alpha$ is the order of the differential. $N$ is the order of the filter, in general, $N = 4$. Now we suppose that the the order of the differential is 0.5, and the frequency band is (0.01,100), namely $\alpha = 0.5$, $w_b = 0.01$ and $w_h = 100$. Its Bode diagram is shown in Fig. 12.

As we can see from Fig. 12, the approximation is unsatisfactory at the two endpoints in the range of $(w_b, w_h)$. So in this paper, we take the improved Oustaloup filter to implement the fractional order differential operator. Its transfer function can be expressed as follows [35]:

$$s^\alpha \approx \left( \frac{dw_h}{b} \right)^{\alpha} \left( \frac{ds^2 + bw_h}{d(1-\alpha)s^2 + dw_h} \right) \prod_{k=-N}^{N} \frac{s + w_k'}{s + w_k}$$

(30)

D. Fractional order Fuzzy-PID

In the traditional control theory, no matter the differential or the integral, it is integer order. Since 1980s, the research of the Fractional Order Calculus (FOC) has extended from the pure math field to the control theory [32]. And in the last few
Fig. 10: The diagram of the fuzzy-PID control method.

Fig. 11: The diagram of Fractional Order Fuzzy-PID (FOFP) control method.

Fig. 12: The Bode diagram of the Oustaloup filter.

Fig. 13: The comparison Bode diagram of the Oustaloup filter and the improved Oustaloup filter.

Fig. 14: The desired trajectory of the moveable platform.

where
\[ w_k' = \left( \frac{dw_b}{b} \right)^{\frac{\alpha - 2\alpha}{2\pi f_0}} \]
\[ w_k = \left( \frac{bw_b}{d} \right)^{\frac{\alpha - 2\alpha}{2\pi f_0}} \]

In general, \( b = 10 \), \( d = 9 \). Now we still suppose that the order of the differential is 0.5, and the frequency band is \((0.01, 100)\), namely \( \alpha = 0.5 \), \( w_b = 0.01 \) and \( w_h = 100 \). The Bode diagram of these two filters is shown in Fig. 13. Obviously, the approximation of the improved Oustaloup filter is better than the Oustaloup filter, especially at the endpoints.

IV. Simulation Results and Discussion

In this section, the results obtained from trajectory tracking and noise suppression from control methods are discussed. The main parameters are shown in Table I to Table II. The desired trajectory of the platform is assumed. These numbers are the coordinates of the center of the movable platform. As for the redundant branch, the fourth order new Oustaloup’s approximation is used with \( N = 4 \) and range of frequency \( \omega \in [10^{-2}, 10^2] \) for the implementation of fractional order operator.

A. Three-loop + Fuzzy-PID

In this part, the first five branches use the Three-loop control method and the Fuzzy-PID control method is used
in the redundant branch. According to the application of the 6PUS-UPU, the shocks and overshoots of the position tracking are forbidden. So the first five branches are designed as damped and the damping ratio $\zeta_j \geq 1$, in this paper $\zeta_j = 1, j = 1, 2, ..., 5$. In order to obtain a short settling time, cut-off frequency ($\omega_j$) is designed as $\omega_j = 10\pi$. To testify the performance of the Fuzzy-PID control method, the PI commonly used in the practical engineering is used in the redundant branch. The simulation results are shown in Fig. 15 to Fig. 22.

As we can see from Fig. 15 and Fig. 16, the position errors of the first five branches are between (-1, -1.5) mm. The more faster the branch moves, the bigger error it takes. Because the Three-loop control method takes the conventional controllers (P, PI, PI), it could not obtain satisfactory results under the complicated environment.

As we can see from Fig. 17 to Fig. 20, the force tracking performance of the Fuzzy-PID control method is obviously better than that of the PI control method. To further show that the Fuzzy-PID control method is superior to the PI control
method under interference, we add Gaussian noise into the redundant branch and test its robust property. Fig. 21 and Fig. 22 show the suppression performance results.

![Fig. 21: The driving forces of six branches under Three-loop + PI control method with noise.](image)

It can be seen from Fig. 21 and Fig. 22 that the Fuzzy-PID control method could effectively eliminate the interference, meanwhile it gets better tracking performance. The PI control method is a kind of compromise scheme. When one of the parameters is adjusted to satisfy the anti-performance, the tracking performance could be degraded.

To compare the performance of the Fuzzy-PID control method and the PI control method, the force error curves are analyzed and the average amplitude errors are applied to establish the evaluative standard:

$$I_{imp} = \frac{|E_F - E_T|}{|E_T|}$$ (31)

where $E_F$ is the average value of the 1-norm value of the force error of the fuzzy -PID control method, $E_T$ is the average value of the 1-norm of the force error of the PI control method, $I_{imp}$ describes the improvement. The results are listed in Table III.

As we can see from Table III, the control performance is obviously improved. Because we make the 6th branch as the redundant actuation branch, the performance corresponding to the 2nd, 4th, 6th branches get significantly improved and the improvement is above 50%. The performance corresponding to the 1st, 3rd, 5th branches gets comparatively less improvement, but the improvement is still above 10%.

### B. IMC + Fractional Fuzzy-PID

In this part, the first five branches adopt the IMC control method and the Fractional Fuzzy-PID control method is used in the redundant branch. The parameters of IMC control method are just $\lambda_1$ and $\lambda_2$, they are designed as 0.008 and 0.023. As for the redundant branch, the power of differential operator is designed as 0.75 namely $s^{0.75}$, and the power of integral operator is designed as -0.1 namely $s^{-0.1}$. The other parameters are listed in Table II. The simulation results are shown in Fig. 23 to Fig. 27.

![Fig. 23: The position errors of the first five branches under IMC + Fractional Fuzzy-PID control method without noise.](image)

As we can see from Fig. 23, the IMC control method obviously outperforms the Three-loop control method. It narrows down the position errors to (-0.15, 0.1) mm, and Fig. 7 to Fig. 9 show that it has stronger robustness. Meanwhile, we just need to adjust two independent parameters, which is convenient. Comparing with PI and Fuzzy-PID control method, Fig. 26 shows that the Fractional Fuzzy-PID control method can further narrow down the driving forces errors. To testify its noise suppression performance, we add Gaussian noise into the redundant branch, and the result is shown in Fig. 27. It is similar to the Fuzzy-PID control method, the Fractional Fuzzy-PID control method which suppresses the noise interference

### TABLE III: The improvement of the Fuzzy-PID control method than the PI control method

<table>
<thead>
<tr>
<th>Force</th>
<th>$E_F$ (N)</th>
<th>$E_T$ (N)</th>
<th>$I_{imp}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>37.12</td>
<td>45.60</td>
<td>18.60</td>
</tr>
<tr>
<td>2</td>
<td>23.00</td>
<td>46.54</td>
<td>50.53</td>
</tr>
<tr>
<td>3</td>
<td>36.78</td>
<td>43.97</td>
<td>16.35</td>
</tr>
<tr>
<td>4</td>
<td>19.79</td>
<td>46.49</td>
<td>57.80</td>
</tr>
<tr>
<td>5</td>
<td>37.13</td>
<td>41.75</td>
<td>11.07</td>
</tr>
<tr>
<td>6</td>
<td>14.53</td>
<td>43.41</td>
<td>66.28</td>
</tr>
</tbody>
</table>

As we can see from Table III, the control performance is obviously improved. Because we make the 6th branch as the redundant actuation branch, the performance corresponding to...
Fig. 24: The driving forces of six branches under IMC + Fractional Fuzzy-PID control method without noise.

Fig. 25: Sixth branches in the three loop control, fractional order fuzzy PI control, fuzzy PI control diagram.

well. As Fig. 24 to Fig. 27 show the redundant branch using fractional fuzzy PI, tracking performance has improved significantly, the various branches of error is significantly reduced.

To quantificationally analyze the performance improvement of the Fractional Fuzzy-PID control method, the average value of the 1-norm values of the force error of Fuzzy-PID control method, \( E_F \) is the average value of the 1-norm value of the force error of Fuzzy-PID control method, \( E_{FF} \) is the average value of the 1-norm of the force error of Fractional Fuzzy-PID control method, \( I_{imp} \) describes the improvement. Comparing with the Fuzzy-PID control method, the improvement of 1st, 3rd, 5th branch is smaller, but the driving forces of 2nd, 4th, 6th branch are improved obviously.

V. CONCLUSIONS

In this paper, the IMC control method and Fractional Fuzzy-PID control method are designed in the trajectory tracking task of 6PUS-UPU parallel robot. The method of fractional operator based on the Fuzzy-PID control method improved the precision of the redundant branch of 6PUS-UPU parallel robot, and the IMC control method with two degrees of freedoms decreased the position error. The proposed control method in this paper was compared with other control methods, such as Three-loop control method, PI control method and Fuzzy-PID control method. In addition, the proposed method also has demonstrated good robustness under disturbance and noise. The results show that the IMC position controller and Fractional Fuzzy-PID redundant branch controller outperform other methods in trajectory tracking.

TABLE IV: The improvement of the Fractional Fuzzy-PID control method than the Fuzzy-PID control method

<table>
<thead>
<tr>
<th>Force</th>
<th>( E_F ) (N)</th>
<th>( E_{FF} ) (N)</th>
<th>( I_{imp} ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>37.12</td>
<td>35.12</td>
<td>2.57</td>
</tr>
<tr>
<td>2</td>
<td>23.00</td>
<td>14.01</td>
<td>38.79</td>
</tr>
<tr>
<td>3</td>
<td>36.78</td>
<td>35.17</td>
<td>2.59</td>
</tr>
<tr>
<td>4</td>
<td>19.79</td>
<td>6.96</td>
<td>64.6</td>
</tr>
<tr>
<td>5</td>
<td>37.13</td>
<td>35.53</td>
<td>4.54</td>
</tr>
<tr>
<td>6</td>
<td>14.53</td>
<td>1.92</td>
<td>86.83</td>
</tr>
</tbody>
</table>
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Fig. 28: The coordinate system of 6PUS-UPU redundant actuation parallel robot.

(a) Spherical hinge distribution diagram

(b) Universal joint distribution diagram

Fig. 29: Distribution diagram of joint of 6PUS-UPU.

As we can see from Fig. 28, \( O_A \) and \( O_B \) are the origin of the fixed coordinate system and the movable coordinate, respectively. Fig. 29 shows the universal joint and spherical hinge distribution diagram. \( A_i \) represents the universal pair, \( b_i \) represents the sphere pair.

A. Velocity analysis

\[ \mathbf{q} = [x, y, z, u, v, w]^T \] is the vector of the movable platform generalized coordinates in fixed coordinate system. \([u, v, w]^T\) is the Euler angels. \( \dot{\mathbf{q}} \) and \( \ddot{\mathbf{q}} \) are the velocity and accelerate vectors of the movable platform, respectively. In the Cartesian coordinate system, the movable platform velocity vector is given as

\[ (\mathbf{v}_d, \mathbf{w}_d) = (\dot{x}, \dot{y}, \dot{z}, A_wB_x, A_wB_y, A_wB_z). \] (32)

The transforming relationship between the two coordinate systems can be expressed as follows

\[ (\mathbf{v}_d, \mathbf{w}_d)^T = J_D \dot{\mathbf{q}} \] (33)

where \( J_D = \begin{bmatrix} I_{3\times3} & O_{3\times3} \\ O_{3\times3} & J_d \end{bmatrix} \) and

\[ J_d = \begin{bmatrix} 1 & 0 & \sin\beta \\ 0 & -\cos\alpha & -\sin\alpha \cos\beta \\ 0 & \sin\alpha & \cos\alpha \cos\beta \end{bmatrix}. \]

From Fig. 28 we can get the following equation.

\[
\begin{cases}
L_i = B_i - A_i \\
B_i = \mathbf{P} + \mathbf{A}_r \mathbf{r}_{bi}, \quad (i = 1, 2, \cdots, 6)
\end{cases}
\] (34)

where \( L_i \) is the vector of each link, \( \mathbf{P} \) is \( O_B \) which is the center of the movable platform, \( \mathbf{A}_r \mathbf{r}_{bi} \) is the transmission matrix, \( \mathbf{r}_{bi} \) is the location vector of \( b_i \) in the movable coordinate system, \( A_i \) and \( B_i \) are the coordinates of \( A_i \) and \( b_i \) in the fixed coordinate system, respectively.

The elastic deformation is not considered so that the length of the link is a constant. So we can get the following equation

\[ L_i^2 = (B_{ix} - A_{ix})^2 + (B_{iy} - A_{iy})^2 + (B_{iz} - A_{iz})^2, \quad i = 1, 2, \cdots, 6 \] (35)

We suppose that the velocity of each slider is \( \dot{\mathbf{l}}_i = \mathbf{A}_{iz} \mathbf{j}_{Hi} \dot{\mathbf{q}} \), based on the feature of this mechanism. \( \dot{\mathbf{l}}_i = \mathbf{A}_{iz} \mathbf{j}_{Hi} \dot{\mathbf{q}} \). The velocity of the slider can be expressed as in the following equation in the fixed coordinate system.

\[ \mathbf{v}_{Hi} = \begin{bmatrix} O_{1\times6} \\ O_{1\times6} \end{bmatrix} \dot{\mathbf{q}} \] (36)

Taking derivative of (36), we can obtain \( \mathbf{j}_{Hi} \).

The velocity of \( b_i \) in the fixed coordinate system can be expressed as

\[ \mathbf{v}_{bi} = \mathbf{v}_{Hi} + \mathbf{w}_{Li} \times \mathbf{n}_i L \] (37)

where \( \mathbf{w}_{Li} \) is the angular velocity of the link, \( \mathbf{n}_i = (\mathbf{B}_i - \mathbf{A}_i)/L \) is the unit vector of the link. Then we can get the angular velocity of the linkage as follows

\[ \mathbf{w}_{Li} = \frac{\mathbf{n}_i \times (\mathbf{v}_d + \mathbf{w}_d \times \mathbf{r}_{Bi} - \mathbf{v}_{Hi})}{L} \] (38)

where \( \mathbf{r}_{Bi} = \mathbf{A}_r \mathbf{r}_{bi} \) is the location vector of \( b_i \) in the fixed coordinate system.

The linear velocity of the centroid of the linkage can be expressed as

\[ \mathbf{v}_{Li} = \mathbf{v}_{Hi} + \mathbf{w}_{Li} \times \frac{\mathbf{n}_i L}{2} \] (39)

The joint between the movable platform and the middle constraint (UPU) branch is regarded as \( b_7 \), then the velocity of \( b_7 \) can be expressed as

\[ \mathbf{v}_{b_7} = \dot{\mathbf{l}}_2 \mathbf{s} + \mathbf{w}_{lz} \times \mathbf{L}_z \] (40)
where $\mathbf{L}_s = B_\gamma - A_\gamma$ is the vector of the middle constraint (UPU) branch, $l_z$ is the length of the middle constraint (UPU) branch, $s = L_z/l_z$ is the unit vector of the middle constraint (UPU) branch. Then we can get the angular velocity $\mathbf{w}_{Lz}$ as follows

$$w_{Lz} = \frac{s \times (v_d + w_d \times r_{B\gamma})}{l_z} \tag{41}$$

where $r_{B\gamma} = A\mathbf{R}_{B\gamma}r_{B\gamma}$ is the location vector of $B_\gamma$ in the fixed coordinate system.

Therefore the centroid velocity of the upper and lower link of the middle constraint (UPU) branch can be expressed as

$$\begin{cases} v_{zu} = w_{Lz} \times s l_u \\ v_{zd} = \dot{l}_s + w_{Lz} \times s (l_u - l_l) \end{cases} \tag{42}$$

where $l_u$ and $l_l$ are the distance between the joint of the fixed platform and the centroid of the upper and the lower link, respectively. $l_z = v_{B\gamma} s$ is the relative velocity between the upper link and lower link.

**B. Acceleration analysis**

The acceleration of the moveable platform can be expressed as

$$[a_d \ v_d] = J_D \mathbf{q} + J_D \dot{\mathbf{q}} \tag{43}$$

where $a_d$ is the linear acceleration, $v_d$ is the angular acceleration.

The slider acceleration can be expressed as

$$a_{Hi} = \begin{bmatrix} 0 & 0 & \dot{l}_i \end{bmatrix}^T \tag{44}$$

where $\dot{l}_i = J_{Hi} \dot{\mathbf{q}} + J_{Hi} \ddot{\mathbf{q}}$.

The acceleration of $b_i$ can be expressed as

$$\begin{cases} a_{bi} = a_d + \varepsilon_d \times \mathbf{R}_{Bi} + w_d \times (w_d \times \mathbf{R}_{Bi}) \\ a_{bi} = a_{Hi} + \varepsilon_{Li} \times n_i L + w_{Li} \times (w_{Li} \times n_i L) \end{cases} \tag{45}$$

where $\varepsilon_{Li}$ is the angular acceleration of the link. Then we can get the link angular acceleration and centroid acceleration as follows

$$\begin{cases} \varepsilon_{Li} = \dot{n}_i \times (a_{bi} - a_{Hi})/L \\ a_{Li} = a_{Hi} + \varepsilon_{Li} \times n_i L/2 + w_{Li} \times (w_{Li} \times n_i L/2) \end{cases} \tag{46}$$

The acceleration of $b_\gamma$ can be expressed as

$$\begin{cases} a_{B\gamma} = a_d + \varepsilon_d \times r_{B\gamma} + w_d \times (w_d \times r_{B\gamma}) \\ a_{B\gamma} = \varepsilon_{Lz} \times L_z + w_{Lz} \times (w_{Lz} \times L_z) + \ddot{l}_z s + 2 w_{Lz} \times \dot{l}_z s. \end{cases} \tag{47}$$

The upper and lower link acceleration are expressed as

$$\begin{cases} a_{zu} = [\varepsilon_{Lz} \times s + w_{Lz} \times (w_{Lz} \times s)] l_u \\ a_{zd} = [\varepsilon_{Lz} \times s + w_{Lz} \times (w_{Lz} \times s)] (l_z - l_l) + \dot{l}_z s + 2 w_{Lz} \times \dot{l}_z s. \end{cases} \tag{48}$$

**C. Partial velocity and angular velocity analysis**

According to the definitions of partial velocity and angular velocity [36], we can obtain the partial velocity and angular velocity of each variable.

The partial linear and angular velocity of the movable platform are expressed as

$$\begin{cases} v^*_a = [J_3 O_\delta] \\ w^*_a = [O_3 J_\delta]. \tag{49} \end{cases}$$

The partial linear velocity of the slider is shown as

$$v^*_{Hi} = [O_1 \times 6; O_1 \times 6; J_{Hi}]. \tag{50}$$

The partial linear and angular velocity could be expressed as

$$\begin{cases} v^*_L = v^*_{Hi} + w^*_L \times n_i \times \frac{L}{L} \\ w^*_L = \frac{r \times (r^*_L \times w^*_d \times r_{B\gamma})}{L^2}. \tag{51} \end{cases}$$

The partial linear and angular velocity of the middle constraint (UPU) branch are shown as

$$\begin{cases} w^*_{Lz} = r \times (r^*_L \times w^*_d \times r_{B\gamma})/l_z \\ v^*_{zu} = w^*_{Lz} \times s l_u \\ v^*_{zd} = s l_z^2 + w^*_{Lz} \times s (l_z - l_l). \end{cases} \tag{52}$$

**D. Constrain analysis**

As we know from the property of the machine, the movable platform is constrained by the middle branch which makes the mechanism more complicate. Based on the screw theory, we can get the constraints on spiral of the middle branch [37] as follows

$$\mathbf{S}^\gamma = \begin{bmatrix} -\sin(\theta_2 + \theta_1) \tan \theta_1 & \sin(\theta_2 + \theta_4) & 0 \\ d_1 \sin \theta_4 & d_3 \sin \theta_3 & 0 \\ 1 & \tan \theta_4 & 0 \end{bmatrix} \tag{53}$$

where $\theta_1, \theta_2, d_3$ and $\theta_4$ are the joint variables of the middle branch. If $\theta_2 + \theta_4 = 0$, the constraint of the middle branch is torque. If $\theta_2 + \theta_4 \neq 0$, the constraint is force. In this paper, we regard the constraint as $\mathbf{M}_e$ uniformly.