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Abstract. We propose a new algorithm for computing the longest prefix of each suffix of a given string of length $n$ over a constant-sized alphabet of size $\sigma$ that occurs elsewhere in the string with Hamming distance at most $k$. Specifically, we show that the proposed algorithm requires time $O(n(\sigma R)^k \log \log n)$ on average, where $R = \lceil (k + 2)(\log \sigma n + 1) \rceil$, and space $O(n)$. This improves upon the state-of-the-art average-case time complexity for the case when $k = 1$ [Manzini, SPIRE 2015] by a factor of $\log n / \log^3 \log n$. In addition, we show how the proposed technique can be adapted and applied in order to compute the longest previous factors under the Hamming distance model within the same complexities. In terms of real-world applications, we show that our technique can be directly applied to the problem of genome mappability.

1 Introduction

The longest common prefix (LCP) array is a commonly used data structure alongside the suffix array (SA). The LCP array stores the length of the longest common prefix between two adjacent suffixes of a given string as they are stored (in lexicographical order) in the SA [22]. A typical use of the combination of the SA and the LCP array is to simulate the suffix tree [30] functionality using less space [1]. This use has inspired many researchers to focus on engineering the construction of the LCP array [17].

However, there are many practical scenarios where the LCP array may be applied without making use of the SA. The LCP array provides us with essential information regarding repetitiveness in a given string and is therefore a useful data structure for analysing textual data in areas such as molecular biology, musicology, or natural language processing.

It is also quite common to account for potential alterations within sequences. For example, they can be the result of DNA replication or sequencing errors in DNA sequences. Alterations may also be introduced in the scope of plagiarism attempts in natural languages. In this context, it is natural to define the longest

* Supported by the Graduate Teaching Scholarship scheme of the Department of Informatics at King’s College London and by the A.G. Leventis Foundation.
common prefix with \( k \)-mismatches. Given a string \( x[0..n - 1] \), the LCP with \( k \)-mismatches for every suffix \( x[i..n - 1] \) is the length of the longest common prefix of \( x[i..n - 1] \) and any \( x[j..n - 1] \), where \( j \neq i \), with up to \( k \) mismatches. Note that for the mismatches we make use of the Hamming distance model throughout.

**Molecular Biology.** Repeated sequences are a common characteristic of genomes. One type in particular, namely interspersed repeats, are known to occur in all eukaryotic genomes. These repeats have no repetitive pattern and appear irregularly within DNA sequences [20]. Occurrences of single nucleotide polymorphism exist within the human genome, where a mutation of a single nucleotide takes place during cell division. This results in the existence of interspersed repeats that are not identical [21]. Identifying the positions of where these repeats occur has been linked to genome folding locations and phylogenetic analysis [27].

**Computational Musicology.** Sequential patterns of varying length are a key feature of musical compositions. Chords are made up of three or more simultaneously played notes and a chord progression is made up of two or more chords, where the order plays a significant role in determining the tone of a musical piece. Minor changes can exist in the transitions between chords. The analysis of these harmonic progressions contributes to the analysis and categorisation of musical genres [6]. Another example is ostinato, a motif that persistently repeats in the same musical voice; it is used to define the tone of a piece of music [8]. It commonly refers to exact repetition, but also covers repetition with variations.

**Natural Language Processing.** Natural language text collections are increasing rapidly and massively, thus becoming a source of several analysis tasks such as text classification. For instance, an important task is to identify similar or duplicate documents in large text collections for detecting plagiarism or for obtaining more realistic text statistics. To this end, many repetition-based strategies have been suggested. One of these approaches is based on computing the common repeated lengths of a document’s text in other documents of the collection to derive whether the document is repeated in the text collection or not [19].

**State of the Art.** The problem of computing the longest common prefixes with \( k \)-mismatches was introduced by Manzini in [23]; an algorithm was presented to solve the problem only for \( k = 1 \) in time \( O(nL_{ave} \log n / \log \log n) \) using \( O(n) \) extra space for a string of length \( n \) over a constant-sized alphabet, where \( L_{ave} \) is the average value in the LCP array. We show that this value is \( \Omega(\log n) \) (see Lemma 3). This value is known to be \( O(\log n) \) [18] on average, and so the algorithm of [23] works in time \( O(n \log^2 n / \log \log n) \) on average for \( k = 1 \).

**Our Contribution.** Due to our motivational applications we focus on linear-space solutions. Given a string \( x \) of length \( n \) over a constant-sized alphabet of size \( \sigma \) and an integer \( 0 < k < n \), and setting \( R = \lceil (k + 2)(\log_\sigma n + 1) \rceil \), we make the following threefold contribution:
We begin with some basic definitions and notation. Let $x = [0]\ldots x[n-1]$ be a string of length $|x| = n$ over a finite ordered alphabet $\Sigma$ of size $|\Sigma| = \sigma = \mathcal{O}(1)$. For two positions $i$ and $j$ on $x$, we denote by $x[i\ldots j] = x[i] \ldots x[j]$ the substring (sometimes called factor) of $x$ that starts at position $i$ and ends at position $j$. By $\varepsilon$ we denote the empty string of length 0. We recall that a prefix of $x$ is a substring that starts at position 0 $(x[0\ldots j])$ and a suffix of $x$ is a substring that ends at position $n - 1$ $(x[i\ldots n - 1])$.

Let $y$ be a string of length $m$ with $0 < m \leq n$. We say that there exists an occurrence of $y$ in $x$, or, more simply, that $y$ occurs in $x$, when $y$ is a substring of $x$. Every occurrence of $y$ can be characterised by a starting position in $x$. We thus say that $y$ occurs at the starting position $i$ in $x$ when $y = x[i\ldots i + m - 1]$.

The Hamming distance between two strings $x$ and $y$, with $|x| = |y|$, is defined as $d_H(x, y) = \{i : x[i] \neq y[i], i = 0, 1, \ldots, \min(|x|, |y|)\}$. If $|x| \neq |y|$, we set $d_H(x, y) = \infty$. If two strings $x$ and $y$ are at Hamming distance at most $k$, we write $x \approx_k y$, and we say that $x$ and $y$ have $k$-mismatches or have at most $k$ mismatches.

Let $x$ be a string of length $n > 0$. The suffix tree $T(x)$ of $x$ is a compact trie representing all suffixes of $x$. The nodes of the trie which become nodes of the suffix tree are called explicit nodes, while the other nodes are called implicit. Each edge of the suffix tree can be viewed as an upward maximal path of implicit nodes starting with an explicit node. Moreover, each node belongs to a unique path of that kind. Thus, each node of the trie can be represented in the suffix tree by the edge it belongs to and an index within the corresponding path. We let $L(v)$ denote the path-label of a node $v$, i.e., the concatenation of the edge labels along the path from the root to $v$. We say that $v$ is path-labelled $L(v)$. Additionally, $D(v) = |L(v)|$ is used to denote the string-depth of node $v$. Node $v$ is a terminal node if its path-label is a suffix of $x$, that is, $L(v) = x[i\ldots n - 1]$ for
some $0 \leq i < n$; here $v$ is also labelled with index $i$. It should be clear that each substring of $x$ is uniquely represented by either an explicit or an implicit node of $T(x)$, called its locus. In standard suffix tree implementations, we assume that each node of the suffix tree is able to access its parent. Once $T(x)$ is constructed, it can be traversed in a depth-first manner to compute $D(v)$ for each node $v$. The suffix tree of a string of length $n$ can be computed in time and space $O(n)$ [30].

We denote by $SA$ the suffix array of $x$. $SA$ is an integer array of size $n$ storing the starting positions of all (lexicographically) sorted non-empty suffixes of $x$, i.e. for all $1 \leq r < n$ we have $x[SA[r]..n-1] < x[SA[r+1]..n-1]$ [22]. Let $lcp(r,s)$ denote the length of the longest common prefix between $x[SA[r]..n-1]$ and $x[SA[s]..n-1]$ for positions $r$, $s$ on $x$. We denote by $LCP$ the longest common prefix array of $x$ defined by $LCP[r] = lcp(r-1,r)$ for all $1 \leq r < n$, and $LCP[0] = 0$. The inverse $iSA$ of the array $SA$ is defined by $iSA[SA[r]] = r$, for all $0 \leq r < n$. It is known that $SA$, $iSA$, and $LCP$ of a string of length $n$, over a constant-sized alphabet, can be computed in time and space $O(n)$ [26, 13].

The permuted $LCP$ array, denoted by $PLCP$, has the same contents as the $LCP$ array but in different order. Let $i^-$ denote the starting position of the lexicographic predecessor of $x[i..n-1]$. For $i = 0, \ldots, n-1$, we define $PLCP[i] = LCP[iSA[i]] = lcp(iSA[i^-], iSA[i])$, that is, $PLCP[i]$ is the length of the longest common prefix between $x[i..n-1]$ and its lexicographic predecessor. For the starting position $j$ of the lexicographically smallest suffix we set $PLCP[j] = 0$. For any $k \geq 0$, we define $lcp_k(y,z)$ as the largest $\ell \geq 0$ such that $y[0..\ell-1]$ and $z[0..\ell-1]$ exist and are at Hamming distance at most $k$, that is, have at most $k$ mismatches; note that $lcp_k$ is defined for a pair of strings. We analogously define the permuted $LCP$ array with $k$-mismatches, denoted by $PLCP_k$. For $i = 0, \ldots, n-1$, we have that

$$PLCP_k[i] = \max_{j=0,\ldots,n-1, \ j \neq i} lcp_k(x[i..n-1], x[j..n-1]).$$

The computational problem in scope can be formally stated as follows.

<table>
<thead>
<tr>
<th>PLCP with $k$-mismatches</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A string $x$ of length $n$ and an integer $0 &lt; k &lt; n$</td>
</tr>
<tr>
<td><strong>Output:</strong> $PLCP_k$ and $P_k$; $P_k[i] \neq i$, for $i = 0, \ldots, n-1$, is such that $x[i..i+\ell-1] \approx_k x[P_k[i]..P_k[i]+\ell-1]$, where $\ell = PLCP_k[i]$</td>
</tr>
</tbody>
</table>

**Example 1.** Consider the string acababbac and $k = 1$. The following table gives arrays $PLCP_1$ and $P_1$.

<table>
<thead>
<tr>
<th>$i$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$PLCP_1[i]$</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$P_1[i]$</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

**Our Analysis Model.** When we state average-case time complexities for our algorithms, we assume that the input is a string $x$ of length $n$ over a constant-sized alphabet $\Sigma$ of size $\sigma > 1$ with the letters of $x$ being independent and identically distributed random variables, uniformly distributed over $\Sigma$. 


2.2 Advanced Data Structure Tools

Let $T$ be a rooted tree of size $n$ with integer weights on nodes each of magnitude at most $n$. We require that the root weight is zero and the weight of any other node is strictly larger than its parent’s weight. A node $v$ is a weighted ancestor of a node $u$ at depth $\ell$ if $v$ is the highest ancestor of $u$ with weight at least $\ell$.

Lemma 1 ([4]) After $O(n)$-time preprocessing, weighted ancestor queries of nodes of a tree $T$ can be answered in $O(\log \log n)$ time per query.

The following corollary applies Lemma 1 to the suffix tree of a string $x$ of length $n$.

Corollary 1. After $O(n)$-time preprocessing, the locus of any substring $x[i..j]$ in $T(x)$ can be found in $O(\log \log n)$ time.

Definition 1. Given a string $x$ and a substring $y$ of $x$, we denote by $\text{range}(x, y)$ the range in the SA of $x$ that represents the suffixes of $x$ that have $y$ as a prefix.

Every node $u$ in $T(x)$ corresponds to an SA range $\text{range}(x, \mathcal{L}(u))$. We can precompute $\text{range}(x, \mathcal{L}(u))$ for all explicit nodes $u$ in $T(x)$ in $O(n)$ time while performing a depth-first traversal of the tree. We also make use of the following lemma for a string $x$ of length $n$.

Lemma 2 ([14]) Let $y$ and $z$ be two substrings of $x$. Given the SA and the iSA of $x$, as well as $\text{range}(x, y)$ and $\text{range}(x, z)$, $\text{range}(x, yz)$ can be computed in time $O(\log \log n)$ after $O(n \log \log n)$-time and $O(n)$-space preprocessing.

3 Longest Common Prefixes with $k$-Mismatches

We first show the following lower bound which is related to the time complexity of the algorithm in [23].

Lemma 3 The average value in the LCP array of any string $x$ of length $n$ over an alphabet $\Sigma$ of size $\sigma$ is $\Omega(\log_\sigma n)$.

Proof. First note that $\sum_i \text{LCP}[i] \leq \sum_i \max\{\text{LCP}[i], \text{LCP}[i+1]\} \leq 2 \sum_i \text{LCP}[i]$. We thus consider $\max\{\text{LCP}[i], \text{LCP}[i+1]\}$ (i.e. the length of the longest common prefix of $x[i..n-1]$ with any other suffix of $x$) instead of $\text{LCP}[i]$ to simplify the proof. We know that $\max\{\text{LCP}[i], \text{LCP}[i+1]\}$ is equal to the string-depth of the parent of the leaf with path-label $x[i..n-1]$, $\$$ not in $\Sigma$, in the suffix tree of $x$.

Consider the suffix tree of $x\$$. Each node can have at most $\sigma + 1$ leaves attached to it. We have at most $\sigma^r$ non-leaf nodes at depth $r$. Hence we can obtain a brute force lower bound by assuming that we have a complete tree—of the required depth so that it has $n + 1$ leaves in total—with $\sigma + 1$ leaves in all of its nodes (note that this is impossible). This required depth is the smallest $t$ such that $(\sigma + 1)(1 + \sigma + \ldots + \sigma^t) \geq n$; $t = \Omega(\log_\sigma n)$. It is then clear that nodes in the two deepest levels have attached to them at least half of the $n + 1$ leaves; this concludes the proof. \qed
We next present an algorithm for the problem PLCP with 1-mismatch and then explain how it can be extended to solve problem PLCP with $k$-mismatches. The proposed algorithm essentially consists of two different parts:

1. Computing long PLCPs in average-case time $O(n)$;
2. Computing short PLCPs in worst-case time $O(n \log n \log^2 \log n)$.

Notably, both parts use $O(n)$ extra space for arbitrary $k$.

We initialize PLCP$_1$ and P$_1$ for each $i$ based on the longest common prefix of $x[i..n-1]$ (i.e. not allowing any mismatches) that occurs elsewhere using the SA and the LCP array; this can be done in $O(n)$ time.

**Computing Long PLCPs.** The first part is a slight modification of the algorithm presented in Section 3 of [3] for the problem of 1-mappability. In this problem, we are asked to compute for each substring of length $m$ of a given string of length $n$ the number of other occurrences of this substring in the string with at most 1 mismatch. The algorithm of [3] was shown to solve this problem in average-case time $O(n)$ for values of $m$ greater than or equal to $3 \log \sigma n + 3$ using space $O(n)$.

The algorithm presented in [3] computes all pairs of suffixes that share a prefix of length at least $m$ with at most 1 mismatch. When such a pair is considered, the algorithm has already precomputed enough information (using longest common extension queries) that allows us to retrieve the longest common prefix with 1-mismatch of these two suffixes in $O(1)$ time. This is merely because a longest common extension query may extend beyond length $m$: it is interrupted only by the second mismatch (or the ends of the string).

Hence, if we set $m = R = [3 \log \sigma n] + 3$, it is trivial to store, within the same complexities, PLCP$_1[i]$ and P$_1[i]$ for every $i$ for which $x[i..i+R-1]$ has 1-mappability greater than 0 (i.e. $x[i..i+R-1]$ occurs elsewhere in $x$ with at most 1 mismatch). Note that these are the positions $i$ for which we have that PLCP$_1[i] \geq R$. We thus arrive at the following lemma.

**Lemma 4** We can compute PLCP$_1[i]$ and P$_1[i]$ for each $i$ for which PLCP$_1[i] \geq R$ in average-case time $O(n)$ using $O(n)$ extra space.

**Computing Short PLCPs.** Let $S$ be the set of starting positions of $m$-length substrings that have 1-mappability 0 for $m = R$. For each $i \in S$, we have that PLCP$_1[i] < R = O(\log n)$. We proceed to compute PLCP$_1[i]$ and P$_1[i]$ for each $i \in S$ as follows; see also Figure 1 for an illustration.

We first locate the node $v$ in $T(x)$ with path-label $x[i..n-1]$—this is a terminal node. We then consider each explicit ancestor $u$ of $v$ in $T(x)$; note that for each such $u$ we have that $D(u) < R - 1$ since PLCP$_1[i] < R$. For each such $u$ we perform the following. Suppose that the first edge label of the outgoing edge from $u$ that lies on the path from the root to $v$ is $a \in \Sigma$. For each other outgoing edge from $u$, say with first edge label $b \in \Sigma, b \neq a$, we wish to find the longest prefix of $L(u)bx[i + D(u) + 1..i + s]$, where $s = \min\{R - 2, n - 1 - i\}$, that is a substring of $x$ and the starting position of one of its occurrences. The longest of
these strings is precisely the longest prefix of $x[i..n-1]$ that occurs elsewhere in $x$ with at most 1 mismatch.

We will find this by performing binary search on the subpath of the path from the root to $v$ that corresponds to $x[i+D(u)+1..i+[(s+D(u)+1)/2]]$ as follows. We first compute $\text{range}(x, y)$ for $y = L(u)bx[i+D(u)+1..i+[(s+D(u)+1)/2]]$. If $\text{range}(x, y) = [p, q] \neq \emptyset$ we set $PLCP_1[i] = \max\{PLCP_1[i], |y|\}$ (and $P_1[i] = \text{SA}[p]$ if $PLCP_1$ has changed) and go down the path; else, the range is empty and we thus go up the path. We proceed with binary search in the same manner.

We can move along the path and find auxiliary ranges (e.g. $\text{range}(x, x[i+D(u)+1..i+[(s+D(u)+1)/2]])$) stored in explicit nodes of $T(x)$ using weighted ancestor queries in time $O(\log \log n)$ per query due to Corollary 1. Note that the range of an implicit node $z$ along an edge $(f, g)$ is equal to that of the explicit node $g$. We can then merge these ranges in time $O(\log \log n)$ due to Lemma 2. Hence, each step of the binary search requires time $O(\log \log n)$. The path-label of the considered path has length $O(\log n)$ because $R = \lceil 3\log_{\sigma} n \rceil + 3$, and hence we do $O(\log \log n)$ iterations for the binary search. Thus, each binary search takes time $O(\log^2 \log n)$ in total. We formalise the described algorithm in the pseudocode presented below.

**Lemma 5** Given the set of positions $S = \{i | PLCP_1[i] < R\}$, we can compute $PLCP_1[i]$ and $P_1[i]$, for all $i \in S$, in worst-case time $O(n \log n \log^2 \log n)$ using $O(n)$ extra space.

**Proof.** The outer loop of $\text{PLCP}_1\text{SHORT}$ iterates through positions of $x$ that have 1-mappability 0 for $m = R$; these are at most $n$. For each of these, the algorithm considers its explicit ancestors; there are $O(\log n)$ of them. For each such ancestor $u$ it performs $\deg(u) = O(\sigma) = O(1)$ binary searches, each of which takes time $O(\log^2 \log n)$ as described above. Thus, algorithm $\text{PLCP}_1\text{SHORT}$ takes worst-case time $O(n \log n \log^2 \log n)$. The extra space used is clearly $O(n)$. \qed
to string-depth every ancestor of node that occurs in $x$ (see Lemma 3 and [23]). Notably, our technique can be extended to work for the case where only the longest prefix of $x$ contributes to the above. Suppose that for some explicit node $u$ with path-label $x[i..n-1]$ we have PLCP with $i+D(u)+1$, $i+[(j_1+j_2)/2]]$.

```plaintext
PathBinarySearch(i, u, b, j_1, j_2)
1  w ← Node(i + D(u) + 1, i + [(j_1 + j_2)/2])
2  [p, q] ← range(x, L(u)bL(w))
3  if [p, q] ̸= ∅ then
4     ℓ ← |L(u)bL(w)|
5     if PLCP[i] < ℓ then
6         PLCP[i] ← ℓ
7         P[i] ← 5A[p]
8     if j_1 ̸= j_2 then
9         PathBinarySearch(i, u, b, [(j_1 + j_2)/2], j_2)
10    else if j_1 ̸= j_2 then
11       PathBinarySearch(i, u, b, [(j_1 + j_2)/2])
```

By combining Lemmas 4 and 5 we arrive at the following result.

**Theorem 6.** Problem PLCP with 1-mismatch can be solved in average-case time $O(n \log n \log^2 \log n)$ using $O(n)$ extra space.

Theorem 6 improves upon the state-of-the-art average-case time complexity for the case where only 1 mismatch is allowed by a factor of $\log n/\log^3 \log n$ (see Lemma 3 and [23]). Notably, our technique can be extended to work for arbitrary $k$ as follows. We first set $R = [(k+2)(\log_2 n + 1)]$ so that the adapted algorithm from [3] requires time $O(kn)$ on average. Then for each position $i$ with $\text{PLCP}_k[i] < R$ we have $O(k \log n)$ branching nodes for the first mismatch—similar to the above. Suppose that for some explicit node $u$, ancestor of $v$, where $L(v) = x[i..n-1]$ and $u$ has an outgoing edge with first edge label $b \neq x[i+D(u)]$, the longest prefix of $L(u)bL(x[i+D(u)+1..i+s)]$, where $s = \min\{R-2, n-1-i\}$, that occurs in $x$ is $x[p..q]$. In order to allow for a second mismatch, we consider every ancestor of node $u_b$, where $L(u_b) = x[p..q]$, with string-depth larger than $D(u) + 1$, and proceed in a similar fashion.

Each branching step allows for an extra mismatch. We only consider $T(x)$ up to string-depth $R$ and hence the possible branching options are $O((\sigma R)^k)$. Each binary search is now performed on a path with path-label of length $O(k \log n)$. Each iteration of the binary search takes time $O(\log \log n)$ for the level ancestor query and for merging the ranges. We thus arrive at the following result.
**Theorem 7.** Problem PLCP with \( k \)-mismatches can be solved in average-case time \( \mathcal{O}(n(\sigma R)^k \log \log n(\log k + \log \log n)) \), where \( R = \lceil (k + 2)(\log \sigma n + 1) \rceil \), using \( \mathcal{O}(n) \) extra space.

**Remark 1.** Alternatively, in the second part of our algorithm (Computing Short PLCPs), we can perform the binary search with the aid of the data structure presented by Cole et al in [9]. This data structure is of size \( \mathcal{O}(n\frac{(c_1 \log n)^k}{k!}) \) and can be built in time \( \mathcal{O}(n\frac{(c_1 \log n)^k}{k!}) \), where \( c_1 > 1 \) is a constant. We can then answer whether a given substring of \( x \) occurs elsewhere in \( x \) with at most \( k \) mismatches (as well as the starting position of one of its occurrences) in time \( \mathcal{O}(\frac{(c_2 \log n)^k \log \log n}{k}) \), where \( c_2 > 1 \) is another constant. With this modification, the average-case time required by our algorithm becomes 

\[
\mathcal{O}(n(\log n)^k (\frac{c_1}{k!} + \frac{c_2}{k!}(\log \log n(\log k + \log \log n))))
\]

The \( \omega(n) \) space required for this data structure is however impractical for real-world datasets. Note that the efficient solutions of Thankachan et al for the related longest common factor with \( k \)-mismatches problem also require space \( \omega(n) \) when \( k = \omega(1) \) [28, 29].

**4 Longest Previous Factors with \( k \)-Mismatches**

The longest previous factor (LPF) array gives, for each position \( i \) in a string \( x \), the length of the longest factor of \( x \) that occurs both at \( i \) and to the left of \( i \) in \( x \). The LPF array is central in many text compression techniques as well as in the most efficient algorithms for detecting motifs and repetitions occurring in a text [11]. A time-space optimal (linear) algorithm that computes the LPF array is known for some time [10].

In this section, we present how the algorithm presented in Section 3 can be adapted to compute the LPF array with \( k \)-mismatches within the same complexities. We naturally define the **LPF array with \( k \)-mismatches**, denoted by \( \text{LPF}_k \), as follows. We set \( \text{LPF}_k[0] = -1 \) and for \( i = 1, \ldots, n - 1 \), we have that

\[
\text{LPF}_k[i] = \max_{j=0,\ldots,i-1} \text{lcp}_k(x[i..n-1],x[j..n-1]).
\]

The problem in scope can be formally defined as follows.

**LPF with \( k \)-mismatches**

**Input:** A string \( x \) of length \( n \) and an integer \( 0 < k < n \)

**Output:** \( \text{LPF}_k \) and \( P_k; P_k[0] = -1 \) and \( P_k[i] < i \), for \( i = 1, \ldots, n - 1 \), is such that \( x[i..i+\ell-1] \approx_k x[P_k[i]..P_k[i]+\ell-1] \), where \( \ell = \text{LPF}_k[i] \)

**Example 2.** Consider the string `acamabbabc`. The following table gives arrays \( \text{LPF}_1 \) and \( P_1 \).

<table>
<thead>
<tr>
<th>( i )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{LPF}_1[i] )</td>
<td>-1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( P_1[i] )</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
First, let us recall that a range minimum query (RMQ) data structure over an array of size $n$ can be constructed in time and space $O(n)$, and can then answer range minimum queries in $O(1)$ time per query (see [7] for the details). The following two modifications to the algorithm presented in Section 3 suffice to transform it to an algorithm that solves problem LPF with $k$-mismatches:

1. When running the average-case $k$-mappability algorithm and considering a pair of suffixes starting at positions $r, q$, $r < q$, LPF$_k[r]$ remains unchanged, while we only update LPF$_k[q]$ (along with P$_k[q]$) if LPF$_k[q] < \text{lcp}_k(x[r..n-1], x[q..n-1])$.

2. In the second part of the algorithm described above, while processing the suffix starting at position $i$, if at any step of the algorithm the obtained SA range $[p, q]$ (corresponding to node $z$ in $T(x)$) is not empty, we also have to check whether it contains a position smaller than $i$. We do this by employing the RMQ data structure over the suffix array. If $\text{SA}[\text{RMQ}_\text{SA}(p, q)] > i$, we treat the range as if it were empty and go up the path. If $\text{SA}[\text{RMQ}_\text{SA}(p, q)] < i$, we go down the path after checking whether LPF$_k[i] < D(z)$; if yes, we set LPF$_k[i] = D(z)$ and $P_k[i] = \text{SA}[\text{RMQ}_\text{SA}(p, q)]$.

**Theorem 8.** Problem LPF with $k$-mismatches can be solved in average-case time $O(n(\sigma R)^k \log \log n (\log k + \log \log n))$, where $R = \lceil (k+2)(\log_\sigma n+1) \rceil$, using $O(n)$ extra space.

5 Application of LCP with $k$-Mismatches to Genome Mappability

The focus of this section is directly motivated by the well-known and challenging application of genome re-sequencing—the assembly of a genome directed by a reference sequence. New developments in sequencing technologies [24] allow whole-genome sequencing to be turned into a routine procedure, creating sequencing data in massive amounts. Short sequences, known as reads, are produced in huge amounts (tens of gigabytes); and in order to determine the part of the genome from which a read was derived, it must be mapped (aligned) back to some reference sequence that consists of a few gigabases. A wide variety of short-read alignment techniques and tools have been published in the past years to address the challenge of efficiently mapping tens of millions of reads to a genome, focusing on different aspects of the procedure: speed, sensitivity, and accuracy [15]. These tools allow for a small number of errors in the alignment.

The re-sequencing method starts with matching a seed of each read to the genome. This, for example, could be a short prefix of the read (the accuracy is usually higher in the prefix of the read). We then extend this match until the total number of errors exceeds a predefined threshold or until a match is found [2]. Considering errors is necessary due to genetic variation as well as sequencing errors; most of these errors are single-base substitutions [25]. It is suitable to allow for a small number $k$ of errors in the seed part.
The \( k \)-mappability problem was first introduced in the context of genome analysis in [12] (and in some sense earlier in [5]), where a heuristic algorithm was proposed to approximate the solution. The aim from a biological perspective is to compute the mappability of each region of a genome sequence; i.e. for every substring of a given length of the sequence, we are asked to count how many other times it occurs in the genome with up to a given number of errors. This is particularly useful in the application of genome re-sequencing. By computing the mappability of the reference genome, we can then assemble the genome of an individual with greater confidence by first mapping the segments of the DNA that correspond to regions with low mappability. Interestingly, it has been shown that genome mappability varies greatly between species and gene classes [12].

Formally, we are given a string \( x \) of length \( n \) and integers \( 0 < k < n \) and \( m < n \), and we are asked to count, for each length-\( m \) substring \( y \) of \( x \), the number \( \text{occ} \) of other length-\( m \) substrings of \( x \) that are at Hamming distance at most \( k \) from \( y \). We then say that this substring has \( k \)-mappability equal to \( \text{occ} \). Hence, a more general question to ask is the following: What is the minimal value of \( m \) that forces at least \( \alpha > 0 \) of the starting positions in the reference genome to have \( k \)-mappability equal to 0? We formalise this question as a data structure problem.

**Genome Mappability**

**Input:** A string \( x \) of length \( n \) and an integer \( 0 < k < n \)

**Query:** \( \text{LEN}_{x,k}(\alpha) \) that represents the smallest \( m \) such that at least \( \alpha \) of the substrings of \( x \) of length \( m \) do not occur more than once in \( x \) with at most \( k \) mismatches

We can solve this problem by first making the following crucial observation.

**Observation 9** A substring \( x[i..i+m-1] \) of a string \( x \) does not occur more than once in \( x \) with at most \( k \) mismatches if and only if \( m > \text{PLCP}_k[i] \).

Our construction works as follows. We first compute the \( \text{PLCP}_k \) array for \( x \). We then sort its elements in ascending order using bucket sort in time \( O(n) \) and store them in a new array \( A_k \). Based on Observation 9, \( \text{LEN}_{x,k}(\alpha) \) is given by the smallest \( m \) for which \( A_k[\alpha+m-2]+1 \leq m \). We show the following property on the values of \( A_k \).

**Property 1.** \( A_k[i+1] \leq A_k[i] + 1 \).

**Proof.** Note that either \( \text{PLCP}_k[i+1] \geq \text{PLCP}_k[i] \) or \( \text{PLCP}_k[i+1] = \text{PLCP}_k[i] - 1 \). Thus considering the values in the \( \text{PLCP}_k \) array from the left to the right they start from \( \text{PLCP}_k[0] \) and then as we move one position to the right, this value either increases or stays the same or drops by 1. \( \text{PLCP}_k[n-1] \) is equal to either 0 or 1. Hence, for every integer \( d \in [\min_i \{\text{PLCP}_k[i]\}, \max_i \{\text{PLCP}_k[i]\}] \) there exists a \( j, 0 \leq j \leq n-1 \), such that \( \text{PLCP}_k[j] = d \) and thus the lemma follows. (Note that \( A_k \) is just the sorted \( \text{PLCP}_k \) array.) \( \square \)

For each \( \alpha, 0 < \alpha \leq n-1 \), we denote by \( m_\alpha \in [k+1, n-\alpha+1] \) the smallest integer—if it exists—for which \( A_k[\alpha+m_\alpha-2]+1 \leq m_\alpha \) holds. In fact, we know
by Property 1 that if such an \( m_\alpha \) exists, then

\[
A_k[\alpha + r - 2] + 1 \leq r, \text{ for all } m_\alpha \leq r \leq n - \alpha + 1.
\]

Moreover, we have that \( m_\alpha \leq m_{\alpha+1} \), since

\[
A_k[\alpha + m_{\alpha+1} - 2] + 1 \leq A_k[\alpha + 1 + m_{\alpha+1} - 2] + 1 \leq m_{\alpha+1}.
\]

We can thus precompute \( m_\alpha \), for all \( 0 < \alpha \leq n - 1 \), and store them in an array \( B_k[\alpha] = m_\alpha \) in time \( O(n) \) while scanning array \( A_k \) from left to right: we start by computing \( m_1 \) and apply the inequality \( m_\alpha \leq m_{\alpha+1} \) to obtain \( m_2, \ldots, m_{n-1} \). If such an integer \( m_\alpha \) does not exist, we set \( B_k[\alpha] = 0 \). We can then answer query \( \text{LEN}_{x,k}(\alpha) \) in time \( O(1) \): the answer is \( B_k[\alpha] \).

**Example 3.** Consider the string \( x = \text{acababbac} \) and \( k = 1 \). The following table gives arrays \( \text{PLCP}_k \), \( A_k \), and \( B_k \). For \( \alpha = 3 \), we have that \( \text{LEN}_{x,k}(3) = B_k[3] = 4 \).

<table>
<thead>
<tr>
<th>( i )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{PLCP}_1[i] )</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( A_k[i] )</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>( B_k[i] )</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

We thus obtain the following result.

**Theorem 10.** Array \( B_k \) can be computed in time \( O(n) \) from array \( \text{PLCP}_k \).

**Corollary 2.** We can construct an \( O(n) \)-sized data structure in average-case time \( O(n(\sigma R)^k \log \log n(\log k + \log \log n)) \), where \( R = \lceil (k + 2)(\log \alpha n + 1) \rceil \), using \( O(n) \) extra space that answers GENOME MAPPABILITY queries in \( O(1) \) time per query.

6 Final Remarks

We have presented a new algorithm for computing the longest prefix of each suffix of a given string of length \( n \) over a constant-sized alphabet of size \( \sigma \) that occurs elsewhere in the string with Hamming distance at most \( k \). The proposed algorithm requires time \( O(n(\sigma R)^k \log \log n(\log k + \log \log n)) \) on average, where \( R = \lceil (k + 2)(\log \alpha n + 1) \rceil \), and \( O(n) \) extra space.

We have then shown that the proposed technique can be adapted and applied for computing the longest previous factors under the Hamming distance model within the same complexities. Finally, we have shown that our technique can be applied to construct an \( O(n) \)-sized data structure that can answer queries related to genome mappability [12] in \( O(1) \) time per query.

We anticipate that this new technique would be applicable in several contexts where we have to compute longest repeating factors under the Hamming distance model subject to some additional requirements. For instance, one such problem is computing the longest factor of a string occurring in another string with \( k \)-mismatches, also known as the LCF with \( k \)-mismatches problem [16, 28].
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