Longitudinal neuroimaging features for discriminating early neurodegeneration

Aksman, Leon

Awarding institution:
King's College London

The copyright of this thesis rests with the author and no quotation from it or information derived from it may be published without proper acknowledgement.

END USER LICENCE AGREEMENT

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International licence. https://creativecommons.org/licenses/by-nc-nd/4.0/

You are free to:
- Share: to copy, distribute and transmit the work

Under the following conditions:
- Attribution: You must attribute the work in the manner specified by the author (but not in any way that suggests that they endorse you or your use of the work).
- Non Commercial: You may not use this work for commercial purposes.
- No Derivative Works - You may not alter, transform, or build upon this work.

Any of these conditions can be waived if you receive permission from the author. Your fair dealings and other rights are in no way affected by the above.

Take down policy

If you believe that this document breaches copyright please contact librarypure@kcl.ac.uk providing details, and we will remove access to the work immediately and investigate your claim.
Longitudinal neuroimaging features for discriminating early neurodegeneration

Leon M Aksman

A thesis submitted to King’s College London in partial fulfilment of the requirements for the degree of Doctor of Philosophy (PhD)

Department of Neuroimaging
Centre for Neuroimaging Sciences
Institute of Psychiatry, Psychology and Neuroscience
King’s College London
To Grace, Clara and Henry
Acknowledgements

I am very grateful to Janssen Pharmaceuticals for generously funding this PhD and to my supervisors, Dr. David Lythgoe and Dr. Andre Marquand, for guiding me through the whole of it. They have been very patient with a complete neuroimaging outsider who took a long time to figure things out. Andre has been a great teacher and a friend who has heavily influenced my research while allowing me to choose my own path. Dave has been unwaveringly helpful and supportive throughout.

The years of my PhD would have been much harder and more lonely had it not been for those around me. Those unfortunate enough to have shared an office with me deserve first mention (in alphabetical order): Anna, Anthony, Luis, Natalie and (just squeaked in) Parker. I also would like to thank several other people at the IoPPN, past and present, for their friendship and kindness over the years: Rich Joules, Derek, Nuria and Muriel. Of course, many others in the Neuroimaging department have made my time at King’s very enjoyable. It is a credit to Steve that the department has a friendly and vibrant atmosphere.

I am grateful to my parents for investing so much into all of their children. Particularly to my mother for blindly believing that we can achieve anything we attempt and my father for trying to convey his love of mathematics and science to his often unreceptive son. I would not have been able to do the work I do without his influence.

Finally, my wife Grace deserves my greatest gratitude. She bore much of the burden of supporting our new family over these years and in particular during the write up of this thesis. I have dedicated this thesis to her and our two children.
Abstract

Longitudinal designs are widely used in medical studies as a means of observing within-subject changes over time in groups of subjects, thereby aiming to improve sensitivity for detecting disease effects. Paralleling an increased use of such studies in neuroimaging has been the adoption of pattern recognition algorithms for making individualized predictions of disease. However, at present few pattern recognition methods exist to make full use of neuroimaging data that have been collected longitudinally, with most methods relying instead on cross-sectional style analysis. In this thesis we develop a feature construction method that uses longitudinal high dimensional data to improve the predictive performance of pattern recognition algorithms when classifying early neurodegeneration. Our method can be applied to data from a wide range of longitudinal study designs and permits an arbitrary number of time-points per subject. We apply the method to two problems: discriminating subjects with mild cognitive impairment (MCI) from healthy controls and discriminating subjects at risk for Parkinson’s disease from healthy controls. We show substantial improvements in predictive accuracy relative to cross-sectional classifiers for discriminating disease subjects from healthy controls on the basis of structural magnetic resonance (MR) images. In addition, our method allows for the transfer of longitudinal information from one set of subjects to make disease predictions in another set of subjects. The proposed methodology is simple and, as a feature construction technique, flexible with respect to the choice of classifier, imaging modality and image registration algorithm.
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Chapter 1 Introduction

1.1 Overview

The aim of this thesis is to develop new analysis methods to improve the automated diagnosis of early neurodegeneration using neuroimaging biomarkers. Early and accurate diagnosis, aided by methods that better detect subtle within-subject changes using longitudinal information, would allow for interventions that prolong the presymptomatic and prodromal phases of neurodegeneration, delaying the onset of clinical symptoms. In Parkinson’s disease, for example, by the time a clinical diagnosis is made based on motor symptoms over half of the dopaminergic neurons in the substantia nigra portion of the brainstem have typically been lost (Fearnley and Lees, 1991; Ross et al., 2004). Identifying preclinical PD would help in recruiting patients for clinical trials of disease-modifying therapies and give such therapies the best chance of having a lasting positive effect (Olanow and Obeso, 2012).

Neuroimaging has been identified as a promising source of quantitative biomarkers\(^1\) of neurodegeneration (Frisoni et al., 2010). At present, however, these and other biomarkers do not play a primary role in the diagnosis of the most prevalent neurodegenerative diseases (Albert et al., 2011; McKhann et al., 2011; Miller and O’Callaghan, 2015). There are several key reasons for this: (i) a simple set of criteria that can be widely administered within clinics is preferred; (ii) related to this point, biomarkers are expensive and are often add marginal diagnostic value and (iii) biomarkers have not been fully validated for clinical use due to the heterogeneity of diseases, particularly in their early stage. As a result, Jack et al., (2011), as part of a workgroup on Alzheimer’s disease diagnosis, states that further work is needed to standardise, interpret and uniformly assess the biomarkers of neurodegeneration.

Automated pattern recognition based methods have the potential to address some of these issues by making systematic and objective diagnoses that do not rely on qualitative assessments. Such methods have been increasingly applied to

\(^1\) A biomarker is an accurate and reproducible measure of a medical or biological state (Strimbu and Tavel, 2010).
neuroimaging data, particularly structural MRI, to build models that are able to make individualized disease predictions (Klöppel et al., 2012a). Furthermore, multivariate pattern recognition methods are able to aggregate information across multiple variables to make disease predictions with higher sensitivity and specificity than univariate methods (Sabuncu and Konukoglu, 2014). Importantly, though, automated methods still rely on ‘gold standard’ information (i.e. class labels or severity measures) that, at present, is provided by expert humans. This information may be error prone, especially when accurate diagnosis is challenging, such as in the most early and uncertain stages of disease. While there are algorithmic approaches to dealing with erroneous diagnostic labels such as probabilistic models that provide a measure of confidence with their prediction (e.g. Marquand et al., (2010)) or methods that directly account for so-called label noise (e.g. Natarajan et al., (2013)), automated methods themselves can improve the gold standard over time by identifying which spatial and/or temporal patterns within data do or do not predict disease, thereby refining the diagnostic criteria.

This thesis focusses on using longitudinal information in pattern recognition as a means of achieving our aim. The cardinal feature of longitudinal study designs is that they involve taking measurements from the same set of subjects over multiple points in time. The primary importance of such information is that it measures within-subject changes without the confounding effects of between-subject differences. Longitudinal study designs, i.e. those that aim to collect longitudinal information, are therefore a natural approach to studying diseases marked by change over time. Neurodegeneration is one such class of diseases, defined as the progressive loss of neuronal structure or function over time. There are many neurodegenerative diseases, including Alzheimer’s disease, Parkinson’s disease, Huntington’s disease and amyotrophic lateral sclerosis (ALS). We will focus on the two most prevalent neurodegenerative diseases, namely Alzheimer’s disease and Parkinson’s disease.

In the following sections we briefly describe both diseases and highlight the need for biomarkers that can aid in the early diagnosis of each. Despite the clearly recognised value of longitudinal data in studying such progressive diseases there is a paucity of methods that have been proposed to make use of this information to form biomarkers, and even fewer that are based on pattern recognition.
1.2 Alzheimer’s Disease

Alzheimer’s Disease (AD) is the most prevalent neurodegenerative disease worldwide. AD is the most common cause of dementia, accounting for 60-70% of all cases. Dementia is a syndrome defined as cognitive dysfunction that is sufficient to cause some impairment in activities of daily living, and can include a wide variety of symptoms such as memory loss, cognitive and language problems, behavioural changes and an impaired ability to perform daily activities. Dementia is a major cause of disability among older people and has a huge physical, social and economic impact on the individuals affected as well as their family and caregivers. According to the World Health Organization (WHO), dementia affects 47.5 million people globally, with 7.7 million new cases per year\(^2\). The prevalences of AD and dementia in those aged 65 or over have been estimated to be 4.4% and 6.4% respectively (Lobo et al., 2000). With so many older people affected, dementia has a large impact on society as a whole, with one study estimating the direct and indirect costs of patient care to be between $80 and $100 billion per year in the US (Meek et al., 1998). The combination of high prevalence in older people and the ageing of populations worldwide have led to the prediction that the number of people living with AD will increase to 100 million in 2050 (Brookmeyer et al., 2007).

Much is known about the effects of AD on the brain, which include the deposition of amyloid plaques and neurofibrillary tangles (NFTs), neuronal and synaptic losses and inflammation (Serrano-Pozo et al., 2011). The causes of AD, in contrast, are not fully understood. They are thought to be a combination of genetic, lifestyle and environmental factors. Furthermore, despite decades of basic research and drug development, there is no treatment that can halt or reverse the pathology of AD. Early diagnosis is recommended for cost-effective care with treatments that may mitigate symptoms of the disease for some period of time (Winblad et al., 2016). It has been estimated that a modest one year delay in the onset and progression of AD would result in nearly 9.2 million fewer cases of the disease in 2050 (Brookmeyer et al., 2007). Towards this end, a great deal of research has focussed on characterising the early stages of AD and dementia. Researchers have identified and tried to refine

---

a diagnostic entity known as mild cognitive impairment (MCI), the symptomatic predementia stage between healthy cognition and AD.

The diagnosis of MCI and AD is based on clinical criteria, using information that can be collected in a clinical setting. The criteria include both subjective evidence of a change in cognition within the patient and an objective assessment of cognitive impairment. The diagnostic criteria for MCI acknowledge the growing importance of biomarkers, including those based on neuroimaging, however, as we have noted, their role is presently secondary in making a diagnosis (Albert et al., 2011).

1.3 Parkinson’s Disease

Parkinson’s disease (PD) is the second most prevalent neurodegenerative disease, affecting an estimated 1% of individuals over the age of 60 (de Lau and Breteler, 2006). In ninety percent of cases PD is idiopathic (i.e. of unknown cause). In the remaining ten percent of cases its cause is known: genetic causes explain roughly 4-5% of cases while secondary Parkinsonism (e.g. drug induced or caused by other diseased or illnesses) accounts for the remainder of cases. PD is characterized by a loss of dopaminergic neurons in the pars compacta of the substantia nigra (SN), a small structure located in the midbrain portion of the brainstem. The typical symptoms of PD, related to dopamine deficiency, include resting tremors, rigidity and postural instabilities. For these reasons, PD has traditionally been viewed as a motor disorder, although it is now considered to be a systemic disease, with non-motor symptoms that can manifest years before overt motors signs (Miller and O’Callaghan, 2015). These pre-motor symptoms include hyposmia (i.e. loss of smell), rapid eye movement (REM) sleep behaviour disorder, constipation and depression. Mid to late stage non-motor symptoms include cognitive decline, compulsive behaviour and hallucinations. There is currently no cure for PD, though treatments such as levodopa can alleviate symptoms, allowing good quality of life while the disease progresses (Chaudhuri et al., 2016).

Current diagnostic procedures typically identify PD at a relatively late stage in the disease where substantial numbers of SN neurons have already degenerated
and led to detectable motor symptoms. It is widely recognized in the research community that the severe loss of SN neurons that has occurred at the time of diagnosis likely limits treatment options and that PD needs to be diagnosed sooner, in its prodromal, premotor symptom phase. However, progress towards this goal has been limited by a lack of validated biomarkers. Miller and O’Callaghan, (2015) unequivocally state that there are no biomarkers at present that can predict the onset of PD nor any that can make a definitive diagnosis of PD. They identify the need for biomarkers that can identify early PD: namely the prodromal, preclinical or premotor stages. The need for early stage biomarkers is clear, as they would serve to identify PD before significant degeneration has occurred, presumably when future therapies would be most effective at halting the progress of the disease (Lang, 2011).

1.4 Thesis Outline

Part of the challenge in finding such biomarkers is that early stages of these diseases are marked by subtle pathological changes in the brain’s structure and function. The clinical diagnostic criteria for MCI we have outlined already take into account subjective changes in cognition within the patient. Such measures are important as there may be a large amount of variability in clinical measures across individuals or even within a single individual depending on the particular day. It seems natural that biomarkers should similarly use longitudinal information to capitalise on within-subject changes over longer periods of time, thereby increasing the sensitivity and/or specificity of diagnosis. It is commonly said in neurology that ‘time is the best diagnostician’ (Weinberger and Goldberg, 2014).

This thesis has a straightforward structure: it is built to present and apply a pattern recognition based method that makes use of longitudinal information and apply it to discriminate the early stages of AD and PD. Chapter 2 reviews the pattern recognition based disease discrimination studies in AD and PD that have used neuroimaging data. It puts emphasis on both early disease discrimination as well as two particular forms of problems structure, namely longitudinal and multi-modal information3. We point out that to date few studies have successfully capitalized on

3 We do not focus further on multi-modal information in this thesis, although it is a promising avenue of research given the biomarker progression models we discuss in Chapter 2.
longitudinal information, owing to a lack of pattern recognition based methods that directly make use of it, setting up the methodology we develop in Chapter 6.

Chapters 3 and 4 describe the data and preliminary methods used in subsequent chapters. Chapter 3 describes data from two studies, one focussing on MCI, the other on early PD. Both contain longitudinal neuroimaging data for disease subjects and healthy matched controls, allowing discriminations of early disease subjects from controls in both cases. Chapter 4 introduces the pattern recognition based data analysis pipeline we need for such discriminations. It describes the image preprocessing, cross-validation based classification and classifier performance evaluation, along with significance testing of classifier performance and model interpretation.

Chapter 5 puts the data and methodology of the previous two chapters to use, presenting preliminary analysis performed early in the course of the PhD. We compare cross-sectional and longitudinal biomarkers (referred to as “features” in pattern recognition) that can be extracted from structural MRI using the image preprocessing procedures described in the previous chapter. We use these structural MRI based features to discriminate both MCI subjects from controls and in pairwise discriminations between the three study groups of the Parkinson’s disease study we describe in Chapter 3. The analysis presented mostly serves to illustrate the difficulty both types of features have in discriminating early neurodegeneration. Consequently it motivates the development of better methods of using longitudinal information in discrimination settings.

Chapter 6 describes our approach to combining longitudinal information with cross-sectional information to form features that are well suited for discriminating neurodegeneration. As a feature construction method (see Section 4.4) it is independent of the imaging modality, image preprocessing and subsequent pattern recognition algorithm it is applied to. This allows us to apply it to both structural MRI and diffusion MRI in later chapters. Furthermore we also demonstrate that the method can handle an arbitrary number of measurements per subject from both

---

4 However, we should point out that Chapter 5 also presents a promising EEG result that should not be overlooked.
balanced and unbalanced longitudinal designs and can be applied to new cohorts which may have limited longitudinal follow-up.

Chapter 7 is the first of two chapters that apply our method, in this case to discriminate MCI subjects from controls using the available MCI longitudinal neuroimaging dataset. To further validate the method, we also discriminate early dementia subjects from controls using a second, publicly available longitudinal dataset. In all cases we use structural MRI based features, as in the preliminary analysis of Chapter 5. Across the various discriminations we perform, we are able to showcase the method’s flexibility across various study designs, number of samples per subject and follow-up periods between samples. We also demonstrate the method’s ability to transfer longitudinal information from one set of subjects to make disease prediction in another set of subjects who may only have cross-sectional information available.

Chapter 8 applies the method to pairwise discriminations of the three study groups of the Parkinson’s disease dataset using longitudinal diffusion MRI based features. In doing so, we demonstrate that the method can be applied in a completely different disease discrimination problem, imaging modality and preprocessing procedure than in the previous chapter. We further evaluate the effect of several common choices for diffusion tensor imaging (DTI) based features on classifier performance.

Chapter 9 summarizes the conclusions of the thesis, highlights its novel contributions and suggests some promising directions for future work.
Chapter 2 Literature Review

2.1 Overview
In this chapter we review the current state of neuroimaging-based discrimination of Alzheimer’s disease (AD) and Parkinson’s disease (PD) using pattern recognition methods. After a brief introduction and background to pattern recognition in neuroimaging, we discuss the progress made in discriminating both prodromal AD and AD itself as well as early PD.

The literature on diagnostic approaches to both diseases is substantial and this review does not attempt to cover the wide variety of other types of biomarkers that have been investigated, ranging from genetics, blood and cerebrospinal fluid (CSF). Instead we focus on imaging based studies and multi-modal studies that have included imaging and attempt to understand how imaging fits within the diagnostic criteria of these diseases. Within dementia discrimination studies we focus on those that have used structural, diffusion and functional MRI as well as PET. Within Parkinson’s discrimination studies we focus on studies using transcranial sonography (TCS), structural and diffusion MRI and 123I-Ioflupane SPECT (i.e. DAT-SPECT). We also discuss multi-modal and longitudinal pattern recognition studies in both diseases, highlighting their future potential and present limitations.

An important point to note is that many of the relevant studies to date have been based on small samples and may report discrimination accuracies that may suffer from overfitting (Hawkins, 2004). In light of this, when possible, accuracies from larger sample studies will be reported.

2.2 Pattern recognition in neuroimaging: an introduction and brief history
Traditionally, neuroimaging studies have employed mass-univariate analytical techniques: the general linear model (GLM) in particular has been the dominant paradigm in the analysis of neuroimaging data for several decades (Friston et al., 1994). These approaches make group-level inferences separately for each brain voxel and have contributed significantly to our understanding of the brain’s structure
and function. More recently, techniques from pattern recognition and machine learning have emerged as complimentary approaches to mass-univariate analysis. Pattern recognition and machine learning aim to “make predictions as accurately as possible and to understand the behaviour of learning algorithms” (Rasmussen, 2006). The distinction between the two terms (i.e. ‘pattern recognition’ and ‘machine learning’) is somewhat unclear. According to Bishop (2007), “Pattern recognition has its origins in engineering, whereas machine learning grew out of computer science. However, these activities can be viewed as two facets of the same field, and together they have undergone substantial development over the past ten years.” We will mostly use the terms “pattern recognition” or “pattern analysis” interchangeably here as they emphasize our focus on finding interpretable patterns within data in addition to the goal of making predictions on unseen data to assess the generalizability of a model.

Bishop, (2007) provides comprehensive coverage of pattern recognition and machine learning, covering both supervised and unsupervised learning. Supervised pattern recognition methods aim to predict class labels (i.e. classification) or continuous measures (i.e. regression) from the pattern within high-dimensional data and lend themselves naturally to making predictions at the level of individual subjects. They have proved to be particularly effective for clinical applications, where they have been used to predict disease state in a number of disorders (Klöppel et al., 2012b; Orrù et al., 2012; Wolfers et al., 2015; Arbabshirani et al., 2016). Such multivariate techniques offer increased sensitivity to spatially distributed effects that might, on their own, not be statistically significant.

Among the first studies that used pattern analysis in neuroimaging were those of Lautrup et al., (1994) and Mørch et al., (1997) who applied these methods to functional neuroimaging, in particular positron emission tomography (PET) and fMRI data. Haxby, (2012) recounts the motivation and methodology of another early and influential pattern analysis study: his 2001 paper on the representation of faces and objects in the ventral temporal cortex (Haxby et al., 2001). The study used multivariate pattern analysis to show that faces and objects are represented as patterns of neural activity in widely distributed and overlapping portions of the ventral temporal cortex rather than as distinct regions dedicated to representing particular faces or objects. A few years later came one of the earliest uses of what is
now the most common approach in neuroimaging, the support vector machine (SVM) by Cox and Savoy, (2003), who, in a similar study to Haxby’s, trained a classifier to determine which of ten different objects a subject was looking at during an fMRI session using the imaging time series from various sets of voxels (whole brain or feature selected voxels) as inputs to the classifier. Haxby notes that interest in applying pattern analysis, sometimes referred to as multivariate pattern analysis (MVPA), in neuroscience increased with the discovery that these methods could be used to decode cognitive states (Haynes and Rees, 2005; Kamitani and Tong, 2005).

The earliest applications of pattern recognition to clinically oriented neuroimaging seem to have occurred largely independently of the neuroscientific neuroimaging studies described above. Among the earliest neuroimage based diagnosis studies were those of Kippenhan et al., (1992) building on early work by Kippenhan and Nagel, (1990) and separately by deFigueiredo et al., (1995). Both studies discriminated Alzheimer’s (as well as vascular dementia in the latter study) using neural networks trained on region of interest (ROI) based features derived from PET or SPECT imaging. Roughly around the time of Cox and Savoy’s study, Lao et al., (2004) used the SVM to separately discriminate gender and age groups using voxel based morphometry (VBM) based features derived from structural MRI. The idea of VBM is simple and intuitive: apply spatial transformations to three-dimensional (3D) structural images of subjects’ brains to bring them into a common space where voxel-wise analysis can be performed across subjects. The common space is referred to as a stereotactic space in neurosurgery and neurology: a 3D frame of reference, defined by a reference template, to which individual subjects are warped.

The systematic and automated image registration techniques and analysis framework of VBM have had an enormous impact on neuroimaging, giving researchers an alternative to manually labelled ROI based analysis (Ashburner and Friston, 2000; Ashburner and Friston, 2001). A number of studies have used VBM based features to make individualized diagnostic predictions of neurological and psychiatric diseases (Davatzikos et al., 2008; Davatzikos et al., 2008; Duchesnay et al., 2007; Fan et al., 2006; Fan et al., 2007; Klöppel et al., 2008; Klöppel et al., 2009; Koutsouleris et al., 2009; Lerch et al., 2008; Teipel et al., 2007a; Teipel et al., 2007b; Vemuri et al., 2008a; Vemuri et al., 2008b). Among these studies and in many since, the SVM has emerged as the most widely used pattern recognition algorithm for
making individual diagnostic predictions using neuroimaging data (Orrù et al., 2012a; Arbabshirani et al., 2016). The success of the SVM can be attributed to the algorithm’s ability to make accurate predictions using high dimensional feature vectors and small sample sizes, making it well suited for typical neuroimaging studies. The availability of good open source implementations such as LIBSVM (Chang and Lin, 2011) have contributed to its popularity. Orrù et al., (2012) provide a review of studies using the SVM and neuroimaging to discriminate neurological and psychiatric diseases. We discuss the SVM in detail in Section 4.4.2 and use it throughout this thesis. Note that although the SVM has been validated as an effective discriminative classifier, probabilistic algorithms such as the Gaussian Process Classifier (GPC) (Rasmussen, 2006) have shown competitive predictive performance while being able to quantify the uncertainty in their predictions (Marquand et al., 2010), an important property in clinical applications.

2.3 Diagnostic criteria

Before discussing the progress made in pattern recognition based diagnosis of AD and PD using neuroimaging we review the current diagnostic criteria in AD and mild cognitive impairment (MCI), the symptomatic pre-dementia phase of AD, as well as preclinical AD, its earliest asymptomatic phase. We discuss the clinical diagnostic criteria for PD which are based on motor symptoms as well as the premotor stages associated with early PD. An understanding of these clinical diagnostic criteria as well as the disease stages (and associated temporal biomarker model in AD) will help us frame the subsequent discussion of pattern recognition based biomarker studies using different modalities as well as the motivation of studies using multi-modal and longitudinal information.

2.3.1 Alzheimer’s Disease

The criteria and guidelines for diagnosing AD were updated in 2011 following international workshops led by the Alzheimer’s Association, the National Institute on Aging and the U.S.’s National Institutes of Health (Jack et al., 2011). The workshop identified three stages of Alzheimer’s disease: dementia due to AD (McKhann et al., 2011), MCI due to AD (Albert et al., 2011) and a new stage termed
“preclinical Alzheimer’s disease” (Sperling et al., 2011). These criteria were a revision of the NINCDS-ADRDA criteria that had been in use since 1984 (McKhann et al., 1984). The 1984 criteria were used in clinical trials and clinical research for the diagnosis of probable AD with a sensitivity of 81% and specificity of 70% (Knopman et al., 2001). Consistent across both the old and new criteria are the use of clinical examinations and neuropsychological testing as the primary means of diagnosing probable AD (definite AD can only be diagnosed with histopathological evidence from a biopsy or autopsy). Probable AD must meet the criteria of all-cause dementia: interference with daily activities, a decline from previous functioning and cognitive impairment in two or more of the following domains: memory, reasoning, visuospatial abilities, language or personality. Additional criteria for AD dementia include a gradual onset of symptoms, a worsening of cognition over time and either amnestic presentations (learning or recall of information) or non-amnestic presentations (language, visuospatial or executive dysfunctions). The new criteria acknowledge the growing importance of biomarkers (both imaging and CSF) but do not recommend the use of such biomarkers as part of clinical practice due to a lack of uniform assessment and standardization.

The 2011 criteria defined a separate diagnostic entity known as MCI, the symptomatic predementia phase of AD. MCI has been a focus of intense study since the 1990s but was not part of the 1984 criteria. The MCI criteria put more emphasis on biomarkers than the AD criteria do, though in both cases biomarkers are not included in the core clinical criteria. The core clinical criteria for MCI are a change in cognition reported by the patient, an informant or a clinician plus objective evidence of impairment in one or more cognitive domains (listed above) with preservation of independence in functional abilities and no dementia. Unlike AD however, MCI does not cause interference in the activities of daily living. This somewhat vague distinction between AD and MCI means that differentiation must be made by a clinician on the basis of a description of daily activities from the patient and an informant. Importantly, unlike in AD, the diagnostic criteria note that evidence of longitudinal decline in cognition aids in the accuracy of diagnosis.

Biomarkers feature prominently in the clinical research criteria for MCI. A subject must meet the core clinical criteria to be diagnosed with MCI: biomarkers provide information as to the level of certainty in the diagnosis of “MCI due to AD”.
There are two categories of biomarkers in the criteria: those indicative of amyloid beta ("Aβ") deposition, namely CSF Aβ42 and amyloid PET imaging, and those indicative of neuronal injury, namely CSF tau/p-tau, MRI, FDG-PET and SPECT. A subject is said to have an intermediate likelihood of MCI due to AD in two situations: when there is a positive biomarker of Aβ and no available biomarker of neuronal injury or when there is a positive biomarker of neuronal injury and no available biomarker of Aβ, either because the unavailable biomarkers have not been or cannot be tested. A high likelihood of MCI due to AD corresponds to both Aβ and neuronal injury biomarkers being positive. MCI is not likely due to AD when both Aβ and neuronal injury biomarkers are negative; in such cases an alternative cause of MCI should be considered. The criteria do not cover the case of conflicting Aβ and neuronal injury biomarkers (one positive, one negative), noting that little is known about this situation.

The staging of preclinical AD, the earliest stage of AD identified by the workgroup, is based primarily on the hypothetical model of the temporal progression of biomarkers by Jack et al., (2010), shown in Figure 2.1. In this model, biomarkers of Aβ become abnormal first, followed by those of synaptic dysfunction, tau-mediated neuronal injury, brain structure, cognition and finally clinical function. Aβ accumulation, a necessary but not sufficient condition for MCI and AD, can occur a decade or more before clinical symptoms are detected. A data-driven model of biomarker changes, based on multi-modal data from the ADNI study, was developed by Young et al., (2014) and broadly confirmed this hypothetical model.

The three stages of preclinical AD identified mirror the hypothetical model: stage one is asymptomatic amyloidosis detected by CSF Aβ42 and amyloid PET, stage two is amyloidosis plus neurodegeneration detected by FDG-PET, (potentially) fMRI and structural MRI and stage three is amyloidosis, neurodegeneration and subtle cognitive decline detected by evidence of subtle change in cognitive function from subject’s baseline as well as poor performance on more challenging cognitive tests. Subjects in these stages do not yet meet the criteria for MCI. It is important to point out that preclinical AD is not a diagnosis. The preclinical AD stage is meant entirely for research purposes; for use in identifying study cohorts in longitudinal studies and clinical trials.
2.3.2 Parkinson’s Disease

The diagnosis of PD is based on clinical assessment: taking a careful case history through questioning of the patient and family to ascertain which motor or pre-motor symptoms have emerged and in what sequence. A clinical examination is then conducted to detect signs of parkinsonism, a clinical syndrome with four cardinal features: bradykinesia (slowness of movement), resting tremor, rigidity and postural and gait impairment. The UK Parkinson’s Disease Society Brain Bank clinical diagnostic criteria have been widely adopted as accurate means of making an objective diagnosis. This procedure consists of three steps: (i) a diagnosis of parkinsonian syndrome, consisting of bradykinesia and either rigidity, resting tremor or postural instability; (ii) a long list of exclusion criteria, such as a history of stroke, head injury, encephalitis or other neurologic or autonomic disorders; (iii) supportive positive criteria, consisting of three or more of the following: unilateral onset, resting tremor, progressive disorder, persistent asymmetry of symptoms, excellent response.

---

There is a well-known temporal progression of symptoms in PD, starting from the prodromal, preclinical phase of pre-motor markers (loss of smell, REM sleep disorder, constipation, autonomic problems, depression) leading to early motor signs which eventually leads to the clinical phase of detectable motor signs that meet the diagnostic criteria (Braak et al., 2003; Lerche et al., 2014). Simultaneous with symptom progression is the gradual loss of nigrostriatal neurons, with 50% or more cells lost before motor signs appear (Hawkes, 2008). However at present there is no hypothetical model of the temporal progression of PD biomarkers, as there is in AD (Jack et al., 2010).

Studies such as the Parkinson Progression Marker Initiative (PPMI), a large multi-centre study, aim to develop a biomarker progression model by tracking de novo (i.e. newly diagnosed and untreated) Parkinson’s subjects along with controls. The Progression Markers in the Premotor Phase (PMPP) study (Liepelt-Scarfone et al., 2013) aims to track a group of premotor phase subjects in addition to control and early PD groups to identify prodromal biomarkers. Reflecting the fact that the role of various biomarkers in discriminating PD disease stages has not been ascertained, both studies collect a variety of data, including blood samples, genetics, clinical assessments (motor, cognitive, autonomic, sleep, olfactory) as well as imaging (with MRI and SPECT in both cases). In Section 2.5 we review some of the pattern recognition based discrimination studies of PD using imaging, many of which have used the publicly available PPMI dataset. We use the PMPP neuroimaging data for pattern recognition based discrimination of PD, at risk subjects and controls later in this thesis.

2.4 MCI and AD discrimination

The following sections review studies discriminating MCI and AD on the basis of neuroimaging and how the approaches and research themes in such studies are related to the diagnostic criteria discussed in Section 2.3. Section 2.4.5 reviews
multi-modal studies, i.e. those that combine multiple modalities when making diagnostic predictions, while Section 2.4.6 discusses longitudinal studies that make predictions using within-subject changes over time.

2.4.1 Structural MRI
A recent extensive review of the literature identified over 500 papers that have applied pattern recognition and machine learning methods to neuroimage based neurological and psychiatric disease prediction (Arbabshirani et al., 2016). Across these studies, structural MRI is by far the most commonly used imaging modality and AD is by far the most commonly studied disease. The appeal of structural MRI as a biomarker of AD is that it is an independent and non-invasive measure of neuronal loss that provides complimentary information to a clinical diagnosis of AD, which is based on clinical measures and neuropsychological tests (Venuri and Jack, 2010). Structural imaging biomarkers are able to detect brain atrophy that is correlated with neurofibrillary tangle deposition and neuropsychological deficits, making them suitable as markers of present AD state and the progression of AD (Frisoni et al., 2010).

In large samples, many studies have employed structural MRI to classify probable disease of Alzheimer’s type (PDAT) subjects from healthy controls (HC) with high accuracy. Some example accuracies that are representative of the literature are 90% (Nho et al., 2010), 92% (Chincarini et al., 2011) and 92% (Duchesne et al., 2008). The features used in such studies have ranged from whole brain grey matter (GM) maps (Klöppel et al., 2008b), atlas based ROIs (Magnin et al., 2009), volume and thickness of cortex (Querbes et al., 2009; Desikan et al., 2009) and hippocampal shape (Gerardin et al., 2009) and volume (Chupin et al., 2009). Confirming these results, a direct and controlled comparison between radiologists and automated methods has shown that both performed comparably, achieving roughly 90% accuracy in both cases when discriminating subjects with sporadic AD from controls on the basis of structural MRI (Klöppel et al., 2008a).

Within the MCI diagnostic category, studies have tried to predict which subjects will progress to Alzheimer’s disease. Subjects within the MCI group are
often further separated into those converting to Alzheimer’s and those remaining stable over time. Costafreda et al., (2011) provide a summary of various approaches and their respective classification accuracies achieved on this particular problem. The studies listed used a variety of whole-brain or ROI-based features: using manually labelled hippocampal shape and volume (Ferrarini et al., 2009), multi-region semi-automatically labelled ROI’s (McEvoy et al., 2009), VBM based whole brain features (Teipel et al., 2007b; Misra et al., 2009; Plant et al., 2010) and medial temporal ROI’s (Duchesne et al., 2010). Costafreda’s own study used automatically identified hippocampal shape, achieving 80% accuracy compared to 74% weighted accuracy across the other six studies. These studies, while promising for identifying MCI subjects at greater risk of AD who may benefit from pharmacological interventions, presuppose a subject can be accurately diagnosed with MCI. In addition, they are inherently retrospective in nature: further studies are needed that prospectively test the accuracy of prognostic biomarkers (Albert et al., 2011).

Studies have reported lower accuracy in discriminating MCI subjects from controls compared to discriminating AD subjects from controls. Part of the difficulty, in addition to the subtle pathology one would expect at an early disease stage, is the well-known heterogeneity of MCI. MCI includes within it subgroups of single-domain amnestic subjects (i.e. those with memory related impairment), single domain non-amnestic subjects (i.e. those with a non-memory impairment, such as executive control or language) and subjects with multi-domain impairment (Petersen, 2004a). Some studies have shown significant neuropsychological differences between these subgroups (Libon et al., 2010). The complex, heterogeneous nature of MCI should be kept in mind when reviewing (and planning) discrimination studies.

In a large sample, systematic study of data-driven feature selection versus whole-brain classification, Chu et al., (2012) achieved accuracies in the 65-70% range when separating MCI subjects from controls in contrast to accuracies of 80-85% when discriminating AD subjects from controls. Chu’s study notes that domain-specific prior knowledge, such as the use of medial temporal lobe (MTL) based ROIs in discriminating AD, rather than data-driven feature selection, such as recursive feature elimination (RFE), is the means of achieving better classification performance. The hippocampus and, to a lesser extent, the parahippocampal region were noted as being consistently best at discriminating between groups, confirming
other studies’ findings. The difficulty in accurately discriminating MCI using structural MRI derived biomarkers is consistent with Jack et al’s hypothetical biomarker model, which posits the transition from normal to abnormal volumetric MRI based biomarker measures occurring during the MCI phase, with PET and CSF based biomarkers potentially transitioning sooner.

2.4.2 Diffusion MRI

In addition to neuronal loss that is detectable by structural MRI, AD is also characterized by WM changes, including loss of axons and myelin sheaths (Brun and Englund, 1986; Sjöbeck et al., 2005), WM atrophy (Hua et al., 2008; Migliaccio et al., 2012) and loss of structural integrity in WM pathways (Stebbins and Murphy, 2009). Few studies have used diffusion MRI in pattern recognition based discrimination of AD or MCI. Among the few large sample studies to date is that of Nir et al., (2015), who used features composed of fractional anisotropy (FA) and mean diffusivity (MD) measures from voxels along identified WM tracts. The study performed both statistical analysis of group differences along individual tracts and pattern recognition based classification using information from all tracts. Using the ADNI-2 dataset, the second phase of the ADNI project (Jack et al., 2015), the study investigated both group differences and the discrimination of AD subjects, “early” and “late” MCI subjects (a distinction introduced in ADNI-2) and healthy controls. They found significant group differences between AD subjects and controls along many tracts by the FA measure and all tracts by the MD measure. They also found significant group differences in MD between late MCI subjects and controls in five (out of twenty four) tracts but no group differences in FA in any tracts. No group differences were detected between early and late MCI subjects or between the overall MCI group and controls. The multivariate classifications were in line with the statistical analysis: FA and MD based features discriminated AD subjects from controls with 75-85% accuracy while MD based features discriminated late MCI subjects from controls with 68-79% accuracy, with no FA results presented for the latter problem. No results were presented for classifying early MCI subjects versus controls or all MCI subjects versus controls.
This study suggests that diffusion MRI has the potential to discriminate later stage MCI and AD but, at present, cannot discriminate early MCI. It is important to note that diffusion MRI is rapidly evolving: better imaging and analytic methods will inevitably lead to better features for pattern recognition. However, bearing the hypothetical biomarker model discussed in Section 2.3.1 in mind, biomarkers based on brain metabolism or neuronal function rather than brain structure may be intrinsically better suited to discriminating early dementia. Risacher and Saykin, (2013) provide a review of the role of various types of biomarkers in identifying different stages of AD.

2.4.3 Resting State fMRI

Studies using resting state fMRI (rs-fMRI) have shown differences in activity in the default mode network (DMN) (Raichle et al., 2001; Greicius et al., 2003) in AD subjects compared to controls (Greicius et al., 2004) and in MCI subjects relative to controls (Buckner et al., 2005). The DMN is a network of brain regions that includes the medial temporal, medial parietal and medial frontal lobes. In the last five years or so, several pattern recognition based studies have focussed on discriminating AD and MCI subjects using rs-fMRI based features. In their review Arbabshirani et al., (2016) identified six such studies, three of which discriminated Alzheimer’s subjects from controls with high accuracy: 100% by Wu et al., (2013), 100% by Khazaee et al., (2015) and 92% by Zhou et al., (2010), though each study had forty or fewer samples and as such may suffer from overfitting. Challis et al., (2015) used functional connectivity based features on a slightly different discrimination problem, separating 17 AD subjects from 40 amnestic MCI subjects with 97% cross-validated accuracy on a validation data set and 90% accuracy on a completely withheld test set consisting of 10 AD subjects and 10 amnestic MCI (aMCI) subjects. Discriminating aMCI subjects from healthy controls was accomplished with up to 78% cross-validated accuracy on the validation set and 75% accuracy on the external test set of 10 aMCI subjects and 10 controls. Given these promising results, further validation of the diagnostic potential of rs-fMRI is needed in larger sample studies.
2.4.4 PET

In the biomarker progression model we have discussed, biomarkers of β-amyloid (i.e. Aβ) become abnormal first and can predate the onset of the clinical symptoms of AD by a decade or more. Amyloid PET imaging has increasingly been used to assess the Aβ burden in those suspected of AD using positron emitting radionuclides (i.e. tracers) that specifically image Aβ plaques. The earliest such tracer, 11C-Pittsburgh Compound-B (11C-PiB) (Klunk et al., 2004), is impractical for widespread clinical use, with a short half-life that necessitates an on-site cyclotron. Three tracers with longer half-lives have since been approved for clinical use by the US Food and Drug Administration: 18F-florbetapir, 18F-flutemetamol, and 18F-florbetaben.

Amyloid PET images are typically interpreted by visual inspection or using a specific quantitative measure: the standardised uptake value ratio (SUVR). An SUVR is a ratio of tracer uptake in disease-affected ROIs compared to the tracer uptake in an unaffected ROI. The use of SUVR together with visual evaluation has been shown to decrease inter-reader variability in 18F-florbetapir PET interpretation (Nayate et al., 2015). Recent studies have begun to use multivariate pattern recognition to automatically assess Aβ abnormality using amyloid PET. Vandenberghe et al., (2013) used 18F-flutemetamol based images to classify scans as being amyloid positive (termed ‘Alzheimer-like’) or amyloid negative (termed ‘normal retention’). The study used whole-brain voxel based features and an SVM classifier to discriminate 25 amyloid positive scans from 24 amyloid negative scans with 100% accuracy, with training and testing class labels formed by expert visual readers.

Cattell et al., (2016) used a larger sample of subjects from across three different tracers on the same problem of classifying amyloid status. The study’s features, based on histograms of oriented three-dimensional gradients rather than voxel intensities, were independent of the choice of tracer or region of interest. As a demonstration of the robustness of their features, the study optimized the feature construction parameters on 18F-florbetapir images and applied the optimized parameters to classifying the amyloid status of a separate set of 131 18F-florbetapir
images, 209 11C-PiB images and 128 18F-florbetaben images with over 96% accuracy across all tracers.

These studies show the promise of automated pattern recognition based approaches to classifying amyloid status. However, the role of amyloid positivity as a biomarker of AD has not been fully established. The guidelines toward defining the preclinical stage of AD (Sperling et al., 2011) note that there is a distinction between the pathophysiological process of AD (AD-P) and the clinical phase of AD (AD-C), with signs of AD-P emerging years before those of AD-C. The ability of AD-P biomarkers (such as those derived from amyloid PET) to predict the AD-C stage is not clear; although at present amyloid status is useful for stratifying subjects in therapeutic trials (O’Brien and Herholz, 2015).

In contrast to amyloid PET, 18F-2-fluoro-2-deoxyglucose (FDG) PET is able to measure cerebral metabolic rate of glucose (CMRglc), which has been shown to correlate with clinical measures of dementia (Blass, 2002). FDG-PET has been used in AD research for over twenty years with studies showing CMRglc deficits in parieto-temporal areas (Silverman et al., 2001), posterior cingulate cortex (PCC) (Minoshima et al., 1997) and the medial temporal lobe (MTL) (Mosconi, 2005) in AD subjects relative to controls and MCI subjects relative to controls (Buckner et al., 2005; Langbaum et al., 2009).

Given its long history in AD research (Mosconi et al., 2010; Herholz et al., 2013), there have since been surprisingly few studies performing solely FDG-PET based automated diagnosis of AD. There are several potential explanations for the present state of the literature: early studies using voxel-wise pattern recognition methods were primarily developed for and applied to MRI while PET is costly and involves exposure to ionizing radiation, making it less appealing as a clinical diagnostic tool. Following earlier work by Minoshima et al., (1995), who developed a univariate classifier using automatically registered FDG-PET images, Herholz et al., (2002) performed the first large sample automated diagnosis study, discriminating AD subjects from controls with 93% accuracy. Later studies such as that of Kerrouche et al., (2006) explored the use of multivariate data decomposition methods such as principal component analysis and canonical variates analysis to
discriminate between AD subjects, those with vascular dementia, and normal controls.

Recent discrimination studies have primarily used the ADNI dataset: Hinrichs et al., (2009) discriminated AD subjects from controls with 84% accuracy using voxel based features while Haense et al., (2009) used the same method as in Herholz et al., (2002), a univariate classifier based on a sum of voxel-wise t-statistics, to achieve an 83% sensitivity and 78% specificity. Salas-Gonzalez et al., (2010) used feature selection and factor analysis with an SVM classifier to discriminate AD subjects from controls with up to 95% accuracy and MCI subjects from controls with up to 88% accuracy. Gray et al., (2012) used anatomically defined region-based features with an SVM classifier in pairwise discriminations of AD, progressive MCI, stable MCI and healthy controls. The study explored the use of both cross-sectional features (both baseline and follow-up time-points’ images), longitudinal features (the within-subject change from baseline to follow-up), and features composed of the concatenation of both cross-sectional and longitudinal information. Classifiers trained using features based on the follow-up data point were shown to be better than classifiers that used baseline data. Follow-up features achieved 86% accuracy discriminating AD subjects from controls (AD/HC), 79% accuracy discriminating progressive MCI subjects from controls (pMCI/HC) and 62% accuracy discriminating progressive MCI subjects from stable MCI subjects (pMCI/sMCI). Longitudinal change-based features performed consistently worse in classifications than cross-sectional (baseline or follow-up) features. However, when concatenating follow-up and longitudinal features, the study found a consistent, though small, improvement in accuracy compared to purely follow-up features: 88% accuracy on AD/HC (a 2% improvement), 81% accuracy on pMCI/HC (a 2% improvement) and 63% accuracy on pMCI/sMCI (a 1% improvement).

Recent ADNI based studies have combined FDG-PET with structural MRI, measures of cerebrospinal fluid (CSF) and subjects’ genetic information. These approaches are discussed in the following section on multi-modal classifiers.

ADNI is available at http://adni.loni.usc.edu.
2.4.5 Multimodal

Multimodal AD biomarkers provide complementary information that may lead to improved diagnostic predictions compared to any single modality (Fjell et al., 2010; Landau et al., 2010). Cavedo et al., (2014) list three reasons for the use of multimodal biomarkers: (i) a number of pathologies are involved in AD whose causal interaction is not fully understood; (ii) the presence/detectability of these pathologies depends on disease stage; and (iii) the temporal course of pathologies is not linear, nor do the pathologies parallel each other. Their viewpoints are consistent with the biomarker progression model, which hypothesizes a sequence of temporally overlapping transitions from normal to abnormal states across different types of biomarkers.

Early multimodal pattern recognition based discrimination studies combined structural MRI with several other types of data: demographic and genetic information (Vemuri et al., 2008a) and CSF biomarkers (Vemuri et al., 2009). In the former study, the additional demographic and genetic information provided a small improvement over the structural MRI based biomarkers, which were found to be most discriminative of AD subjects from controls. In the latter study, structural MRI was found to be slightly more predictive of conversion from amnestic MCI to AD than CSF biomarkers. The study of Davatzikos et al., (2011) was consistent with Vemuri et al.’s study, showing structural MRI based features as most predictive of MCI conversion, with CSF biomarkers having comparable, though lower, predictive value. Overall, the combination of structural MRI and CSF was slightly better than structural MRI individually.

Both Hinrichs et al., (2011) and Zhang et al., (2011) used multi-kernel learning (MKL) based classifiers. MKL involves combining information from multiple between-subject similarity matrices (i.e. kernels), each formed using a single modality (Bach et al., 2004; Lanckriet et al., 2004). Hinrichs et al.’s study combined structural MRI, FDG-PET, CSF, genetics and cognitive scores to achieve a 92% accuracy in discriminating AD subjects from controls (AD/HC). Though the combination was numerically more accurate than any individual modality, simply using cognitive scores achieved 91% discrimination on the same problem. Zhang et al. combined structural MRI, FDG-PET and CSF information to achieve a 93%
accuracy on AD/HC discrimination and 76% accuracy discriminating MCI from healthy controls (MCI/HC). In comparison, both structural MRI and FDG-PET individually achieved around 86% accuracy on AD/HC and 72% on MCI/HC. Methodologically, the two studies took different approaches to finding the optimal combination of kernels: Hinrichs et al. tuned the kernel weights as part of the SVM optimization problem while Zhang et al. took the more straightforward approach of searching for optimal weights via grid search in a nested cross-validation scheme.

The MKL approach has been expanded upon in subsequent studies. For example, Young et al., (2013) used MKL in a Gaussian Process classifier (GPC), learning the kernel weights as hyperparameters using type-II maximum likelihood\textsuperscript{7}. Their approach avoids the need for finding kernel weights via nested cross-validation while providing probabilistic predictions by virtue of the GPC’s Bayesian formulation. The study achieved a 74% accuracy in discriminating MCI converters from non-converters using a combination of structural MRI, FDG-PET, CSF and genetics. In addition it showed a statistically significant improvement of the combined features over purely MRI and purely PET based features.

Though multimodal biomarkers are promising, collecting the relevant data entails a higher cost and time commitment compared to single modality biomarkers. With these trade-offs in mind, Yu et al., (2012) sought to identify the optimal combination of structural MRI, FDG-PET, CSF and genetics in predicting amnestic MCI conversion to AD within two years, for the purpose of enriching clinical trial populations. Using all biomarkers yielded an 81% accuracy while MRI emerged as the best single modality with a 78% accuracy, compared to FDG-PET at 68% and CSF at 65%. The combination of ApoE (genetics) and cognitive scores had the lowest prediction accuracy of 62%. When taking cost and time into account, the study concluded that the combination of MRI, ApoE and cognitive scores was optimal for patient recruitment in clinical trials. Taking an “all MRI” approach to multimodal classification may avoid some of these trade-offs. Dyrba et al., (2015) combined structural MRI, diffusion tensor imaging (DTI) and rs-fMRI in an MKL based classifier, discriminating 28 AD subjects from 25 controls. They found that

\textsuperscript{7} Type II maximum likelihood refers to maximizing the likelihood function with respect to the hyperparameters instead of computing the hyperparameters’ posterior distribution. This approximation is widely used in practice.
DTI based measures of WM fibre tracts and structural MRI based GM volume resulted in the highest accuracy of 89%, while rs-fMRI did not improve predictive accuracy. Further studies are needed to understand the optimal combination of modalities for detecting early AD.

2.4.6 Longitudinal

Longitudinal information consists of repeated measurements of the same subjects over time. It is particularly important in the study of neurodegenerative diseases as they are, by definition, marked by progressive loss of structure and/or function (Jack et al., 2004; Raz et al., 2010; Risacher et al., 2010; Raz and Lindenberger, 2011). There is a long history of the use of longitudinal information in AD discrimination, often involving the comparison of a baseline to a single follow-up image, either on a whole-brain level or within a specific ROI, e.g. measuring hippocampal atrophy or ventricular dilation. Such measurements are typically performed by trained clinicians, particularly measuring hippocampal atrophy, although automated methods for quantifying whole-brain atrophy have been widely used in research. Two of the most influential automated methods are the boundary shift integral (BSI) ((P. A. Freeborough and Fox, 1997a) and FSL’s SIENA algorithm (Smith et al., 2001; Smith et al., 2002). Both methods automatically coregister follow-up and baseline structural MR images and then compute a metric that summarizes longitudinal brain atrophy. Smith et al., (2007) directly compared the two methods and found they provide very similar estimates of atrophy rates in both healthy controls and AD subjects. A univariate classifier based on the atrophy rate measurement achieved an 80% cross-validated discrimination rate between AD subjects and age-matched controls. The study concluded that multivariate analysis may offer more discrimination power.

Accordingly, more recent studies have started to use high-dimensional longitudinal features in multivariate classification. Misra et al., (2009) formed a “beta” image for each subject by performing a voxel-wise linear regression on all available longitudinal structural MRI based samples. Examining rate of change images rather than simple two-sample difference images allows for the use of an arbitrary number of samples per subject and may lead to more robust estimates of
degeneration. They found few significant group differences between MCI converters and non-converters using this longitudinal information, noting a potential lack of a sufficient number of follow-up images per subject (though the study required at least three time-points’ information per subject). The study concluded that subjects’ baseline measurements were far better at distinguishing MCI converters from non-converters than their longitudinal information. The multi-modal study of Hinrichs et al., (2011) formed a separate kernel for each baseline imaging modality (structural MRI and FDG-PET) and a kernel for longitudinal imaging (structural MRI based Jacobian determinants of the deformation fields from baseline to 24 month follow-up). In contrast to Misra et al, they found longitudinal information to be slightly better at predicting MCI progression to AD compared to baseline information. The study did not include a longitudinal FDG-PET based kernel as it was found to weakly discriminate AD subjects from controls.

The study of Gray et al., (2012), discussed in Section 2.4.4, evaluated FDG-PET based cross-sectional (both baseline and one year follow-up) and longitudinal features in pairwise discriminations of AD, progressive and stable MCI subjects (pMCI and sMCI, respectively) and healthy controls (HC). In contrast to Hinrichs et al’s MKL approach, they simply concatenated the cross-sectional and longitudinal features, finding that the combination of cross-sectional and longitudinal information (follow-up plus longitudinal in particular) led to a small but significant improvement over purely cross-sectional features. One year longitudinal information on its own was shown to be significantly less discriminative than either of the two cross-sectional features sets in the four pairwise classifications that were performed (AD/HC, AD/sMCI, pMCI/HC, pMCI/sMCI).

To broadly summarize, in many studies longitudinal information on its own appears to be approximately equally accurate or worse at discriminating stages of AD relative to purely cross-sectional information. Few studies have shown significant improvements in prediction accuracy using longitudinal information compared to cross-sectional information. A recent review of longitudinal neuroimaging in neurodegeneration came to a similar conclusion: despite the potential of longitudinal analysis in progressive diseases, the use of longitudinal biomarkers “in most cases unfortunately remains aspirational” (Schuster et al., 2015). This is somewhat at odds with the recommendations of 2011 NINCDS-
ADRDA criteria for both MCI (Albert et al., 2011) and, particularly, preclinical AD (Sperling et al., 2011), which both emphasize the importance of longitudinal information. The preclinical AD guidelines state that the change in cognition over time is likely to be more sensitive than any one-time measure. Schuster et al. point out that some longitudinal studies, particularly those studying preclinical stages, may be recruiting the wrong patients: recruitment should be based on incidence rather than prevalence, as patients who have already manifested symptoms may progress more slowly (with harder to detect within-subject changes) than pre-manifest cases.

Schuster et al. also recommend the use of more robust statistical models, such as mixed effect linear models that can handle varying numbers of measurements per subject (including a single measurement) and that can model non-linear trajectories. Non-linear trajectories of decline have been shown to be important in ageing (McDonald et al., 2009; Fjell et al., 2013). The need for better methodology extends to the multivariate classification context. Chen and DuBois Bowman, (2011) modified the SVM’s optimization problem to model a linear combination of an arbitrary number of cross-sectional time-points’ features. Using ADNI’s PET data (baseline and one year follow-up for all subjects) they discriminated AD subjects from controls with 65-67% accuracy using baseline and concatenated baseline plus follow-up features, while their longitudinal SVM method achieved 75-78% accuracy. Another approach is to improve longitudinal registration algorithms to create better features for existing pattern recognition algorithms. Examples of such methods include that of Holland and Dale, (2011), the extension of the boundary shift integral to multiple time-points (Leung et al., 2012), and the symmetric, diffeomorphic (multiple time-point) method of Ashburner and Ridgway, (2013). Finally, there exists a conceptual space between image registration and pattern recognition, namely feature construction, that can also make use of longitudinal information. The advantage of such an approach is it does not depend on the choice of a particular image registration method or pattern recognition algorithm.

2.5 PD discrimination

Taking a similar approach to the AD sections, these sections review studies discriminating PD subjects from controls using neuroimaging with a view towards
understanding the context of such studies within the current diagnostic criteria and the known progression of disease symptoms, as discussed in Section 2.3. The pattern recognition based discrimination literature in PD is sparse, especially when compared to the corresponding literature on AD discrimination. We review some of the increasing number of structural MRI based studies despite a historically minor role in PD discrimination (Pyatigorskaya et al., 2014), along with several $^{123}$I-Ioflupane SPECT based studies. We also review several studies using other modalities, such as transcranial sonography (TCS) and diffusion MRI, and point out the need for more multi-modal and longitudinal studies.

2.5.1 Structural MRI

Structural MRI has primarily been used to discriminate among Parkinsonian disorders - mirroring the diagnostic problem in clinical practice - rather than between PD subjects and controls. The problem of separating idiopathic PD (IPD) from related disorders such as progressive supranuclear palsy (PSP) and multiple system atrophy (MSA) in the early stages remains a challenge. This is important because the disorders each have a different underlying pathology, a different progression trajectory and different responses to treatment. Importantly, these disorders have very different prognoses, with median time to death of 5 years, 7-8 years and over 15 years for PSP, MSA and PD respectively (Litvan et al., 1996; Figueroa et al., 2014).

Duchesne et al., (2009) have shown that it is possible to differentially discriminate Parkinsonian disorders using volumetric data based on T1-weighted structural MR images. They discriminated IPD subjects from MSA or PSP subjects with an accuracy of 91%. Although the study contained 181 subjects, there were only 16 patients with IPD, eight patients with MSA and eight patients with PSP. As the authors note, the small number of disease subjects limited the ability to separate the individual classes further. Attempts to separate any or all of the Parkinsonian disorder subjects from healthy controls were not presented. Focke et al., (2011) presented similar accuracies separating MSA-P (the Parkinson’s variant of MSA), PSP and IPD (referred to as IPS) using T1-weighted images. Some notable accuracies were: 87% discriminating PSP from IPD using grey matter and 97% using white matter, 72% and 65% discriminating MSA-P from IPD using grey
matter and white matter respectively. The study discriminated MSA-P subjects from controls with 70% accuracy using grey matter and PSP subjects from controls with 94% accuracy using white matter. The study could not discriminate IPD subjects from controls, achieving a roughly 40% accuracy that is less than chance level.

Marquand et al., (2013) discriminated multiple Parkinsonian disorders simultaneously using a probabilistic multi-class classifier, with features restricted to the subcortical motor network. Probabilistic models, such as the Gaussian Process classifier that was used, are preferable as they provide a measure of confidence with their prediction, an important point for clinical decision-making. The benefit of multi-class classification is that it makes it possible to classify a subject into a specific variant of a complex disease without much prior knowledge of disease state. Briefly, resulting accuracies were: 91% separating PSP, IPD and MSA (both cerebellar and Parkinsonian variants grouped together), 85% separating of PSP, IPD, MSA-P and MSA-C (the cerebellar variant of MSA) and, when including healthy controls (HC), 74% separating PSP, IPD, MSA and HC. On the hardest problem, separating PSP, IPD, MSA-P, MSA-C and HC simultaneously, the result was 63%, which was still statistically significant.

Few studies have been able to discriminate PD subjects from controls using T1 weighted MRI, although we found several instances of successful discrimination. Salvatore et al., (2014) performed pairwise discriminations of 28 PD subjects, 28 PSP subjects and 28 healthy control subjects using whole-brain voxels achieving an 86% accuracy when discriminating PD subjects from controls, 89% accuracy discriminating PSP subjects from controls and 89% accuracy discriminating PSP from PD subjects. The large sample study of Adeli et al., (2016) used the PPMI dataset to discriminate 374 de novo PD subjects from 169 controls on the basis of 90 ROIs from a standard whole brain atlas (AAL, Tzourio-Mazoyer et al., 2002) and an additional eight ROIs from the brainstem, left and right red nuclei and left and right SN. GM, WM and CSF tissues volumes were computed at each ROI and concatenated to form a 294 length feature vector for each subject. The authors achieved up to 81% accuracy using an optimization based method that simultaneously discards poor samples and irrelevant features during classifier training. Both studies noted that the classifier weights, which should be interpreted with caution (Haufe et al., 2014a), indicate a pattern of cerebral and subcortical...
regions (including the SN and pons in both studies) are involved in discriminating patients from controls. Salvatore et al note that the spatially distributed pattern is consistent with the work of Braak et al., (2003) showing PD pathology spreading throughout the brain, starting from the brainstem and proceeding in stages to the neocortex via the basal ganglia.

2.5.2 Diffusion MRI

The influential study of Vaillancourt et al., (2009) identified reduced fractional anisotropy (FA), a measure derived from diffusion tensor imaging (DTI), in the SN of 14 de novo PD subjects compared to 14 controls. Their method achieved 100% accuracy in discriminating PD subjects from controls using manually drawn regions of interest in the SN. Péran et al., (2010) derived a small set of features using a combination of T2*-weighted and DTI imaging derived measures (FA and mean diffusivity, i.e. MD) of the SN, putamen and caudate. They were able to discriminate 30 PD subjects from 22 controls with 95% area under the receiver operating characteristic curve. Salamanca et al., (2015) used FA and MD within cerebellar and subcortical ROIs as features to discriminate 50 de novo PD subjects from 50 controls (a subsample of the PPMI dataset) with up to 77% accuracy.

In contrast to these promising studies, Schwarz et al., (2013) performed a DTI based study of 59 subjects (32 PD subjects and 27 matched controls) along with a meta-analysis of eleven studies to estimate the effect size of disease related nigral DTI changes. They concluded that, at present, DTI metrics are not a useful diagnostic biomarker and that unpublished negative study results are probably under-represented in the literature.

Similar to the structural MRI based studies, a whole-brain voxel based approach may better discriminate PD from controls using diffusion MRI data. While few such discrimination studies have been published, Rae et al., (2012) showed decreased FA and increased MD between PD subjects and controls in many white matter tracts in the frontal and parietal lobes, with an increased sensitivity using tract based spatial statistics (TBSS, Smith et al., 2006) compared to voxel based analysis.
2.5.3 123I-Ioflupane SPECT

123I-Ioflupane SPECT (also known as DAT-SPECT or DaTSCAN) is a dopamine transporter (DAT) imaging method that is used to detect disturbed dopaminergic functioning. It has been shown to differentiate Parkinsonian syndrome (PD, MSA, PSP) subjects from those with essential tremor and healthy controls (Benamer et al., 2000). A difference between normal and abnormal scans can usually be detected by visual assessment based on the pattern of DAT binding in the caudate nucleus and putamen. However, the use of quantitative information has been recommended in addition to visual evaluation to improve diagnostic accuracy (Darcourt et al., 2009).

Several large sample studies have in recent years demonstrated semi-automated or fully automated approaches to discriminating PD using DAT-SPECT imaging derived features. Prashanth et al., (2016) developed a semi-automated approach that uses the shape and surface of the regions of high DAT activity in the caudate and putamen as features, achieving a 97% accuracy in discriminating the PPMI study’s de novo PD subjects from a class that combined a healthy control group and a group of subjects with Scans Without Evidence of Dopaminergic Deficit (SWEDD). The SWEDD group subjects are those that have been diagnosed with PD (on the basis of motor symptoms) but which show normal dopaminergic activity via SPECT, raising the possibility that these subjects have been misdiagnosed with PD (Schneider et al., 2007). Illan et al., (2012) presented a fully automated approach to discriminate Parkinsonian syndrome (PS) subjects from controls using whole-brain voxel based features and an SVM classifier with 91% accuracy. Oliveira and Castelo-Branco, (2015) used voxels from the striatum as features with an SVM to discriminate de novo PD subjects from healthy controls with 98% accuracy using the PPMI dataset.

These studies demonstrate the potential of DAT-SPECT in discriminating PD or PS from controls. Based on the PPMI studies of Prashanth et al., (2016) and Oliveira and Castelo-Branco, (2015), DAT-SPECT holds promise in detecting early PD. Further to this, it has been combined with other sources of information in several multi-modal discrimination studies of early PD, as discussed in Section 2.5.5. Importantly, however, DAT-SPECT relies on detecting a significant reduction of dopamine (up to 67%), meaning there must be significant loss of dopaminergic SN
cells. This may limit its ability to detect prodromal PD. In addition, commonly used Parkinson’s medications such as levodopa may alter the DAT signal, limiting longitudinal use (Fahn et al., 2004). Finally, it is an expensive and involved test for patients, taking roughly five hours from pre-medication and ligand injection to scan finish.

2.5.4 Transcranial sonography (TCS)

Transcranial sonography (TCS) is an inexpensive and non-invasive imaging technique that can be easily applied in a clinical setting. Studies have shown that there is a distinct pattern of hyperechogenicity of the SN in PD subjects compared to controls that can be detected via TCS (Berg et al., 2001; Hagenah et al., 2006). TCS based assessment of the SN is typically performed manually, with imaging quality that depends on the experience of the operator as well as the acoustic bone window of the patient. There are no known studies that have performed a fully automated discrimination of PD using TCS. Chen et al., (2012) developed a semi-automated means of extracting features from TCS images, achieving up to 78% accuracy in discriminating PD subjects from controls using an SVM classifier.

2.5.5 Multimodal and longitudinal

Recent studies such as the large, multi-centre PPMI study (Marek et al., 2011) and the single site PMPP study (Liepelt-Scarfone et al., 2013a) have begun to collect longitudinal, multi-modal biomarkers of early PD subjects alongside healthy controls. At present there is a dearth of discrimination studies that make use of either type of information. Our literature review did not identify any studies using longitudinal features to discriminate PD and only a few studies using multi-modal features. Long et al., (2012) concatenated rs-fMRI and structural MRI derived features to discriminate 19 early PD subjects from 27 controls with 87% accuracy, compared to 74% accuracy using strictly rs-fMRI based features and 80% accuracy using structural MRI features. Prashanth et al., (2016a) used a combination of non-motor clinical assessments and imaging available from the PPMI study to discriminate de novo PD subjects from controls with up to 96% accuracy. The
features used were composed of the REM sleep Behavior Disorder Screening Questionnaire (RBDSQ) score, the University of Pennsylvania Smell Identification Test (UPSIT) score, measures of CSF and striatal binding ratios (SBRs) calculated from $^{123}$I-Ioflupane SPECT imaging. Combining pre-motor and imaging markers appears to be a promising approach and warrants validation by other studies and in other datasets such as the PMPP study, which also tracks an additional group of subjects identified to be at high risk of developing PD. As more studies identify and track groups of subjects in the pre-motor stage of PD there will be a greater need and opportunity for longitudinal and multi-modal discrimination methods that are able to use both subtle within-subject changes and diverse biological and clinical measures (Schuster et al., 2015).

2.6 Pitfalls and validation

There is a varying level of technical expertise needed to carry out a pattern recognition based study using neuroimaging data. In all cases, one needs to collect and collate the necessary imaging data, pre-process the images to form meaningful features that can be compared across subjects, performing some form of quality control at one or more steps along the way. Following the creation of features one can use an existing pattern recognition toolbox to train and test the performance of a classification or regression algorithm in a cross-validation based framework (Hanke et al., 2009; Schrouff et al., 2013). Such software has reduced the barriers for performing analysis, allowing non-specialists access to state-of-the-art algorithms such as the SVM and the Gaussian Process Classifier (GPC). Alternatively, one can implement some or all of the pattern recognition analysis if one desires a specialized form of feature selection, dimensionality reduction, pattern recognition algorithm or cross-validation scheme. Although custom analysis can lead to better results, it is important to emphasize that widely available toolboxes can reduce the prevalence of commonly occurring “pitfalls” in pattern recognition based analysis. Typical pitfalls include: the use of global statistics (normalizing using global mean and variance, for example), global rejection of outliers or extraction of features (using information about the test set), simultaneous selection of model parameters and evaluation of performance by performing cross-validation on the same data (rather than using
nested cross-validation, for example) (Lemm et al., 2011). Avoiding these pitfalls enforces a complete split between the training and testing data at each cross-validation fold, thereby ensuring accurate estimates of generalizability. Cross-validation is described in Section 4.4.3. Briefly, it is a systematic means of estimating the generalizability of a model using an available dataset.

In addition to the pitfalls mentioned, there is also the possibility of overfitting, i.e. training an overly complex model with subsequently poor performance in testing. Overfitting can be a particular problem when one is faced with high-dimensional features and a relatively low sample size, a situation which pertains to voxel-based neuroimaging analysis. The problem of overfitting is independent of the pitfalls we have mentioned, i.e. it is possible to overfit a model while still ensuring a complete separation between training and testing data during cross-validation. Modern pattern recognition algorithms use regularization (see Section 4.4) to minimize overfitting.

In light of these considerations, models should be validated on publicly available datasets, similar to the practice in computer science of testing pattern recognition algorithms on the MNIST dataset of handwritten digits. The ADNI dataset in AD and, increasingly, the PPMI dataset in PD have filled this role to date, with several studies performing validation of features and algorithms using ADNI in particular (Cuingnet et al., 2011; Chu et al., 2012; Sabuncu and Konukoglu, 2014). There are a number of other datasets that could potentially be useful in the study of neurodegeneration (Eickhoff et al., 2016). In addition to validation, public datasets enable the decoupling of data collection from analysis, granting researchers specializing in pattern recognition access to high quality data. As a result of ADNI, the field of AD discrimination has advanced significantly and at present is more developed than the corresponding PD literature. The recent review of Arbabshirani et al., (2016) has highlighted the need for further data sharing in neuroimaging.

In addition to validation studies, competitions can provide a valuable means of assessing the clinical applicability of automated diagnostic or prognostic systems. Competitions can reduce a subtle form of overfitting, in which the literature converges on a set of methods that perform well on a particular publicly available dataset. The recent CADDementia challenge aimed to assess the performance of
algorithms performing multi-class classification of AD, MCI and healthy controls using 354 T1-weighted structural MRI scans, with fifteen teams submitting 29 algorithms for evaluation (Bron et al., 2015). The best performing algorithm achieved 63% accuracy and 79% receiver operating characteristic area under the curve (ROC AUC). The study noted that this performance is difficult to compare to the literature as most studies perform pairwise classification (AD versus controls for instance) rather than simultaneous multi-class classification. Nevertheless, across all algorithms MCI had the consistently lowest true positive rate compared to the AD and healthy control classes, a finding that is in line with the literature and demonstrates the difficulty of discriminating this class using structural MRI and also that the true generalizability is probably lower than what is reported. Features based on VBM and those that combined volume and cortical thickness, shape and intensity generally performed best.

2.7 Conclusions

We have tried to provide an overview of some of the relevant literature in AD and PD discrimination studies, having restricted ourselves to automated, pattern recognition based studies using neuroimaging data. Across both diseases we have identified a variety of imaging modalities and preprocessing techniques to derive features from a particular modality. We have tried to frame the discussion of these modalities within the respective diagnostic criteria and disease progression models of both diseases.

Within AD this perspective may explain the difficulty of using structural MRI based features in discriminating subjects in the earlier stages of AD from controls and suggests the use of functional neuroimaging based features derived from rs-fMRI, which measures the connectivity of spatially distributed brain regions and FDG-PET, which measures the brain’s metabolic activity. The automated classification of amyloid status using amyloid PET appears promising, though the role of such pathological AD biomarkers to predict the clinical stage of AD is not clear; some subjects with AD pathology may never manifest clinical symptoms. It is possible that amyloid PET can be multi-modally integrated with other functional and structural imaging modalities to detect or predict the onset of early AD.
Multi-modal AD discrimination studies are starting to show improvements in accuracy over any single constituent modality, although on the whole these improvements have been modest. The cost and complexity of collecting a variety of imaging and behavioural measures is an important issue that some studies have addressed and others will have to address in the future if multi-modal biomarkers are to be practically used. Few discrimination studies have shown significant improvements using longitudinal features compared to cross-sectional features. There is a need for better longitudinal methods that are able to make use of subtle within-subject changes in brain structure or function. The revised criteria for AD, particularly the parts pertaining to MCI and preclinical AD, along with a number of neurodegeneration focussed reviews emphasize the importance of such information in detecting the earliest stages of neurodegeneration.

Within PD, structural MRI studies are beginning to discriminate de novo subjects from controls. At present there are few large sample diffusion MRI studies in the literature, though using whole brain features in this case appears to be promising. Several studies have attempted semi-automated discrimination using TCS, though image quality, at present, ultimately depends on the skill of the operator. Several SPECT studies have shown good results in discriminating early PD from controls and this modality has been further combined with pre-motor markers in multi-modal studies, with promising results. On the whole however, there have been very few multi-modal or longitudinal PD discrimination studies to date. The PPMI study has made longitudinal information publicly available though it has been little used in PD discrimination studies.

Finally, we have tried to briefly highlight some important considerations for building predictive models: (i) the use of established pattern recognition toolboxes can reduce the number of commonly occurring modelling pitfalls; (ii) publicly available datasets and data sharing schemes have greatly improved the quality of discrimination studies and will continue to do so in the future; and (iii) competitions further validate existing methods and are perhaps the best means of assessing the clinical applicability of automated discrimination systems.
Chapter 3 Datasets

3.1 Introduction

This chapter describes two neurodegeneration studies’ datasets that are used throughout the remaining thesis. These longitudinal studies aim to track a disease group or groups along with demographically matched healthy controls, with neuroimaging data available from multiple time-points for some or all study subjects in both cases. The first study we describe is the Heinz Nixdorf RECALL substudy (HNRS) of mild cognitive impairment (MCI), one of the few studies that specifically tracks subjects diagnosed with MCI, a heterogeneous diagnostic entity that represents early stage Alzheimer’s disease (AD) (Morris et al., 2001; Petersen, 2004). The second study is the Progression Markers in the Premotor Phase (PMPP) study of Parkinson’s disease (PD) that monitors disease progression in subjects identified to be at risk for developing Parkinson’s disease (Dlugaj et al., 2010; Liepelt-Scarfone et al., 2013).

These studies aim to identify biomarkers of early disease and disease progression in their respective neurodegenerative diseases. Both studies are well suited for exploring the goals of this thesis (discussed in Chapter 1), which are (i) to evaluate and compare the ability of current cross-sectional and longitudinal imaging based features to discriminate early neurodegeneration (see the literature review of Chapter 2 and the preliminary analysis of Chapter 5) and (ii) to develop new pattern recognition based methods that make use of longitudinal information in disease discrimination (see Chapters 6, 7 and 8).

In this chapter we review the designs of the two studies, the data collected in each and the choices made with respect to which of the available imaging modalities were analysed in subsequent chapters.
3.2 Study Designs

*Heinz Nixdorf RECALL substudy (HNRS)*

The Heinz Nixdorf RECALL (Risk Factors, Evaluation of Coronary Calcium and Lifestyle) study is a population-based prospective cohort study with subjects randomly selected from mandatory city registries in Germany. Study methods have been previously described in detail (Schmermund et al., 2002; Stang et al., 2005). Briefly, 4814 participants between the ages of 45 and 75 were enrolled between 2000 and 2003 in the Ruhr area of Germany. After the baseline examination participants were followed over a five year period when a second examination was conducted. The second examination (response rate: 90.2%) included a short cognitive performance assessment (for details regarding participants and drop-outs see Dlugaj et al., (2010)), which was accomplished in 4086 study participants. At this follow-up time-point, a random sample of participants (aged 50-80) with impaired short cognitive performance assessment results (n=701) and age appropriate short cognitive performance assessment results (n=316) were invited to a detailed neuropsychological and neurological examination to assess mild cognitive impairment (MCI) and its subtypes for inclusion in the HNR substudy (HNRS) (Dlugaj et al., 2010).

MCI was diagnosed according to the International Working Group on MCI criteria (Petersen, 2004; Winblad et al., 2004) with the exception of the cognitive complaint criterion (the subject or the informant had to express some concern about the person’s cognitive function). Thus, the following criteria were necessary for the diagnosis: (1) evidence for impairment in cognitive function on the administered objective cognitive tasks, which was not normal for age; (2) evidence for preserved basis activities of daily living/minimal impairment in complex instrumental functions and (3) exclusion of the DSM-IV (Diagnostic and Statistical Manual of Mental Disorders, fourth edition) dementia diagnosis. Participants with dementia, severe depression (ADAS depression subscale score >4), Parkinson’s disease, mental retardation, severe alcohol consumption (for women > 20g/day; for men >40g/day), known brain cancer, severe problems with the German language (in foreign persons) and severe sensory impairment leading to invalid cognitive testing were excluded from the analysis.
In total, the HNRS consisted of 148 MCI cases identified and matched, at the five year follow-up of the total HNR cohort, to 148 healthy controls according to age, sex and education. Participants were examined with MRI (detailed in Section 3.3) at the substudy baseline and at the substudy 2.5 years follow-up. A second follow-up with MRI, approximately 5.5 years after substudy baseline, is being conducted, with data not yet available. All participants gave their written informed consent. The study was approved by the local institutional ethical committee and followed established guidelines of good epidemiological practice.

After exclusion of MRI contraindications, the study included a subsample of 252 subjects (85% of all 296 substudy subjects), with imaging data from 126 MCI subjects and 126 matched controls available for analysis (Mönninghoff et al., 2015).

**Progression Markers in the Premotor Phase (PMPP) study**

The Progression Markers in the Premotor Phase (PMPP) study of Parkinson’s disease aims to monitor progression of neurodegeneration in three groups of individuals: (i) individuals assessed to be at high risk for PD (HR_{PD}) group, (ii) those diagnosed with early PD and (iii) a healthy control (HC) group composed of two subgroups (described later). This two year longitudinal study was designed to track the progression of a variety of biomarkers of PD in the prodromal phase, i.e. between the first appearance of symptoms and the full development of disease. We briefly describe the study design below; a complete description is provided in Liepelt-Scarfone et al., (2013).

Figure 3.1 depicts the design of the study. Basic and extended data, detailed in Section 3.3, were collected at baseline and two year (final) follow-up for control group 1. The HR_{PD} and PD groups had basic data collected at six month intervals from baseline to final follow-up, with extended data collected yearly. All participants gave their written informed consent. The study was approved by the local institutional ethical committee of the University of Tübingen and was conducted in compliance with the 1964 Declaration of Helsinki and its later amendments.
The PD group consisted of 16 subjects diagnosed by established criteria (Hughes et al., 1993), chosen to be in the early stages of the disease (mean disease duration at baseline was 31 months, with Hoehn and Yahr stage ≤ 2.5). Subjects at this stage of the PD may exhibit bilateral symptoms that affect posture and gait, though overall they have minimal disability and are physically independent. Subjects were required to be older than fifty, with no history of deep brain stimulation and no genetic mutation known to cause PD. The HR\textsubscript{PD} group consisted of 40 subjects with hyperechogenicity of the substantia nigra (termed SN+) as measured by TCS and one of the following: one cardinal motor sign of PD as measured by UPDRS-III or any two of the following markers: lifetime prevalence of depression, hyposmia, one-sided reduced arm swing or positive family history of PD. SN+ has been shown to be related to tissue iron content (Berg et al., 2002) and is present in 90% of PD subjects (Gaenslen et al., 2008). Importantly, about 10% of all individuals over the age of 79 years are SN+ and TCS cannot always be performed reliably or reproducibly in some individuals owing to insufficient temporal bone window. Furthermore SN+ is not
specific to PD: may be associated with other neurodegenerative disorders, such as dementia with Lewy bodies and corticobasal degeneration (Berg et al., 2011).

The healthy controls group had 41 subjects, chosen as those with normal Substantia Nigra (SN) echogenicity as measured by TCS, no signs of acute psychiatric diseases, and negative family history of PD. Controls were split into two subgroups: control group 1 consisted of 15 subjects, matched by age, gender and education to the PD group and control group 2, consisting of 26 subjects that served as a validation group for blood markers and questionnaires. Control group 2 had only basic data collected at baseline and two year follow-up. As this group did not have imaging data it was not included in any of the analyses presented in this thesis.

The exclusion criteria for all subjects were: other neurological diseases, history of drug or alcohol abuse, prior use of cholinesterase inhibitors or memantine or a Mini-Mental State Examination (MMSE) score ≤ 24 with a relevant cognitive deficit indicative of dementia.

### 3.3 Study Data

*Heinz Nixdorf RECALL substudy (HNRS)*

A standardized neuropsychological examination was conducted by a neuropsychologist using the following test assessments: Alzheimer’s Disease Assessment Scale (ADAS), the number connection test of the Nuremberg Gerontopsychological Inventory (German: Nürnberger Altersinventar (NAI)) (Oswald and Fleischmann, 1994), the verbal fluency test (Aschenbrenner et al., 2000) and an Instrumental Activities of Daily Living (IADL) (Oswald and Fleischmann, 1994) scale to assess activities of daily living. For each cognitive domain age-specific test norms were administered. A cognitive domain was rated as impaired if the performance was more than one standard deviation (SD) below the age adjusted mean. A cut-off of one SD was chosen for the screening test as well as for the detailed neuropsychological assessment, because it was found to be associated with a higher relative prognostic power in predicting the development of dementia compared with a cut-off of 1.5 SD (Busse et al., 2003). Furthermore it provides a higher sensitivity, which was particularly important for the screening test
to detect participants in need of further neuropsychological assessment (Busse et al., 2003). Depression was assessed using the depression subscale of the ADAS (Ihl and Weyer, 1993). A detailed physical examination with particular focus on the neurological examination was conducted by a neurologist. Furthermore, a medical history was gathered related to cognitive functioning, duration of such symptoms, history of other medical illnesses and current treatment.

The imaging portion of the dataset consisted of structural MRI, in particular T1-weighted, fluid-attenuated inversion recovery (FLAIR) and T2*-weighted images. We used the T1-weighted images in Chapters 5 and 7.

**Progression Markers in the Premotor Phase (PMPP) study**

The basic data set consisted of motor assessments: Unified Parkinson’s Disease Rating Scale, part III: motor evaluation, i.e. UPDRS-III and an arm swing task, a blood sample, history of medication and concomitant disease, olfaction tests, a depression assessment (the Beck Depression Inventory), a sleep disturbance assessment (PD Sleep Scale 2 and a REM sleep behaviour disorder, i.e. RBD screening) and a neuropsychological test of cognitive impairment (Mini-Mental State Examination, i.e. MMSE).

The extended data set is detailed in Appendix C. The MRI portion of the extended data set was available for analysis, consisting of T1 Weighted Structural, Diffusion Tensor Imaging (DTI), Arterial Spin Labelling (ASL), T2 Turbo Spin Echo (TSE), T2* Gradient Recalled Echo (GRE) and Magnetic Resonance Spectra (MRS) data. The 123I-FP-CIT-SPECT and Transcranial Sonography (TCS), both of which were only collected for a subset of study subjects, were not available for analysis. The electroencephalography (EEG) portion of the electrophysiology data was available. All motor, clinical, demographic, and neuropsychological data were also available for analysis.
3.4 Discussion

Both studies we have described aim to identify and track early neurodegenerative disease subjects along with matched controls. In both cases the early disease groups’ subjects have been carefully selected to represent those in the prodromal phase of neurodegeneration. Within the HNRS study, the MCI subjects have been diagnosed according to widely used MCI criteria. MCI has been identified as the prodromal phase of Alzheimer’s disease (AD), with subjects progressing to dementia at a rate of 10-15%, compared to 1-2% for cognitively normal elderly subjects (Petersen, 2004a). Within the PMPP study, the HR_{PD} group subjects have been selected based on a combination of presumed neuronal loss (in the substantia nigra) and specific motor or non-motor markers that the study proposes as a means of identifying individuals at increased risk for PD. These inclusion criteria are based on known and verified risk factors strongly associated with the development of PD (Braak et al., 2003; Przuntek et al., 2004; Gaenslen et al., 2008; Liepelt-Scarfone et al., 2013). In support of this view, a recent analysis of the PMPP study’s clinical measures identified group differences in autonomic function between HR_{PD} subjects and controls (Liepelt-Scarfone et al., 2015). Autonomic regulatory dysfunction is widely known to occur in the early (pre-motor) phase of PD (Gaenslen et al., 2011).

As discussed in Chapter 2, T1-weighted structural MRI based biomarkers have been widely used in dementia research. Such biomarkers have shown promise in discriminating Alzheimer’s disease subjects from controls and in predicting which MCI subjects will convert to Alzheimer’s disease. In this thesis we attempt to discriminate MCI subjects from healthy age matched controls, a challenging problem as MCI is marked by subtle differences between disease subjects and controls along both clinical and imaging biomarker measures. Current diagnostic criteria for MCI point out that hippocampal or medial temporal volume along with measures of the rate of brain atrophy, both of which can be derived from T1-weighted MRI, may be useful for diagnosing MCI (Albert et al., 2011). As such, we use the longitudinal T1-weighted MRI that is available in the HNRS dataset when creating cross-sectional and longitudinal features for discriminating MCI. Note however that the T2*-weighted and FLAIR images from the HNRS dataset were assessed by two neuroradiologists to form measures of white matter hyperintensities (WMHs), cerebral microbleeds (CMBs) and brain atrophy (Mönninghoff et al., 2015). The
study found significant group differences in cortical atrophy and occipital periventricular WMHs between the MCI control groups, though there were no differences in CMBs between the two groups.

PET and SPECT are commonly used to detect dopaminergic dysfunction related to PD. MRI, in contrast, has had little clinical use although progress has been made in recent years towards developing biomarkers based on both structural and functional MRI (Pyatigorskaya et al., 2014). As discussed in Chapter 2, T1-weighted MRI can be used to accurately discriminate between Parkinsonian disorders on the basis of volumetric differences in the cortex, in subcortical structures and in the brainstem and cerebellum. Few studies have shown significant differences between PD subjects and controls using this modality, possibly due to its poor contrast in many of the subcortical and brainstem structures (including the substantia nigra (SN)) that play an important role in the progression of PD (Braak et al., 2003). T1-weighted images offer good grey/white matter contrast in the cortex however and automated, whole-brain methods from voxel-based morphometry (VBM) are well developed and widely used with this modality (Ashburner and Friston, 2000; Ashburner and Friston, 2001). A few studies suggest these methods may have the potential to detect the subtle differences in cortical volume and thickness that may be relevant to discriminating PD subjects from controls. We use whole brain T1-weighted MRI based features in the preliminary analysis presented in Chapter 5.

Magnetic Resonance Spectra (MRS) were available for analysis and have been shown to detect differences in metabolism within subcortical structures in PD subjects compared to controls. Unfortunately MRS data was not available for many subjects and further, what was available was assessed to not be in a usable form. Therefore the decision was made to exclude this modality from analysis. There is also T2-weighted Turbo Spin Echo (TSE) MR imaging available for many subjects, from which T2 maps can be calculated. However, the protocol was changed midway through the study and as a result some of the images are composed of 30 slices, while others have 10 slices. In addition there is reduced slice coverage, covering the area from the base of the cerebellum midway through the striatum. The decision has been made not to analyse this data. The T2* Gradient Recalled Echo (GRE) images that were available for many subjects appeared to be sensitive to susceptibility
artefacts that would prevent their use in discriminating PD and as such they were also not analysed.

The DTI and ASL data were both usable upon initial inspection. In Chapter 2 we noted that whole brain DTI based features have the potential to discriminate PD subjects from controls. We use the available longitudinal DTI data in the analysis presented in Chapter 8. Some studies have shown reduced cerebral blood flow in the cortex in PD subjects compared to controls using ASL data (Fernández-Seara et al., 2012). Though we did not perform any analysis using the ASL data in this thesis, this modality presents a promising avenue for future work.

Finally, in the preliminary analysis presented in Chapter 5 we used the EEG data, available only for the baseline time-point, to perform a multi-class discrimination of the three study groups. Although this cross-sectional analysis, performed early in the course of the PhD, was unrelated to the ultimate longitudinal analysis related goals of this thesis, the results are promising and warrant further study.
Chapter 4 Preliminary Methodology

4.1 Overview

This chapter provides the methodological background for the analyses presented throughout the remainder of the thesis. Novel methodology, related to forming features using longitudinal information, is presented in Chapter 6. Here we focus on describing the essentials of the data analysis pipeline that starts with a set of raw neuroimages (themselves the products of a combination of scanner hardware and software that makes up the “data generation pipeline” that is MRI), applies a series of preprocessing steps and subsequently trains a classifier to predict a diagnostic state. One particular pattern classification algorithm, the Support Vector Machine (SVM), is described in detail as it used in most of the discriminations we perform. We discuss the metrics used to evaluate the predictive performance of binary classifiers as well as the permutation testing procedure used to assess the statistical significance of classifier performance. Finally we discuss how one can derive useful visualizations (i.e. brain maps) from a linear classifier.

4.2 The Data Analysis Pipeline

The analysis pipeline is depicted in Figures 4.1 and 4.2. It has three basic components: image preprocessing, classification within a cross-validation scheme and performance evaluation. Preprocessing involves applying a series of operations that includes image segmentation, image registration and quality control. The purpose of these often complicated and time consuming procedures is to extract meaningful, discriminative information, termed “features” in pattern recognition, from raw imaging data. Image segmentation is used to separate a structural image into constituent tissue class images such as grey matter, white matter or cerebrospinal fluid (CSF). Image registration transforms data into a common coordinate system. It can be performed either within subject (i.e. longitudinally) or between subjects (i.e. cross-sectionally) using either raw, unsegmented images or tissue class images derived from segmentation. Other preprocessing operations are also possible using region-based and network-based approaches (Wolfers et al.,
Quality control (QC), often performed by visually inspecting images, is used at one or more steps of this process. QC eliminates or adjusts for any corrupted or otherwise unsuitable images within a dataset.

Following preprocessing, classification is performed using the extracted features as training and testing data and their associated diagnostic labels (e.g. diseased or healthy at a certain point in time) as class labels. The classifier attempts to learn a rule that best separates the two or more classes of the training data. This is referred to as classifier training. The trained classifier is then used to predict the class labels of the testing data, which must be completely withheld during the model training process. Many algorithms have been devised to solve this often challenging problem; Bishop, (2007) and Hastie et al., (2011a) introduce and explain many commonly used approaches. We will describe one of the most widely used algorithms, the support vector machine (SVM), in Section 4.4.2 as we rely on it in many of the classifications we perform. Classification is typically performed within a cross-validation scheme with the generalization performance of the classifier evaluated by comparing the predicted class labels, aggregated across all cross-validation ‘folds’, to their corresponding known true class labels. Cross-validation is explained in Section 4.4.3 and depicted in Figure 4.1 while performance metrics are discussed in Section 4.7.

The analytic framework we describe is very general: it is used throughout the neuroimaging literature for pattern recognition based classification. There are many good explanations of it in the literature; see, for example, Lemm et al., (2011), Klöppel et al., (2012) and Wolfers et al., (2015). Although we do not discuss it further in this thesis, the same pipeline can also be used for regression, which involves learning a function of the input features that describes continuous measures of interest (such as age or a measure of cognitive function), rather than discrete class labels.
The data analysis pipeline we employ to evaluate the predictive performance of a neuroimage-based classification algorithm. All data is initially preprocessed using a combination of segmentation, registration and quality control procedures. Following this, K-fold cross-validation is performed by splitting the preprocessed data into K parts. A classifier is then trained and tested K times: for each of these cross-validation ‘folds’ one out of K parts of the data is withheld as testing data, with the remaining parts used as training data. The overall performance of the classifier is evaluated by aggregating the predicted class labels from across all cross-validation folds and comparing them to the true class labels. The classifier training and testing performed at each cross-validation fold is described in Figure 4.2.
4.3 Image Preprocessing

There are many approaches to preprocessing neuroimaging data: the procedure chosen depends on the image modality as well as the purpose of the analysis. We focus on describing the preprocessing of structural MRI here with the goal of generating features that are useful for discriminating neurodegeneration. Even within this narrowed focus, there are many design choices to be made. Cuingnet et al., (2011), for example, uses several different preprocessing methods to form a variety of structural MRI based features for discriminating Alzheimer’s disease subjects from healthy controls. We will use whole-brain Jacobian determinant based features that are derived from either between-subject or within-subject diffeomorphic image registration procedures. Whole-brain features have been shown to have comparable predictive accuracy to region of interest (ROI) based features on Alzheimer’s discrimination tasks (Cuingnet et al., 2011) while Jacobian determinant measures have shown promise in discriminating neurodegeneration by allowing a comparison of the expansion and contraction of voxels across and within subjects (Anderson et al., 2012; Hua et al., 2009; Hua et al., 2010; Studholme et al., 2004). In Chapters 5 and 7 we use cross-sectional and longitudinal Jacobian determinant features for
discriminating both early dementia and early Parkinson’s disease. In the following subsections we describe and compare these two types of features.

4.3.1 Cross-sectional Jacobian determinant features

Cross-sectional Jacobian determinants quantify the expansion or contraction undergone by each voxel of an image undergoing a diffeomorphic warp to an inter-subject template. We segmented the structural images from all time-points using SPM8’s “New Segment” procedure, forming grey matter, white matter, cerebrospinal fluid (CSF), soft tissue and skull images from each T1 weighted image. The grey matter and white matter tissue class images from each time-point of each subject were registered to a study specific template using SPM’s DARTEL registration procedure (Ashburner, 2007). The template consists of a grey matter tissue class image and a white matter tissue class image. We formed Jacobian determinant images from the flow fields that warp each pair of grey and white matter images to the template. DARTEL is a diffeomorphic algorithm that aligns both grey and white matter images to an average template formed using all available images. The algorithm starts with a smooth template and iteratively generates a sharper template to which images are iteratively aligned. At each iteration, both the grey matter and white matter tissue class image of each subject are registered to the template’s grey and white matter images, with heavier regularisation in the early iterations, resulting in a coarse-to-fine registration across iterations. Following registration, subjects’ grey matter images and (separately) their white matter image are averaged to form a new grey and white matter template for the next iteration.

4.3.2 Longitudinal Jacobian determinant features

Longitudinal Jacobian determinants quantify the expansion or contraction undergone by each voxel of an image undergoing a diffeomorphic warp from an earlier time-point to later follow-up time-point, i.e. during intra-subject registration. The registration procedure used to form such features was slightly more involved than the cross-sectional version. Intra-subject registration was performed for each subject as a first step, followed by the inter-subject segmentation and registration procedure.
described above. In the first step, we coregistered each subject’s baseline image and follow-up images using the intra-subject diffeomorphic registration method of Ashburner and Ridgway, (2013) that is available in SPM12b. The method involves rigidly rotating and translating all available time-points of a single subject to form an average position template that approximates the exponential barycentre of all time-points. Following rigid registration, a nonlinear diffeomorphic registration is performed to warp each time-point’s image to the template. In this thesis we used the pairwise version of this algorithm, always registering the baseline and follow-up images of a subject. We formed Jacobian determinant images from the flow fields warping each time-point’s image to the template. In the second step we created a common inter-subject space by performing the cross-sectional segmentation and registration procedure we have described the average position brain (i.e. template) of each subject. Using the flow fields from the second step, we warped the intra-subject Jacobian determinant images to the common inter-subject template, bringing these images into a common space.

4.3.3 Cross-sectional versus longitudinal Jacobian determinants

It is important to point out that the longitudinal Jacobian determinants formed via longitudinal registration may better account for whole-brain atrophy because the longitudinal registration algorithm starts with a rigid-body transformation that rotates and translates whole head (unsegmented) serial longitudinal images without scaling them. The flow fields from the diffeomorphic registration consequently incorporate any scaling that is associated with degeneration over time. Rigidly aligning whole head images also helps to reduce the effects of scanner calibration drift, i.e. a change an MR scanner’s magnetic field gradients over time. This drift can stretch the size of voxels at follow-up time-points: one study showed an artefactual 2% increase in volume between baseline and 21 month follow-up within a normal 32-year-old man (Freeborough et al., 1996). The effect can be somewhat reduced or eliminated through routine MR machine servicing, although service tolerances may permit variation of up to several percent in each dimension, which are, unfortunately, similar to rates of brain atrophy. At the analysis stage, voxel dimensions can be
rescaled by noting that, in developed adults, the size and shape of the skull usually
does not change over time. Several widely-used longitudinal registration algorithms,
namely the boundary shift integral (BSI) (Freeborough and Fox, 1997b) and SIENA
(Smith et al., 2002b) have exploited this to derive the scaling factor necessary to
serially register voxels within the brain by additionally constraining the registration
to serially align the skull portion of the head. This explicit constraint is not present in
the method of Ashburner and Ridgway, though it is similar in principle to their
constraint that whole head images (which may include areas outside the skull and
brain) be aligned.

In contrast to the longitudinal registration algorithm, the cross-sectional
registration algorithm (DARTEL) starts with segmented grey and white matter brain
tissue images that have been affinely registered to a standard (MNI) space. An affine
transformation is a linear transformation that allows for rotation, translation, scale
and shear. Consequently, the Jacobian determinants from the flow fields do not
include a scaling component as the affine registration has accounted for it. When
comparing deformations in brain structures across subjects it is usually preferable to
use such unscaled Jacobian determinants as one is interested in comparing the
relative size of brain structures across subjects. Later in this thesis (see Chapter 7)
we register multiple cross-sectional images from each subject via this procedure to
model the changes in Jacobian determinants over time in a common inter-subject
space. By doing so we can find a space of common within-subject changes (see
Chapter 6), though unfortunately, registering multiple time-points in this way may
not properly account for within-subject changes in scale and may therefore
underestimate whole-brain atrophy.

4.3.4 Whole-brain masks
We formed two different types of masks in the analyses presented in Chapters 5 and
7, which we will refer to as the ‘dementia mask’ and the ‘Parkinson’s mask’. The
dementia mask was used to mask the Jacobian determinant images used in MCI
discrimination (using the HNRS dataset, see Chapter 3) and early dementia
discrimination (using the OASIS dataset, see Chapter 5). The Parkinson’s mask was
used to mask the Jacobian determinant images when discriminating early stages of PD (using the PMPP dataset, see Chapter 3).

The dementia mask was a whole brain mask that excluded extracerebral voxels. Early on in the thesis, we chose to restrict our analysis to cerebral voxels when discriminating dementia as cerebral atrophy has long been a focus of dementia research. In particular we based this decision on the discrimination study of Doyle et al., (2014) and reviews such as Fox and Schott, (2004), which emphasize the importance of atrophy in the hippocampus and the expansion of CSF in the lateral ventricles. However, other discrimination studies such as Klöppel et al., (2008c) have used whole brain features that included the brainstem and cerebellum and have shown that some areas within the cerebellum may be relevant for separating AD subjects from controls. Including these regions may have led to slightly higher discrimination accuracy.

To form this mask, we segmented the MNI152 brain with the same “New Segment” procedure, then registered the resulting grey matter image to the study template’s grey matter tissue class image using FMRIB’s Nonlinear Image Registration Tool (FNIRT) (Andersson, J.L.R et al., 2007a; Andersson, J.L.R et al., 2007b). We applied the resulting warp to the Harvard-Oxford subcortical atlas (Desikan et al., 2006) that has been affine-registered to MNI152, available in FSL (Smith et al., 2004a). We then formed the mask as a binary image consisting of all atlas regions excluding the brainstem and cerebellum. In all cases the mask retained 356,365 voxels, which were vectorised to form high-dimensional features for classification.

We chose to include the brainstem and cerebellum in the Parkinson’s mask. The brainstem has long been known to be a crucial area in the study of this disease (Braak et al., 2003) while some more recent studies have begun to point out the importance of the cerebellum (Wu and Hallett, 2013). To form a whole brain mask we used the cross-sectional template from the inter-subject registration stage, which contained grey matter and white matter tissue class images. We retained voxels that had a value of at least 0.05 intensity in either the grey matter image or white matter image, reflecting a high confidence that the voxel contains information from one of these two classes. The mask retained 416,681 voxels in this case.
4.4 Classification

The essential components necessary to perform classification are shown in Figure 4.2 for a given cross-validation ‘fold’ (see Section 4.4.3). For both the training data and the testing data some combination of feature selection, dimensionality reduction and/or feature construction are often performed to produce training and testing features, although these steps are optional. Feature selection involves reducing the number of features that are presented to the classification algorithm with the goal of retaining only those features that aid in discrimination, thereby reducing the risk of overfitting a model. Feature selection can be either hypothesis driven, as in the case of restricting features to a region of interest (ROI) such as the hippocampus or medial temporal lobe based on disease-specific prior knowledge, or automatic, via a method such as recursive feature elimination (RFE) that iteratively trains a model and discards low ranking features until a termination criterion is reached. Dimensionality reduction, a concept that is related to feature selection, involves finding a lower dimensional representation of a set of features. Finally, feature construction refers to the creation of more complex features based on simpler ones and may involve both feature selection and dimensionality reduction. Mwangi et al., (2014) provides a review of these techniques in neuroimaging.

Following these operations a classifier is trained using the training features as inputs and their associated class labels as targets. The trained classifier is used to predict the test labels with the testing features as inputs. Although somewhat mitigated by feature selection and dimensionality reduction, the features used in neuroimaging are often very high dimensional (being voxel-based) with the feature dimension often vastly exceeding the number of available samples. For such ill-posed problems, regularization based classifiers such as the SVM are necessary to avoid overfitting. Regularization, discussed in Section 4.4.2, involves imposing additional assumptions when training a classifier.

In addition to regularization, the high-dimensional features in neuroimaging have also led to the preference for algorithms that operate on the matrix of pairwise similarities between samples (termed a “kernel matrix” in pattern recognition and machine learning) rather than operating directly on the features themselves. The
advantage of such kernel algorithms is that their computational complexity depends on the number of samples rather than the number of features. Additionally, kernels allow for the mapping of a low dimensional problem into a higher dimensional feature space where classes may be better separated. In some problem domains this is an important feature, though in this thesis the space we will be working with is already of very high dimension (being vectors of hundreds of thousands of brain voxels), so we will rely exclusively on the linear kernel, i.e. the inner product between two vectors, which preserves the original dimensionality of the features. We will describe the advantages of the linear kernel in the following section.

### 4.4.1 Linear Kernels

There are three advantages to using a linear kernel: it introduces no additional tuning parameters, it is easily and quickly computed and, as we will see, it allows for easy interpretation of a classifier’s weight vector and ‘forward’ map as a masked brain image. In the SVM equations, the kernel enters into the equations as a pairwise comparison of two vectors, i.e. \( k(\mathbf{x}, \mathbf{x}') \), where \( \mathbf{x} \) and \( \mathbf{x}' \) are \( d \times 1 \) vectors in the input space. When using a linear kernel with row vectors, this becomes \( k(\mathbf{x}, \mathbf{x}') = \mathbf{x}^T \mathbf{x}' \) and we see that we can easily compute the similarity between sets of training or testing features matrices by forming, in a single step, a kernel matrix \( \mathbf{K} = \mathbf{X}^T \mathbf{X}' \), where \( \mathbf{X} \) and \( \mathbf{X}' \) may be a training or testing feature matrix.

### 4.4.2 Support Vector Machines

This section describes one particular kernel based classification algorithm in some depth. Although the methods we develop in this thesis are generic (being at the level of feature construction) and can be used with any pattern recognition algorithm, we choose to use the support vector machine (SVM) classifier as it has been validated as an effective classifier for neuroimage based disease diagnosis (Klöppel et al., 2012; Orrù et al., 2012). In addition, the SVM classifier relies on several important ideas that are common to many other modern pattern recognition algorithms, namely kernels, regularization and sparsity. We will explain the role of each in the SVM
algorithm and hopefully provide some intuition as to why they are important in general.

SVMs are a family of supervised learning algorithms that build on a simple concept: find an optimal hyperplane that is useful for classification, regression, outlier detection or clustering. In the context of two-class classification, the optimal hyperplane is the one that maximizes the “margin” between the two labelled classes. The margin is defined as the shortest distance between the hyperplane separating the classes and the closest data points from both classes. The SVM is therefore referred to as a maximum margin classifier.

In the linear case, the SVM classifier’s decision function is described by

\[ y(x) = w^T x + b \]  

(4.1)

where \( w \) is a vector that is orthogonal to the hyperplane separating the two classes, \( x \) is a sample and \( b \) is a constant offset term that controls the distance of the hyperplane from the origin. Samples in the first class, given a label (i.e. target value \( t \)) of +1, are those for which \( y(x) > 0 \); samples in the second class, given a label of -1, are those for which \( y(x) < 0 \). The label of a sample is therefore simply the sign of the decision function \( y(x) \).

The vector \( w \) is of central importance in this equation: its direction is orthogonal to the hyperplane separating the two classes and its magnitude is inversely proportional to the size of the margin between the two classes. The SVM’s goal of maximizing the margin between classes is equivalent to finding the vector \( w \) with smallest Euclidean norm \( ||w|| \) under the condition that the training data is perfectly separated. To understand how this is so, observe that the distance of a sample \( x_i \) from the separating hyperplane, defined as the points at which \( y(x) = 0 \), is

\[ \frac{t_i y(x_i)}{||w||} = \frac{t_i (w^T x_i + b)}{||w||}. \]  

(4.2)

The margin to be maximized is the minimum of this distance across the \( n \) available training samples, i.e.
\[
\max_{\mathbf{w}, b} \left\{ \min_{i=1,...,n} \frac{t_i (\mathbf{w}^T \mathbf{x}_i + b)}{||\mathbf{w}||} = \frac{|\mathbf{w}^T \mathbf{x}_i + b|}{||\mathbf{w}||} \right\}. \tag{4.3}
\]

We can formulate this problem as a conventional convex optimization objective function if we constrain the absolute value of the decision function (the numerator of this term) to be unity, i.e. \( \min_{i=1,...,n} |\mathbf{w}^T \mathbf{x}_i + b| = 1 \). In other words, the points closest to the decision surface will be on the \( y(\mathbf{x}) = 1 \) or \( y(\mathbf{x}) = -1 \) line (there will be at least one training sample on each line). We can then maximize term (4.3) by minimizing the denominator, i.e. the norm of the vector \( \mathbf{w} \) subject to the constraint we have imposed on the numerator. We can now state the ‘primal’ form of the SVM’s objective function as:

\[
\operatorname{minimize}_{\mathbf{w}, b}: \quad \frac{1}{2} ||\mathbf{w}||^2 \tag{4.4}
\]

subject to: \( t_i (\mathbf{w}^T \mathbf{x}_i + b) \geq 1, \ i = 1, ..., n. \)

The SVM optimization problem thus framed is a constrained quadratic programming problem that can be solved with standard mathematical optimization solvers.

Figure 4.3 provides an example of two different classification hyperplanes (here, lines) that separate the given two-dimensional data points that have been assigned to one of two classes (blue crosses or red circles). In a three dimensional problem, the surface separating the classes becomes a plane and in general it is referred to as a ‘hyperplane’ in higher dimensions. Note that the separating hyperplane is always one dimension smaller than the overall dimensionality of the feature space. In the figure there are two such hyperplanes that each perfectly separates the given training data, shown as solid lines of green and grey, with corresponding orthogonal vectors \( \mathbf{w}_1 \) and \( \mathbf{w}_2 \) associated with each line. These vectors are referred to as the ‘weight vectors’ of a decision function of the form (4.1), because they specify the contribution of each dimension of a sample to the overall decision of which side of the decision plane (i.e. which class) the sample belongs to. In the figure, the dashed lines are the margin associated with the two decision functions. Observe that the margin of the green hyperplane is wider than that of the grey hyperplane’s. Correspondingly, the weight vector \( \mathbf{w}_1 \) has a smaller magnitude than \( \mathbf{w}_2 \), as depicted by the perpendicular arrows orthogonal to each of the
hyperplanes. In such a linearly separable problem there will be an infinite number of such hyperplanes that perfectly separate two classes. However, if we assume in this case that the green line is the maximum margin classifier, then the weight vector $w_1$ associated with this hyperplane has the smallest magnitude among all possible separating hyperplanes’ weight vectors. Loosely speaking, this weight vector is optimal because it is the “smoothest”, i.e. it has the smallest possible amplitude of all the separating hyperplanes.

The figure also depicts the ‘support vectors’ of the maximum margin classifier (the decision function that uses the $w_1$ vector) as darkened crosses and a darkened circle. These are data points lying on the margin, i.e. where $y(x) = 1$ or $y(x) = -1$ for a given data point $x$ and carry all information relevant to the decision problem. We will see that the SVM has the appealing property that the optimal weight vector can be expressed as a linear combination of these support vectors that lie on the margin, allowing us to ignore the other training samples when evaluating the decision of unseen (testing) data.

Figure 4-3 A linearly separable problem with two hyperplanes (here, lines) that perfectly separate the two classes (one marked by x’s, one by o’s). We see that the green hyperplane has a larger margin and a correspondingly smaller weight vector $w_1$ than the grey hyperplane’s weight vector $w_2$. In this case the green line is the maximum margin classifier. The support vectors of this classifier, the term used for the samples lying on the margin, are shown by the darkened x’s and o’s.
When the training samples are not linearly separable the optimization problem of (4.4) will not have a solution. In this case there will be one or more samples that prevent the clean separation of the classes with a hyperplane. This is a realistic scenario: classification is often corrupted by some form of noise, whether on the input side (uncertainty in the exact locations of samples) or, more insidiously, on the output side (uncertainty in the labels of samples that causes some to be on the “wrong” side of the decision surface, potentially deep within the other class’ territory). For such cases we can introduce ‘slack variables’ that allow samples to be misclassified by modifying the SVM’s optimization problem. Rather than the ‘hard margin’ SVM of (4.4) that does not permit misclassifications, these slack variables can be thought as creating a ‘soft margin’ that permits samples to stray within the margin or even into the other class’ territory. The primal form for the soft margin SVM is:

\[
\begin{align*}
\text{minimize}_{\mathbf{w},b}: & \quad \frac{1}{2}\|\mathbf{w}\|^2 + C \sum_{i=1}^{n} \xi_i \\
\text{subject to:} & \quad t_i(\mathbf{w}^T\mathbf{x}_i + b) \geq 1 - \xi_i, \\
& \quad \xi_i \geq 0, \quad i = 1, \ldots, n
\end{align*}
\]

(4.5)

where the \(\xi_i\)’s are non-negative ‘slack’ variables. In the hard margin scenario, we imposed the constraint that \(t_i(\mathbf{w}^T\mathbf{x}_i + b) \geq 1\), in other words the decision function output \(y(\mathbf{x}) = \mathbf{w}^T\mathbf{x}_i + b\) multiplied by the label \(t_i\) (either +1 or -1) must be greater or equal to one, meaning no sample can be closer than the margin marked by the \(y(\mathbf{x}) = 1\) and \(y(\mathbf{x}) = -1\) contour lines. Now we loosen this constraint by allowing samples to be a distance \(1 - \xi_i\) away from the margin, where \(\xi_i \geq 0\). When \(\xi_i > 1\) we see that the distance from the margin is negative, meaning the sample is misclassified, while when \(0 < \xi_i \leq 1\) the sample is within its class’ margin.

The minimization problem is now a trade-off between maximizing the margin (by minimizing the \(\frac{1}{2}\|\mathbf{w}\|^2\) term) and minimizing the sum of the violations of the margin (the \(C \sum_{i=1}^{n} \xi_i\) term). The constant \(C\) controls this trade-off (breaking notation, this scalar is capitalized to correspond with the literature); as such it is referred to as a regularization parameter. Regularization, a fundamental concept in pattern recognition, refers to the imposing of assumptions on the form of a solution.
to avoid, for example, the scenario of overfitting a classifier to training data with subsequently poor performance on testing data. Here, a large \( C \) places more emphasis on punishing violations and less emphasis on maximizing the margin, i.e. less regularization, which leads to a smaller margin and tighter fit to the data. A small \( C \) emphasizes a maximization of the margin and puts less emphasis on punishing violations, i.e. more regularization. \( C \) can be thought of as an “inverse” regularization parameter and the ‘hard margin’ SVM of (4.5) can be thought of as a ‘soft margin’ SVM with \( C \) set to infinity, meaning no violations are allowed, i.e. no regularization.

Before we discuss the details of how the optimization problem of (4.5) is solved, we should emphasize that a wider margin is preferable as intuition suggests that a larger separation between classes in training (at the expense of some margin violations) should lead to a better generalization to unseen data. Several theoretical justifications for such intuition are provided in Section 7.2 of Schölkopf and Smola, (2002), the simplest of which starts by assuming that the training samples and testing samples (those unknown to the classifier at training) are drawn from the same distribution, such that the testing samples lie “close” to the training samples in the sample space. We further assume that the testing samples are generated by adding a bounded amount of noise to the training samples and that we know this bound on the noise. It follows that if we can perfectly separate the training samples with a margin at least as large as the known bound on the noise then we can still perfectly separate the testing samples. Consequently, a larger margin allows for larger amounts of uncertainty in the location of test samples while maintaining class separability. Theorem 7.3 of Schölkopf and Smola, (2002), based on the work of Bartlett and Shawe-Taylor, (1998), provides a more formal upper bound on the prediction error of a margin based classifier (i.e. the probability of misclassifying a test sample), showing that this error can be minimized by maximizing the margin (minimizing \( ||w|| \)) while keeping the ‘margin error’ (the fraction of samples for which \( t_i y(x_i) < 1 \)) low. We can immediately recognize that these criteria are very similar to the ones being traded off in the optimization problem of (4.5), implying that the soft margin SVM formulation is seeking the optimal classifier in some strict sense.
To solve the constrained optimization problem of (4.5) we use a Lagrange multiplier for each constraint, resulting in the following Lagrange function (i.e. Lagrangian)

\[
L(w, b, \xi, \alpha, \mu) = \frac{1}{2}||w||^2 + C \sum_{i=1}^{n} \xi_i
- \sum_{i=1}^{n} \alpha_i(t_i(w^T x_i + b) - 1 + \xi_i) - \sum_{i=1}^{n} \mu_i \xi_i
\]

(4.6)

where \(\alpha_i \geq 0, \mu_i \geq 0\) for \(i = 1, \ldots, n\) are the Lagrange multipliers (the Lagrangian \(L\) is a scalar). According to Theorem 6.26 of Scholkopf and Smola, (2001) we seek a saddle point of \(L\) such that the function is minimized with respect to \(w\) and \(b\) and maximized with respect to the Lagrange multipliers (the \(\alpha_i\)'s and \(\mu_i\)'s). At the solution the partial derivatives with respect to the primal variables must vanish, so that

\[
\frac{\partial}{\partial w} L(w, b, \xi, \alpha, \mu) = 0,
\]

\[
\frac{\partial}{\partial b} L(w, b, \xi, \alpha, \mu) = 0.
\]

The first partial derivative above leads to the condition that the optimal weight vector be expressed as a weighted combination of samples, with the \(\alpha_i\)'s determining the magnitude of the contribution of each sample to the weight vector and the class label \(t_i\) (+1 or -1) determining the sign, so that

\[
w = \sum_{i=1}^{n} \alpha_i t_i x_i
\]

(4.7)

while the second partial derivate leads to the condition that the sum of these signed weights (\(\alpha_i t_i\)'s) be zero, so that

\[
\sum_{i=1}^{n} \alpha_i t_i = 0.
\]

(4.8)
Scholkopf and Smola, (2001) offer a lucid mechanical analogy for these two conditions, namely that equation (4.8) asserts that at the solution the sum of forces exerted on the hyperplane by the support vectors (i.e. those samples for $\alpha_i > 0$) must be conserved i.e. each support vector $\mathbf{x}_i$ exerts a force of magnitude $\alpha_i$ in the $t_i \mathbf{w}/||\mathbf{w}||$ direction, with the sum of these forces across support vectors equalling zero. Equation (4.7), on the other hand, asserts that the sum of the torques exerted on the hyperplane by the support vectors also sums to zero due to $\sum_i \mathbf{x}_i \times t_i \alpha_i \mathbf{w}/||\mathbf{w}|| = \mathbf{w} \times \mathbf{w}/||\mathbf{w}|| = 0$, where $\times$ is the cross product operation used in calculations of torque. In this way, solving the optimization problem can be viewed as finding this point of mechanical stability.

Expressions (4.7) and (4.8) allow us to eliminate the primal variables $\mathbf{w}$ and $b$ from the optimization and state the ‘dual’ form of the optimization problem (4.5):

\[
\max_{\alpha_i} W(\alpha) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j t_i t_j \mathbf{x}_i \mathbf{x}_j
\]

subject to: $0 \leq \alpha_i \leq C, \quad i = 1, ..., n$

\[
\sum_{i=1}^{n} \alpha_i t_i = 0.
\]

As before, this optimization problem is framed as a standard quadratic programming problem, which, in this case, is usually solved using sequential minimal optimization (SMO) (Platt, 1998a).

We have transformed the problem of minimizing an objective function of the primal variables into maximizing an objective function of the dual variables (the support vector weights $\alpha_i$). The conditions $0 \leq \alpha_i \leq C$ are required as the $\alpha_i$’s are Lagrange multipliers in the primal problem, so it must be the case that $\alpha_i \geq 0$. On the other hand, the additional condition that the derivative of (4.6) with respect to the other primal Lagrange multipliers must also vanish, i.e. $\frac{\partial}{\partial \mu_i} L(\mathbf{w}, b, \xi, \alpha, \mu) = 0$, leads to $\alpha_i = C - \mu_i$, which implies that $\alpha_i \leq C$.

It can be shown that the optimization problem in the form (4.5), with dual form (4.9), must satisfy the Karush-Kuhn-Tucker (KKT) conditions, which requires
that \( \alpha_i(t_i y(\mathbf{x}_i) - 1 + \xi_i) = 0 \) for every training sample at the solution (see (Bishop, 2007)). This constraint can be met in two ways: when \( \alpha_i = 0 \) we have that \( t_i y(\mathbf{x}_i) \geq 1 - \xi_i \) and thus the sample is well classified or when \( \alpha_i > 0 \) we have that \( t_i y(\mathbf{x}_i) = 1 - \xi_i \) and thus the sample is either on the margin (\( t_i y(\mathbf{x}_i) = 1 \), slack variable \( \xi_i = 0 \)) or within the margin (\( t_i y(\mathbf{x}_i) = 1 - \xi_i \), slack variable \( \xi_i > 0 \)). Thus we see via (4.7) that all well classified samples do not contribute to the classifier’s weight vector and that the classifier relies on a small set of samples, termed ‘support vectors’, that lie on or within the margin to make its predictions. As a result, the SVM is said to be \textit{sparse} due to its reliance on these support vectors that are a subset of the full training data, though it should be pointed out that the entries of the weight vector that it computes are not in general sparse.

We can make two important observations with respect to this dual optimization problem. The first is that this soft margin dual formulation is the same as the hard margin dual formulation with the exception that there is no upper limit of \( C \) on the magnitude of the \( \alpha_i \)’s in the hard margin case. The hard margin case is thus the same as the soft margin case with \( C = \infty \). The soft margin will therefore saturate any large values of \( \alpha_i \) at \( C \), rather than letting them grow without bound to minimize the objective function. As the \( \alpha_i \)’s are support vector weights, this corresponds to a cap on the maximum contribution of a particular training sample to the weight vector (see equation (4.7)).

The second observation is that the training samples (the \( \mathbf{x}_i \)’s and \( \mathbf{x}_j \)’s) only enter into the optimization problem via the inner product \( \mathbf{x}_i^T \mathbf{x}_j \). This critical insight allows the SVM algorithm to create non-linear decision functions by replacing this inner product with a kernel function evaluation, \( k(\mathbf{x}_i, \mathbf{x}_j) = \Phi(\mathbf{x}_i)^T \Phi(\mathbf{x}_j) \), that is equivalent to first mapping the training samples into another (potentially higher dimensional, non-linear) ‘feature space’ (\( \mathbf{x}_i \rightarrow \Phi(\mathbf{x}_i) \) and \( \mathbf{x}_j \rightarrow \Phi(\mathbf{x}_j) \)) and then performing the inner product in the feature space. For problems that cannot be separated with a linear decision surface (even with the aid of a soft margin) this ‘kernel trick’, as it is referred to, offers the possibility of finding a higher dimensional space in which the classes can be separated. Note that the SVM is still linear in the feature space. Note as well that even if one uses a linear kernel, i.e. one
does not induce non-linearity, the kernel matrix representation is a convenient and compact representation of training and test data.

The ‘kernelized’ soft margin SVM optimization problem can now be stated as

$$\text{maximize}_\alpha: W(\alpha) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j t_i t_j k(x_i, x_j)$$

subject to:  \[ 0 \leq \alpha_i \leq C, \quad i = 1, \ldots, n \]
\[ \sum_{i=1}^{n} \alpha_i t_i = 0. \]

(4.10)

By equation (4.7) we see that the SVM’s weight vector is a linear combination of weighted support vectors. Combining (4.7) with equation (4.1) the SVM’s decision function is

$$y(x) = \mathbf{w}^T \mathbf{x} + b = \sum_{i=1}^{n} \alpha_i t_i x_i^T \mathbf{x} + b$$

(4.11)

and again we observe that the function output is an inner product between the support vectors (i.e. training samples for which \( \alpha_i > 0 \)) and the input sample, which may be a training or testing sample. The kernelized decision function used with (4.10) is therefore

$$y(x) = \sum_{i=1}^{n} \alpha_i t_i k(x_i, x) + b$$

(4.12)

with the corresponding weight vector defined as

$$\mathbf{w} = \sum_{i=1}^{n} \alpha_i t_i \Phi(x_i).$$

(4.13)

Notice that one does not necessarily need to compute the weight vector in this way. One simply has to solve for the support vector weights via (4.10) to make predictions via (4.12), in both cases using the kernel function \( k(x', x) \) to compute the similarity between \( x' \) and \( x \) in the feature space without having to explicitly map into the
feature space (by computing $\Phi(x_i)$). In this sense the SVM is able to *implicitly* map inputs into a higher dimensional space, provided the kernel used possesses some essential properties set forth by Mercer’s theorem (Vapnik, 1998), such as a positive semi-definite (PSD) kernel matrix. Kernels have drawn a lot of attention in the pattern recognition and machine learning community: the books by Schölkopf and Smola, (2001) and Shawe-Taylor and Cristianini, (2004) provide comprehensive coverage.

We have shown how an SVM is a sparse (in the sense that the solution can be summarised using only a few data points, i.e. the support vectors), regularized, kernel based algorithm. Thanks to these properties the SVM is able to make predictions efficiently (via sparsity), better generalize to unseen data (via regularization), and offer the flexibility of non-linear decision surfaces (via kernels).

The SVM is often very effective for separating classes though it should be noted that in the form we have presented, which is the most widely used, the algorithm is a deterministic discriminative method rather than a probabilistic generative method, such as, for example, a Gaussian Process Classifier (GPC). As such the SVM does not model the distribution of the training data (being discriminative rather than generative) and cannot quantify the uncertainty of its predictions (being deterministic rather than probabilistic).

### 4.4.3 Cross-validation

We have described how an SVM learns its decision function, i.e. trains its model, given a set of training data and training labels. In pattern recognition, the quality of a trained model is measured by its ability to make accurate predictions on unseen data, i.e. testing data and associated class labels that have been completely withheld from the model building process. As is customary in pattern recognition, we use K-fold cross-validation (CV) to assess the generalization ability of our trained classifiers.

The procedure, depicted in Figure 4.1, involves splitting the available data into K equally sized ‘folds’ of the data. A classifier is then trained K times, each time a different fold of the data is used such that one of the K parts is held out as the testing data and the rest of the data (K-1 parts) are used as training data for the classifier. The overall generalization ability of the classifier is estimated by collecting the
predictions from each fold and comparing the predicted values across all folds (labels in classification or continuous values in regression) to the known true values. Five-fold or 10-fold CV is often used, particularly when there are a large number of samples. When one has a small number of samples, as is often the case in neuroimaging in general (and in this thesis in particular), one can use the maximum number of folds by setting $K = n$, where $n$ is the number of samples. This is referred to as Leave One Out CV (LOO-CV) as at each fold just one sample is left out for testing with the rest of the $n - 1$ samples used for training. See section 7.10 of Hastie et al., (2011) for more information on CV.

Although LOO-CV is widely used in neuroimaging, where sample sizes are small, research has recently shown that it may yield highly variable estimates of generalizability. Repeated random splits, leaving out 20% of the data for testing for example, results in better estimates with less computation (Varoquaux et al., 2017). We did not perform the latter procedure in this thesis as we were not aware of it at the time of our analyses: certainly, it is an important consideration in future work.

### 4.5 Performance Evaluation

One can form a confusion matrix using the predicted class labels that have been aggregated across all CV folds. Figure 4.4 depicts the confusion matrix for the two class classification case: given the true labels and the predictions one can calculate the number of subjects correctly classified as positive (true positives, i.e. TP), the number of subjects incorrectly classified as positive (false positives, i.e. FP), the number of subjects correctly classified as negative (true negatives, i.e. TN) and the number of subjects incorrectly classified as negative (false negatives, i.e. FN). Using these elements, we can derive the commonly used classifier performance metrics that we report in this thesis: sensitivity, specificity, balanced accuracy, positive predictive value (PPV), negative predictive value (NPV) and a summary of the receiver operating characteristic’s area under the curve (ROC AUC).

Sensitivity, also called the true positive rate or recall, is the proportion of true positives (+1 class) that were correctly identified: $TP/(TP + FN)$. Specificity, also called the true negative rate, is the proportion of true negatives (-1 class) that were
correctly identified: TN/(TN + FP). Balanced accuracy, introduced by Brodersen et al., (2010), is the average of sensitivity and specificity: (sensitivity + specificity)/2. Balanced accuracy is less sensitive to imbalanced class sizes than the overall accuracy, defined as (TP + TN) / (TP + TN + FP + FN) and as such we report it throughout this thesis rather than reporting the overall accuracy. PPV, the proportion of disease state (+1 class) predictions which are correct, is computed as TP/(TP + FP). NPV, the proportion of healthy state (-1 class) predictions which are correct, as TN/(TN + FN). The ROC AUC plots the true positive versus false positive rate as the classifier’s decision threshold is varied and is considered to be a robust measure of classifier performance in the sense that it is independent of an arbitrary choice of decision threshold.
4.6 Significance Testing

Permutation tests can be performed to assess the statistical significance of any of these performance metrics relative to chance. Permutation testing is preferred, as parametric tests such as the binomial test, have been shown to overestimate the significance of classification accuracy when cross-validation is used whereas permutation testing is unaffected by cross-validation (Noirhomme et al., 2014). We use permutation testing to assess the statistical significance of the balanced accuracy metric in this thesis. Each permutation test involves randomly rearranging the order of the elements in the vector of $n$ subjects’ class labels $[y_1, ..., y_n]^T$ to form a random vector of class labels that retains the original number of subjects in each class. Predicting these random class labels allows us to build up null distributions of balanced accuracies. A p-value can be estimated by dividing the number of balanced accuracies in the null distribution that exceed the true balanced accuracy by the total number of permutations. We will present results using null distributions built with 1000 permutations of class labels (Jockel, 1986; Nichols and Holmes, 2002; Mourão-Miranda et al., 2005).

Figure 4-4 Confusion matrix for a two-class classification problem, showing total number of true positive (TP), false positive (FP), true negative (TN) and false negative (FN) predictions made by a classifier.
4.7 Model Interpretation

4.7.1 Weight maps

Recalling equation (4.13), we have that the SVM weight vector \( \mathbf{w} \) is expressed as

\[
\mathbf{w} = \sum_{i=1}^{n} \alpha_i t_i \Phi(\mathbf{x}_i) = \sum_{i=1}^{n} \bar{\alpha}_i \Phi(\mathbf{x}_i)
\]

where \( \Phi(\mathbf{x}_i) \) is the feature vector in the space implicitly defined by the chosen kernel and the \( \bar{\alpha}_i \)'s are the signed versions of the support vector weights \( \bar{\alpha}_i = \alpha_i t_i \) from the solution of the SVM optimization problem in equation (4.9). As we use a linear kernel, we have that \( \Phi(\mathbf{x}_i) = \mathbf{x}_i \). Equation (4.13) can then be expressed as

\[
\mathbf{w} = \mathbf{X}^T \bar{\mathbf{\alpha}}
\]  

(4.14)

where \( \mathbf{X} \) is a mean-centred version of a training feature matrix as we mean centred both training and test input data using the training data mean prior to their use as features in classification. \( \bar{\mathbf{\alpha}} \) is the \( n \times 1 \) vector of \( \bar{\alpha}_i \)'s with entries corresponding to the rows of \( \mathbf{X} \).

In this thesis the feature we use will be masked brain images. The weight vector \( \mathbf{w} \), which has the same dimensionality as the features, we will therefore be referred to as a “weight map”: as a masked brain image that can be visualized to understand which parts of the brain are being relied on by the classifier when making diagnostic predictions.

4.7.2 Forward maps

We can also build a “forward map” by the method described in Haufe et al., (2014), who showed that given a linear classifier of the form \( \tilde{\mathbf{y}} = \mathbf{Xw} \) where \( \mathbf{X} \) is an \( n \times d \) feature matrix, one can always find a corresponding forward map

\[
\mathbf{a} = \Sigma_{\mathbf{X}} \mathbf{w} \Sigma_{\tilde{\mathbf{y}}}^{-1}.
\]  

(4.15)

where \( \tilde{\mathbf{y}} \) is an \( n \times 1 \) vector of classifier output function values (i.e. unthresholded class label predictions), \( \Sigma_{\mathbf{X}} \) is a \( d \times d \) covariance matrix of features and \( \Sigma_{\tilde{\mathbf{y}}}^{-1} \) is the inverse of the (scalar) covariance of the classifier output across subjects. Recalling
equation (4.1), the SVM prediction for a single input $x$ is $y = w^T x + b$ so we can put the predictions into the form $\hat{y} = Xw$ by subsuming the constant term $b$ into the weight vector. We will carry on referring to $X$ and $w$ in this section with the understanding that we are actually referring to $[X \ 1]$ and $[w \ b]$ respectively in the case of the SVM, where $1$ is an $n \times 1$ column of 1’s.

We can observe that in (4.15) the term $\frac{1}{\hat{y}}$ is a positive scalar value when there is a single response variable and so, assuming $X$ is mean centred, we have $a \propto \sum_x w = (X^T X)w = X^T \hat{y}^T$, which is equivalent to the expression

$$a \propto \text{cov}(X, \hat{y})$$

(4.16)

where $a$ is also $d \times 1$ and can be visualized as a masked brain image. We will refer to (4.16) as the forward map. The weight map defined by equation (4.14) is useful for understanding the contribution of each feature towards the prediction of a sample’s diagnostic label. As discussed in Haufe et al., (2014), interpretation of such maps should be done with care as a feature may have a high weight by virtue of a group difference or as a result of high collinearity between features, e.g. features may obtain a high weight to cancel out noise in other features. In contrast, the encoding weights from the forward map in equation (4.16) represent the group differences between classes, which are often of interest when interpreting a trained classifier. If the data are standardized, the forward maps are equivalent to ‘structure coefficients’ widely used in multiple linear regression (Kraha et al., 2012). When discriminating a positively labelled (disease) class from a negatively labelled (control) class, stronger positive values in a forward map indicate a stronger association of a region with the positive class while negative values indicate a stronger association with the negative class (alternatively, a weaker association with the positive class).

Haufe et al. also point out that when using ordinary least squares (OLS) regression in ‘backward’ models (i.e. from voxels to labels), we can show, by plugging $w = \Sigma^{-1} \text{cov}(X, y)$ into (4.15) that $w$ is proportional to $a$ and in this case the forward map does not improve the interpretability of the classifier. However, as the SVM’s weight vector $w$ is not calculated via OLS regression (there is
regularization in addition to a different type of error function), this situation does not apply.

### 4.7.3 t-stat Maps

In addition to this forward map we will also build a ‘t-stat map’, a particular type of statistical parametric map (SPM), by performing a two-sample t-test between disease class and healthy class subjects’ features independently at each feature dimension. These mass univariate maps should be similar to the forward maps, as in both cases we are visualizing the group differences at each voxel. We are not aware of a consensus in the research community as to whether forward maps offer any significant benefits over such mass univariate comparisons. As a result, we will provide visualizations for both t-stat maps, forward maps and weights maps where possible.
Chapter 5 Preliminary Analysis

5.1 Overview

This chapter covers preliminary analysis done early in the course of this PhD project, before the development of the analytical methodology presented in the next chapter. From a methodological perspective the analyses presented in this chapter are not in themselves novel, but this chapter instead makes a contribution from an applied perspective. Specifically, this chapter: (i) presents several attempts at discriminating early neurodegeneration (both Alzheimer’s and Parkinson’s diseases) using cross-sectional and longitudinal structural MRI based features derived from widely available registration procedures and (ii) shows the difficulty these features have in discriminating early neurodegeneration. This motivates both the methodological development and applications of this thesis and future extensions.

We make use of the two datasets described in Chapter 3: the Heinz-Nixdorf RECALL substudy (i.e. HNRS) that contains longitudinal imaging information for subjects with mild cognitive impairment (MCI) and demographically matched healthy controls and the Progression Markers in the Premotor Phase (i.e. PMPP) study of Parkinson’s disease (PD), which contains longitudinal imaging information for subjects in the early stages of PD, those identified to be at high risk of developing PD and demographically matched controls. Some of the analysis presented here appears later in Chapter 7; in particular the discrimination of MCI subjects from controls using features derived from cross-sectional and longitudinal registration will be later compared to our proposed longitudinally projected cross-sectional features. We also attempt pairwise and multi-class discriminations of the PMPP study’s three subject groups using structural MRI and EEG data.
5.2 Materials and Methods

5.2.1 Datasets

The design and data collection in both the HNRS and PMPP studies as well as the diagnostic criteria by which study subjects were grouped are described in Chapter 3. Here we briefly describe the imaging portions of these datasets as they pertain to this chapter.

*HNRS dataset: structural MRI*

The structural MR images in this dataset were sagittal 3D Fast Low Angle SHot (FLASH) T1 weighted images (TR = 40 ms; TE = 5 ms; flip angle = 40°; matrix size = 256 × 256 with 176 1.0 mm thick slices; FoV = 26 mm × 26 mm; bandwidth = 160 Hz/pixel), acquired on a single 1.5T MR scanner (Magnetom Avanto, Siemens Healthcare, Erlangen) equipped with a 12-channel receive-only matrix head coil provided by the vendor. In addition, fluid-attenuated inversion recovery (FLAIR) and T2 weighted sequences were also acquired for standard radiological examination.

The MRI portion of the dataset consisted of 252 subjects, with all structural MR images for all 252 images from the baseline time-point and 124 images from the first (2.5 year) follow-up time-point available for analysis. We performed a manual quality control procedure that involved visually inspecting all images for distortion due to subject motion, signs of stroke or white matter abnormalities. Images that did not meet these quality control criteria were removed from further analysis. Following this procedure there were 220 baseline images and 104 follow-up images (a total of 324 images), within which there were 54 subjects that had both a baseline and follow-up image, so that we retained 54 baseline and 54 follow-up images. Within this set of 54 subjects, 24 were diagnosed as MCI at the follow-up time-point and 23 were diagnosed as healthy controls. We discarded a small set of subjects diagnosed as MCI at baseline that converted to dementia (two subjects) at first follow-up along with subjects marked as healthy controls at baseline that were subsequently labelled

---

5 The HNRS is ongoing: not all first follow-up samples had been collected at the time of our analysis.
“pre-MCI” (five subjects) at first follow-up. Discrimination was restricted to the 24 MCI subjects and 23 healthy controls for whom baseline and follow-up images were available (a total of 94 images) so that we can compare classification using either cross-sectional or longitudinal features in subjects that have the necessary longitudinal information. The analysis in Chapter 7 includes many of the remaining subjects that have images from only one time-point: those having either a baseline image but no follow-up or a follow-up image but no baseline (see Section 7.3.2). As we will show, an important benefit of the methods developed in this thesis is the ability to include subjects that have only partial or even no longitudinal follow-up in a full longitudinal analysis.

**PMPP dataset: structural MRI**

The structural MR images in this dataset were sagittal magnetization-prepared rapid gradient-echo (MPRAGE) T1-weighted images (TR = 2300 ms; TE = 3 ms; TI = 1100 ms; flip angle = 8°; matrix size = 256 × 224 with 176 1.0 mm thick slices; FoV = 256 × 224 mm), acquired on a Siemens MR system operating at 3T (Magnetom Trio, Siemens Healthcare, Erlangen). Baseline and second (two-year) follow-up time-points’ images from 12 PD subjects, 29 high risk subjects and 13 controls were used. All images were visually inspected for quality control purposes (following the same criteria described above for the HNRS data) and deemed acceptable for further analysis.

**PMPP dataset: Electroencephalography (EEG)**

We also analysed EEG data that was collected for a subset of the PMPP study’s subjects. These data, only collected at the study’s baseline time-point, were available for 15 early PD subjects, 18 at high risk of PD and 13 healthy controls. For each subject, EEG time-series were collected for each of the 21 nodes located on subjects’ scalps as shown in Figure 5.1. For each node we performed a spectral analysis and calculated the mean logarithmic power for six frequency bands, five of which we used to form features as discussed in Section 5.2.3.
5.2.2 Group Demographics

We analysed the demographic and clinical measures separately for each of the three analyses performed in this chapter.

Table 5.1 shows the demographic and clinical measures for the 47 HNRS subjects at their follow-up time-point, along with the longitudinal changes in clinical measures. There were no significant group differences in age ($F_{1,45} = 2.2$, $p = 0.14$), gender (Fisher’s exact test: $p = 0.772$), years between scans (i.e. follow-up time) ($F_{1,45} = 0.1$, $p = 0.71$), but there was a significant difference in education level ($F_{1,45} = 8.4$, $p < 0.01$). As expected, there was a significant difference in cognitive function at follow-up (ADAS-cog, $F_{1,45} = 40.0$, $p < 0.001$) but no significant difference in its change over time (ADAS-cog change, $F_{1,45} = 2.0$, $p = 0.17$).

Table 5.2 provides similar information for the 54 PMPP subjects used in the structural MRI based analysis. There were no significant group differences in age ($F_{2,51} = 0.3$, $p = 0.73$), gender (Fisher’s exact test: $p = 0.13$) or follow-up time ($F_{2,51} = 0.6$, $p = 0.56$). There were significant differences in UPDRS-III total sum ($F_{2,51} = 84.6$, $p < 0.001$), tremor (UPDRS-III sum of items 3.17 and 3.18, $F_{2,51} = 25.5$, $p < 0.001$)
0.001) and rigidity (UPDRS-III sum of items 3.3, $F_{2,51} = 57.8$, $p < 0.001$) across the three groups, but no significant differences in their change over time (UPDRS-III: $F_{2,51} = 2.5$, $p = 0.10$, tremor: $F_{2,51} = 0.5$, $p = 0.62$, rigidity: $F_{2,51} = 0.9$, $p = 0.41$).

Finally, Table 5.3 provides information from just the baseline time-point for the subset of 46 PMPP subjects used in the EEG analysis. The group differences are, of course, similar to those in Table 5.2: no significant differences in age ($F_{2,43} = 0.5$, $p = 0.6$), gender (Fisher’s exact test: 0.33) with significant differences in UPDRS-III ($F_{2,43} = 74.7$, $p < 0.001$), tremor ($F_{2,43} = 15.2$, $p < 0.001$) and rigidity ($F_{2,43} = 29.1$, $p < 0.001$).
Table 5-1 Demographics of structural MRI based discrimination at follow-up, HNRS dataset

<table>
<thead>
<tr>
<th></th>
<th>HNRS MRI (Follow-up + long. change)</th>
<th>Healthy (n = 23)</th>
<th>MCI (n = 24)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male/Female</td>
<td>13/10</td>
<td>12/12</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>72.6 ± 4.4</td>
<td>70.3 ± 5.8</td>
<td></td>
</tr>
<tr>
<td>Years Between Scans</td>
<td>2.6 ± 0.6</td>
<td>2.6 ± 0.5</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>2.2 ± 0.7</td>
<td>1.6 ± 0.6</td>
<td></td>
</tr>
<tr>
<td>ADAS-Cog</td>
<td>6.1 ± 2.8</td>
<td>11.7 ± 3.2</td>
<td></td>
</tr>
<tr>
<td>ADAS-Cog change</td>
<td>-0.9 ± 2.5</td>
<td>0.3 ± 3.1</td>
<td></td>
</tr>
</tbody>
</table>

Table 5-2 Demographics of structural MRI based discrimination at follow-up, PMPP dataset

<table>
<thead>
<tr>
<th></th>
<th>PMPP MRI (Follow-up + long. change)</th>
<th>Healthy (n =13)</th>
<th>HR_{PD} (n = 29)</th>
<th>PD (n =12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>6 (46.2%)</td>
<td>22 (75.9%)</td>
<td>7 (58.3%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>7 (53.8%)</td>
<td>7 (24.1%)</td>
<td>5 (41.7%)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>65.9 ± 7.3</td>
<td>64.2 ± 5.1</td>
<td>64.6 ± 8.1</td>
<td></td>
</tr>
<tr>
<td>Years between scans</td>
<td>2.0 ± 0.4</td>
<td>2.4 ± 1.9</td>
<td>1.9 ± 0.3</td>
<td></td>
</tr>
<tr>
<td>SN+</td>
<td>0 (0%)</td>
<td>29 (100%)</td>
<td>11 (91.7%)</td>
<td></td>
</tr>
<tr>
<td>UPDRS-III</td>
<td>0.8 ± 2.0</td>
<td>2.0 ± 2.4</td>
<td>24.8 ± 10.9</td>
<td></td>
</tr>
<tr>
<td>UPDRS-III change</td>
<td>0.6 ± 2.1</td>
<td>-1.7 ± 3.7</td>
<td>-4.9 ± 11.9</td>
<td></td>
</tr>
<tr>
<td>Tremor</td>
<td>0.2 ± 0.8</td>
<td>0.1 ± 0.4</td>
<td>3.3 ± 2.8</td>
<td></td>
</tr>
<tr>
<td>Tremor change</td>
<td>0.2 ± 0.8</td>
<td>0.0 ± 0.5</td>
<td>-0.2 ± 2.2</td>
<td></td>
</tr>
<tr>
<td>Rigidity</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
<td>3.6 ± 2.2</td>
<td></td>
</tr>
<tr>
<td>Rigidity change</td>
<td>0.0 ± 0.0</td>
<td>-0.4 ± 0.8</td>
<td>0.2 ± 2.7</td>
<td></td>
</tr>
</tbody>
</table>

Table 5-3 Demographics of EEG based discrimination at baseline, PMPP dataset

<table>
<thead>
<tr>
<th></th>
<th>PMPP EEG (Baseline)</th>
<th>Healthy (n =13)</th>
<th>HR_{PD} (n = 18)</th>
<th>PD (n =15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>6 (46.2%)</td>
<td>13 (72.2%)</td>
<td>9 (60%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>7 (53.8%)</td>
<td>5 (27.8%)</td>
<td>6 (40%)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>63.8 ± 7.2</td>
<td>61.8 ± 5.0</td>
<td>64.1 ± 9.2</td>
<td></td>
</tr>
<tr>
<td>SN+</td>
<td>0 (0%)</td>
<td>18 (100%)</td>
<td>14 (93.3%)</td>
<td></td>
</tr>
<tr>
<td>UPDRS-III</td>
<td>0.2 ± 0.6</td>
<td>2.8 ± 2.5</td>
<td>26.6 ± 11.1</td>
<td></td>
</tr>
<tr>
<td>Tremor</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
<td>2.9 ± 2.9</td>
<td></td>
</tr>
<tr>
<td>Rigidity</td>
<td>0.0 ± 0.0</td>
<td>0.4 ± 0.7</td>
<td>3.1 ± 1.9</td>
<td></td>
</tr>
</tbody>
</table>
5.2.3 Image Preprocessing

*Structural MRI: Jacobian Determinant features*

Jacobian determinant measures extracted from the flow fields warping an image to a group or subject template are promising features for studying anatomical changes due to neurodegeneration, offering increased statistical power for detecting brain atrophy compared to segmented and registered grey matter volume (Anderson et al., 2012; Hua et al., 2009; Hua et al., 2010; Studholme et al., 2004). We formed two different types of features using the structural MRI data of both datasets: cross-sectional Jacobian determinant based features and longitudinal Jacobian determinant based features. Cross-sectional Jacobian determinants quantify the expansion or contraction undergone by each voxel of an image undergoing a diffeomorphic warp to an inter-subject template. Longitudinal Jacobian determinants quantify the expansion or contraction undergone by each voxel of an image undergoing a diffeomorphic warp from an earlier time-point to later follow-up time-point, i.e. during intra-subject registration. We discuss the preprocessing procedures used to form these features in Section 4.3 of the previous chapter. In this chapter, to form cross-sectional Jacobian determinant we registered the follow-up images from the 24 MCI subjects and 23 healthy controls, forming an inter-subject template from 47 images. To form longitudinal Jacobian determinant features we performed pairwise, longitudinal registration using the baseline and follow-up images of the same subjects (94 images in total), forming 47 within-subject templates and a single inter-subject template.

*EEG features*

Sensory, motor and cognitive tasks are known to depend on local and long-range communication between different areas of the brain. Synchronized neuronal oscillations across different frequency ranges are thought to be a likely mechanism for these communications. Such oscillations may be disturbed in neurodegenerative diseases such as dementia and PD (Schnitzler and Gross, 2005). EEG has been used
to study abnormal neuronal oscillations, with studies showing differences between demented PD subjects, non-demented PD subjects and healthy controls using both (Fast Fourier Transform, i.e. FFT based) frequency domain and non-linear time series analysis (de Weerd et al., 1990; Soikkeli et al., 1991; Tanaka et al., 2000; Pezard et al., 2001). These studies have mostly focussed on subjects in advanced stages of PD although a recent study by Han et al., (2013) found differences in relative power between early PD subjects and age-matched controls across several frequency bands. We do not know of any studies that have explored EEG differences between at risk (preclinical) PD subjects and controls, particularly using pattern recognition methods.

The digital EEG data made available for analysis were filtered, after collection, with a time constant of 0.3 s and a 70 Hz filter. Before further analysis, the data were visually inspected to ensure that the EEG time series were free of artefacts. For each patient the first 10 artefact-free 2-sec epochs were studied. Spectral analysis of each of the 21 electrodes’ time series data was performed with a Fast Fourier Transformation (FFT). The mean logarithmic power was calculated for the following frequency bands: delta (1-3.5 Hz), theta (4.0-7.5 Hz), alpha I (8.0-10 Hz), alpha II (10.5-13 Hz), beta (13.5-20 Hz) and gamma (35-45 Hz). We did not include the gamma band in our analysis to avoid any interference from power line noise. We formed feature vectors for each subject consisting of the five other frequency bands at each of the 21 nodes, resulting in 105 features per subject.

5.2.4 Classification Algorithms

We compared the performance of two different classification algorithms on the various structural MRI based discrimination problems. The Support Vector Machine (SVM) and the Gaussian Process classifier (GPC) are both kernel based algorithms that are well suited for classifications involving high-dimensional features and low sample sizes, as is often the case in neuroimaging studies. The SVM is a particularly popular discriminative classifier whose predictive performance is competitive with state-of-the-art methods but, in its most widely used form, cannot quantify predictive uncertainty. We discuss this algorithm in detail in Section 4.4.2. Here and in the
remaining chapters of this thesis we used the LIBSVM implementation of this algorithm with a linear kernel and a fixed cost parameter.

In contrast to the SVM, the GPC can make probabilistic predictions that can quantify diagnostic uncertainty. Formally, a Gaussian process (GP) is a collection of random variables, any finite number of which have a joint Gaussian distribution (Rasmussen, 2006). In the context of GP based classification, a Gaussian process models a joint distribution over latent functions describing both the training and testing outputs. This Gaussian distribution has zero mean, with covariance matrices that are functions of the training and testing data points (i.e. features). Bayes rule is used to estimate the posterior distribution of the latent functions at the test points by conditioning on the known training data. In GP classification the posterior over latent functions is passed through a sigmoidal function that maps the unbounded latent function values onto the (0, 1) interval, enabling probabilistic predictions of class membership at the test points.

As in the case of the SVM (see Section 4.4.2), the training and test samples enter into the GP equations via the inner products that make up the elements of the covariance matrices that are used. We can similarly invoke the ‘kernel trick’ by replacing these inner products by a kernel function \( k(x, x') \) that potentially performs the inner product in a higher-dimensional feature space rather than directly in the original input space of the samples. In this way we can generalize the notion of similarity to model non-linear relationships between data points. Kernels often have one or more parameters (termed hyperparameters) that are tuned by maximizing the marginal likelihood of the training data, typically using a gradient descent based optimization procedure that avoids the need for cross-validation based tuning. Further details regarding the application of the GPC to neuroimaging data are provided by Marquand et al., (2010). The algorithm was implemented using the GPML toolbox\(^9\) with a linear kernel (as with the SVM).

The SVM and GPC share properties that make them well suited to neuroimaging data. As discussed in Chapter 4, both are kernel based algorithms and as such they encode the relationships between training and test data points via a kernel matrix that scales with the (typically small) number of samples rather than the

\(^9\) GPML toolbox is available at [http://www.gaussianprocess.org/gpml/code/matlab/doc](http://www.gaussianprocess.org/gpml/code/matlab/doc)
dimensionality of the data points, which can be very large when using voxel-based features. Despite different formulations, both algorithms trade off model fit and model complexity. The SVM is framed as an optimization problem that maximizes the margin between classes while minimizing margin violations. It maximizes the margin via an $l_2$-norm penalty on the solution it seeks, meaning it punishes the square root of the sum of squares of the solution’s elements. The $l_2$-norm penalty has been shown to perform competitively when the discriminative pattern relies on highly correlated features, e.g. when discriminating diseases that have a large, spatially distributed biological footprint, such as the effects of Alzheimer’s disease on cortical thickness (Sabuncu and Konukoglu, 2014). In the case of the GPC the marginal likelihood similarly trades off model fit and model complexity. The model complexity term is slightly different in this case: it punishes the complexity of the covariance matrix (i.e. the kernel matrix), which is a function of the hyperparameters, rather than explicitly enforcing a particular norm on the solution. For a more detailed comparison of the two algorithms see Rasmussen and Williams, (2006), p.113 and p. 144. In practice GPC’s and SVM’s often have similar predictive performance on neuroimaging problems (Marquand et al., 2010).

Another commonly used regularization penalty is the $l_1$-norm, which enforces sparsity, i.e. it (approximately) minimizes the number of features that contribute to discrimination by punishing the sum of the absolute values of the elements of the solution. We hypothesized that sparsity may be a desirable property for the (temporal) frequency domain based features that were derived from the PMPP study’s EEG data. We used a classification algorithm that combined both $l_1$-norm and $l_2$-norm penalties, for situations where either a small subset of features or a set of correlated features drive classification. Relative to the L1 norm, the elastic net makes the solution more stable in the case of collinear features and is more interpretable in that it permits correlated features to enter the model. We chose the Sparse Multinomial Logistic Regression (SMLR) algorithm, first introduced by Krishnapuram et al., (2005) as a multi-class classifier with an $l_1$-norm penalty and later extended to handle a combination of $l_1$-norm and $l_2$-norm penalties by Ryali et al., (2010). We used Dr. Marquand’s MATLAB implementation of Ryali et al.’s algorithm, which maximizes a multinomial likelihood function with $l_1$-norm and $l_2$-norm penalties on the solution. The weights on each of these penalties were tuned
via nested cross-validation based grid search. We varied the $l_1$-norm weight in logarithmic steps from $10^{-4}$ to 1 (higher values discarded too many features) and varied the $l_2$-norm weight in logarithmic steps from $10^{-4}$ to $10^{4}$.

5.2.5 Classifier Performance Evaluation and Significance Testing

In Chapter 4 we used the confusion matrix to derive the classifier performance metrics we report here for the two class classification case (see Section 4.5), namely the sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), balanced accuracy and the area under the receiver operating characteristic curve (ROC AUC). As we also perform multi-class classification in this chapter we can derive similar metrics from an $m$-class confusion matrix. Figure 5.2 depicts such a confusion matrix. We define the sensitivity for class $i$ as $S_i = C_{i,i}/\sum_{j=1}^m C_{i,j}$, i.e. the number of correct class $i$ predictions divided by the total number of class $i$ samples. The predictive value for class $i$ is defined as $PV_i = C_{i,i}/\sum_{j=1}^m C_{j,i}$, i.e. the number of correct class $i$ predictions divided by the sum of all class $i$ predictions. In the multi-class case the balanced accuracy is a generalization of the two-class version (defined as the average of the sensitivity and specificity). It defined as the average class sensitivity: $\frac{1}{m} \sum_{i=1}^m S_i$. Similarly, the overall predictive value (OPV) is the average predictive value across classes: $\frac{1}{m} \sum_{i=1}^m PV_i$.

In Chapters 7 and 8 we use permutation testing to assess the statistical significance of binary classifier balanced accuracies, as described in Section 4.6. In these preliminary analyses we perform a simpler (and significantly faster) Monte Carlo based test of the balanced accuracy metric, as described in Marquand et al., (2013). The approach involves forming a vector of predicted class labels by permuting the indices of the vector of true class labels. By comparing the predicted class labels to the true class labels we can generate a random confusion matrix with the same class distribution as the true sample. For each such matrix the statistic of interest is derived (here the balanced accuracy). The p-value is derived by computing the proportion of randomized balanced accuracies that exceeded the true balanced accuracy. This general approach is used to assess the significance of both the two-
class and multi-class (here, three-class) discriminations presented in this chapter. We generated 5000 random matrices in each case.

Although this Monte Carlo procedure is non-parametric, it may be biased as it does not account for cross-validation (Noirhomme et al., 2014). As a result, the p-values generated by this procedure may be unrealistically low, though in most cases the accuracies tested here will still not be statistically significant.

![Confusion matrix](image)

Figure 5-2 Confusion matrix for the general case of an m-class classification problem, with the cell at row i, column j containing the number of samples predicted as having class j whose true class is class i.

### 5.3 Results

Tables 5.1 and 5.2 show classifier performance metrics for binary classifications using both cross-sectional and longitudinal Jacobian determinant based features derived from structural MRI. Based on the Monte Carlo testing of the balanced accuracies we can conclude that in most cases these classifiers do not discriminate subjects any better than chance level, which stands at 50% for binary classification. Discriminating HRPD subjects from controls using cross-sectional Jacobian determinants is the only exception, where we see significant accuracies using both the SVM (p < 0.05) and GPC (p < 0.01). In no case do we see significant discrimination using longitudinal Jacobian determinant features. A paired t-test on the balanced accuracies in Table 5.5 revealed no significant differences between cross-sectional and longitudinal features across the three discriminations and two classifiers (t\_5 = -1.6, p = 0.18).
Table 5.6 shows the result of the simultaneous multi-class discrimination of the three study groups in the PMPP study using spectral power based features derived from EEG, with the accompanying confusion matrix in Figure 5.3. In this case the balanced accuracy, the average of the sensitivity for the three classes in this case, is significantly higher than the 33% chance level for three-class classification (p < 0.01).
Table 5-4 HNRS Dataset, structural MRI based discrimination of 24 MCI subjects vs. 23 Healthy Controls (HC) subjects

<table>
<thead>
<tr>
<th>Features/Classifier</th>
<th>Bal. Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>ROC AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-sectional Jacobian Det.’s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>53.2</td>
<td>54.2</td>
<td>52.2</td>
<td>54.2</td>
<td>52.2</td>
<td>0.639</td>
</tr>
<tr>
<td>GPC</td>
<td>59.7</td>
<td>54.2</td>
<td>65.2</td>
<td>61.9</td>
<td>57.7</td>
<td>0.641</td>
</tr>
<tr>
<td>Longitudinal Jacobian Det.’s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>59.6</td>
<td>58.3</td>
<td>60.9</td>
<td>60.9</td>
<td>58.3</td>
<td>0.574</td>
</tr>
<tr>
<td>GPC</td>
<td>55.5</td>
<td>45.8</td>
<td>65.2</td>
<td>57.9</td>
<td>53.6</td>
<td>0.549</td>
</tr>
</tbody>
</table>

* Statistically significant balanced accuracy, Monte Carlo p-value < 0.05
** Statistically significant balanced accuracy, Monte Carlo p-value < 0.01
*** Statistically significant balanced accuracy, Monte Carlo p-value < 0.001

Table 5-5 PMPP Dataset, structural MRI based pairwise discriminations of 3 study groups: 12 PD subjects, 29 HRpd subjects, 13 HC subjects

<table>
<thead>
<tr>
<th>Features/Classifier</th>
<th>Bal. Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>ROC AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD (n=12) vs HCs (n=13)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional Jacobian Det.’s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>35.6</td>
<td>25.0</td>
<td>46.2</td>
<td>30.0</td>
<td>40.0</td>
<td>0.276</td>
</tr>
<tr>
<td>GPC</td>
<td>31.7</td>
<td>25.0</td>
<td>38.5</td>
<td>27.3</td>
<td>35.7</td>
<td>0.269</td>
</tr>
<tr>
<td>Longitudinal Jacobian Det.’s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>58.7</td>
<td>25.0</td>
<td>92.3</td>
<td>75.0</td>
<td>57.1</td>
<td>0.506</td>
</tr>
<tr>
<td>GPC</td>
<td>59.0</td>
<td>33.3</td>
<td>84.6</td>
<td>66.7</td>
<td>57.9</td>
<td>0.590</td>
</tr>
<tr>
<td>HRpd (n=29) vs HCs (n=13)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional Jacobian Det.’s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>62.3*</td>
<td>86.2</td>
<td>38.5</td>
<td>75.8</td>
<td>55.6</td>
<td>0.666</td>
</tr>
<tr>
<td>GPC</td>
<td>67.4**</td>
<td>65.5</td>
<td>69.2</td>
<td>82.6</td>
<td>47.4</td>
<td>0.703</td>
</tr>
<tr>
<td>Longitudinal Jacobian Det.’s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>50.8</td>
<td>86.2</td>
<td>15.4</td>
<td>69.4</td>
<td>33.3</td>
<td>0.668</td>
</tr>
<tr>
<td>GPC</td>
<td>59.2</td>
<td>41.4</td>
<td>76.9</td>
<td>80.0</td>
<td>37.0</td>
<td>0.602</td>
</tr>
<tr>
<td>PD (n=12) vs HRpd (n=29)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional Jacobian Det.’s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>47.3</td>
<td>8.3</td>
<td>86.2</td>
<td>20.0</td>
<td>69.4</td>
<td>0.362</td>
</tr>
<tr>
<td>GPC</td>
<td>34.9</td>
<td>25.0</td>
<td>44.8</td>
<td>15.8</td>
<td>59.1</td>
<td>0.342</td>
</tr>
<tr>
<td>Longitudinal Jacobian Det.’s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>58.3</td>
<td>16.7</td>
<td>100.0</td>
<td>100.0</td>
<td>74.4</td>
<td>0.629</td>
</tr>
<tr>
<td>GPC</td>
<td>59.5</td>
<td>50.0</td>
<td>69.0</td>
<td>40.0</td>
<td>76.9</td>
<td>0.635</td>
</tr>
</tbody>
</table>

* Statistically significant balanced accuracy, Monte Carlo p-value < 0.05
** Statistically significant balanced accuracy, Monte Carlo p-value < 0.01
*** Statistically significant balanced accuracy, Monte Carlo p-value < 0.001
Table 5-6 PMPP Dataset, EEG based discriminations of 3 study groups: 15 PD subjects, 18 HR\textsubscript{PD} subjects, 13 HC subjects

<table>
<thead>
<tr>
<th>Features/Classifier</th>
<th>Balanced Accuracy (%)</th>
<th>Sensitivities (%)</th>
<th>PVs (%)</th>
<th>OPV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EEG nodes' spectral power</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMLR</td>
<td>55.4**</td>
<td>PD: 67</td>
<td>HR\textsubscript{PD}: 61</td>
<td>PD: 67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HC: 38</td>
<td>HC: 56</td>
<td>57.4</td>
</tr>
</tbody>
</table>

* Statistically significant balanced accuracy, Monte Carlo p-value < 0.05
** Statistically significant balanced accuracy, Monte Carlo p-value < 0.01
*** Statistically significant balanced accuracy, Monte Carlo p-value < 0.001

![Confusion matrix](image_url)

Figure 5-3 Confusion matrix for SMLR based classifier of EEG data based features (corresponding to Table 5.6), each cell containing the number of predictions made.

### 5.4 Discussion

We have attempted to discriminate early neurodegeneration using both cross-sectional and longitudinal features derived from structural MRI. We chose to use Jacobian determinant (JD) features due to their potential to detect brain atrophy associated with neurodegeneration (Hua et al., 2010). However, we did not perform a systematic comparison of JD features with other commonly used features, such as normalized grey matter volume or vertex based features from cortical surfaces. This decision was based in part on studies such as Cuignet et al., (2011), which compared the use of ten different structural MRI based features to discriminate different stages of Alzheimer’s disease (AD). The study found comparable predictive performance across many of the derived features. Furthermore, our aim was to compare the use of cross-sectional and longitudinal information in a similar manner: between subject and within subject JD features enabled such a comparison.
The low discrimination accuracies seen in Table 5.4 on the MCI versus healthy control problem are consistent with the much of the AD discrimination literature discussed in Chapter 2. Figure 2 of Chu et al., (2012), for example, shows that with a similar number of samples (~50) MCI subjects were discriminated from controls with less than 60% accuracy using whole-brain (cross-sectional) features. We were somewhat surprised to see no significant discriminations using longitudinal Jacobian determinant features, which quantify subtle within-subject changes that may aid in discriminating early neurodegeneration. However, this finding is also consistent with our literature review (specifically Section 2.4.6), which observes that longitudinal information is often not better and may even be worse at discriminating neurodegeneration than cross-sectional information. Indeed, the difficulty of this discrimination inspired the development of the feature construction method we present in the next chapter; an attempt to make better use of longitudinal information to improve this discrimination.

The discriminations presented in Table 5.5 did not in general exceed chance level. There was one exception however: a significant accuracy in discriminating HR_PD subjects from controls using cross-sectional features across both classifiers. As noted in Section 3.2, the HR_PD group was selected based on substantia nigra hyperechogenicity (SN+) along with one or two markers associated with early PD. Although the rate of incidence has been shown to be 17 times higher in elderly persons with SN+ compared to those with SN- (Berg et al., 2011), only one subject within the HR_PD group converted to PD and overall there were few significant changes in prodromal markers over the course of this relatively short (two year) study (Liepelt-Scarfone et al., 2017). Given the evidence, it is not certain that this group truly represents prodromal PD: it may be the case that we could discriminate the HR_PD group using MRI because these subjects were selected based on an imaging abnormality (albeit using TCS).

We found no significant difference in accuracy between cross-sectional and longitudinal features across discriminations, which is in line with the PD discrimination literature we reviewed in Chapter 2 (see Section 2.5.1): only a few studies to date have been able to discriminate PD subjects from controls using T1-weighted MRI. In light of these findings, we concluded that the other imaging modalities available in this study may be more promising. As diffusion MRI data
were available from this study, we decided to use whole-brain diffusion MRI based features in Chapter 8, applying our proposed longitudinal feature construction method to this modality instead.

Across all pairwise discriminations presented in Tables 5.4 and 5.5 we see the SVM and GPC algorithms performing comparably. The SVM is significantly (roughly five times) faster than the GPC however: to perform the two classifications in Table 5.4 with the SVM took 13 seconds for each, while the GPC took around 70 seconds for each. The difference is due to the optimizations being performed: in the case of the SVM, thanks to Sequential Minimal Optimization (SMO) (Platt, 1998b) as implemented in LIBSVM (Chang and Lin, 2011a), a very efficient two-variable problem is solved that avoids the need to solve a more general quadratic programming problem. In the case of the GPC, a slower conjugate gradients based approach is used to find the hyperparameters that maximize the marginal likelihood of the data given the chosen model structure. In our case we kept the SVM’s regularization parameter fixed ($C = 1$); optimizing such parameters via nested cross-validation may tilt the comparison of computation times in favour of the GPC, which avoids the need for nested cross-validation using the aforementioned method of finding optimal hyperparameters.

Although the computation times are reasonable for both algorithms in the analyses presented here, when performing nested cross-validation based parameter tuning (as in chapters 7 and 8) we must train significantly more models. In Chapter 7, for example, we revisit this discrimination problem using nested leave one out cross validation (LOOCV, discussed in Section 4.4.3) to tune the percentage of variance explained by the retained principal components, choosing among 19 parameter values (from 5% to 95% explained variance). Under nested cross-validation (see Section 6.12) we train $47 \times 46 \times 19 = 41,078$ models, leaving one of 47 subjects out at each outer fold, then one of the 46 subjects out in the inner fold. In this case the difference in computation time between the two algorithms, measurable in hours, led to the decision to use the SVM exclusively. It should be pointed out that nested cross-validation may not properly estimate the generalization ability of a classifier (see Section 4.4.3) and that generalization ability should be tested using separate datasets, such as the PPMI dataset.
The analysis of the EEG data we present here was performed early in the course of the PhD project, before much of the subsequent longitudinal methodology was developed. Unfortunately, we did not have longitudinal data for this modality and could not form longitudinal features. Although the EEG based discrimination of Parkinson’s appears to be promising and in need of further study, we did not account for group differences in movement brought that may have been brought about by tremor in the PD subjects (see Table 5.3). Later, in Chapter 8, we will correct for movement in diffusion MRI data using motion parameters from the image pre-processing pipeline.
Chapter 6 Novel Methodology

6.1 Overview
Chapter 2 reviewed Alzheimer’s and Parkinson’s disease discrimination studies, noting that in general longitudinal features have been shown to have similar or worse predictive accuracy compared to cross-sectional features in neurodegenerative disease discrimination problems. The preliminary analysis presented in Chapter 5 is in line with this conclusion, showing no significant discrimination accuracies across both diseases using longitudinal structural MRI based features. Our literature review also noted that at present, few pattern recognition based approaches exist to make explicit use of high-dimensional longitudinal information. Here we present a novel method that attempts to use such information at the feature construction level, i.e. between the image registration and pattern recognition algorithms, making it independent of the choice of either of these parts of the data analysis pipeline\(^{10}\).

In this chapter we assume that we have a set of longitudinal neuroimaging data, with multiple measurements (here images) available for each subject in the data set and that we are interested in making diagnostic predictions at certain cross-sectional time-points (i.e. at baseline or follow-up) using this longitudinal information. We will start by modelling the trajectories of the image voxels as polynomial functions of time (Section 6.2). We choose a basic form for these longitudinal trajectory models without coupling. In other words, we assume that is no relationship between neighbouring voxels and no coupling between subjects. We can fit these models to each subject’s voxel time series, and build up a matrix of coefficients of linear change over time (i.e. the slope terms of these models) across all subjects and voxels. In section 6.3 we show how to build these coefficient matrices in the general case of an arbitrary number of samples per subject with varying amounts of time between scans (which we refer to as an “unbalanced longitudinal design”). In Section 6.4 we consider the special case of two samples per subject, with both a fixed time interval between scans across subjects (“balanced longitudinal design”) and varying intervals (“unbalanced longitudinal design”). For this special case we show that the intra-subject difference between samples, scaled

---

\(^{10}\) An implementation of the method we describe is available at https://github.com/LeonAksman/lpr.
by time differences, is equivalent to the matrix of linear change coefficients. This leads to a simple method for creating linear transformations that model longitudinal changes. Using these coefficient matrices we create a transformation into a subspace describing longitudinal change that is common across subjects (Sections 6.5 through 6.8). We then discuss how to form features for classification by projecting cross-sectional samples onto this longitudinal subspace (Section 6.10). Section 6.10 also fits our proposed feature construction method within the overall data analysis pipeline, outlined in Chapter 4, that is used to make neuroimage based predictions of disease state. Finally, Sections 6.11 and 6.12 discuss how we form a linear kernel using projected features and how we use nested cross-validation to tune parameters within a cross-validation scheme.

Throughout the chapter we will use lower case italic font when referring to scalar variables, functions or constants (e.g. \(x\)), lower case bold for vectors (e.g. \(\mathbf{x}\)), upper case bold for matrices (e.g. \(\mathbf{X}\)) and upper case “curly” italic font for sets (e.g. \(\mathcal{X}\)). Subscripts will be in italic (e.g. \(x_y\)).

### 6.2 Basic longitudinal trajectory model

Figure 6.1 depicts a simple one dimensional example of longitudinal trajectory modelling, i.e. the fitting of models that describe the time course of a set of measurements within a subject. In the figure there are nineteen measurements of a function \(x(t)\) from time \(t = 1\) to \(t = 10\) where \(x(t)\) may represent, for example, the intensity of a magnetic field in a certain brain voxel at a particular time \(t\). We can model the temporal trajectory of these measurements by assuming a polynomial model of the form

\[
x(t) = \beta^{(0)} + \sum_{j=1}^{p} \beta^{(j)} t^j + \epsilon
\]

where \(\beta^{(0)}\) is a constant term (zeroth order coefficient), \(p\) is the polynomial function model order, \(\beta^{(j)}\) is the \(j\)th order coefficient and \(\epsilon\) is i.i.d Gaussian measurement error. In the left graph we have fitted a linear function (i.e. a first order model with
\( p = 1 \) to the measurements, while on the right we have fitted a quadratic function (i.e. a second order model with \( p = 2 \)) to the same data.

![Figure 6-1](image)

**Figure 6-1** Example of fitting two different polynomial functions to a set of nineteen measurements of a function \( x(t) \). The left graph fits a linear function (first order model, \( p = 1 \)) to the data, while the right graph fits a quadratic function (second order model, \( p = 2 \)) to the same data.

In general, we can fit such a polynomial model to the temporal trajectory of each dimension (i.e. voxel) of each subject when we have a set of high dimensional longitudinal samples (e.g. across many voxels) for a set of subjects. Formally, suppose we have a longitudinal training set \( \mathcal{L} \) with \( l \) subjects such that subject \( i \) has a variable number of samples \( m_i \) over time, with total number of samples \( m = \sum_{i=1}^{l} m_i \) across all subjects. These samples can be arranged in a temporally ascending sequence \( (x_{i1}, ..., x_{im_i}) \), with each sample in the sequence being a \( d \) dimensional vector in general. A dimension in this case refers to a “channel” of measurement – each sample has \( d \) such channels which can take continuous or discrete values independently of each other.

We can build models describing the trajectories these samples follow over time, starting from the sample at the initial time, \( x_{i1} \), through to the sample at the last available time, \( x_{im_i} \). We will build these longitudinal trajectory models separately.
for each dimension, assuming the same polynomial model form in Equation (6.1), which can alternatively be expressed as an inner product in the following way

\[ x(t) = zb + \epsilon \]  

(6.2)

where we have formed two vectors: a longitudinal design (row) vector \( z = [1 \ t \ \ldots \ \ t^p] \) and a column vector of coefficients \( b = [\beta^{(0)} \ \beta^{(1)} \ \ldots \ \beta^{(p)}]^T \).

In the Figure 6.1 example, we have \( x(t) = 12.8 + 1.8t \) when we fit a linear model \( (p = 1) \) and \( x(t) = 10.7 + 2.9t - 0.1t^2 \) when we fit a quadratic model \( (p = 2) \), which can be expressed as \( x(t) = [1 \ t][12.8 \ \ \ \ \ 1.8]^T \) in the linear case and \( x(t) = [1 \ t \ t^2][10.7 \ \ \ \ 2.9 \ \ -0.1]^T \) in the quadratic case. To fit these polynomial models, we solve a system of equations with the vector \( b \) as the unknown variables (coefficients), the vector \( x \) of dependent variable samples and a longitudinal design matrix \( Z \) of covariate (independent variable) samples, resulting in

\[ x = Zb + \epsilon \]  

(6.3)

where \( \epsilon \) is now a vector of measurement errors. We will refer to the components of the coefficient vector \( b \) as “trajectory coefficients” as they will be used to model voxels’ temporal trajectories.

Equation (6.3) is used to fit a polynomial model to the time course of samples along a single dimension for a given subject. However, we wish to model the time courses of all dimensions simultaneously. Fortunately, equation (6.3) can be easily generalized to all sample dimensions using a General Linear Model (GLM). Across all dimensions, for subject \( i \) with \( m_i \) samples we have a GLM of the form

\[ X_i = Z_iB_i + E \]  

(6.4)

where \( X_i = [x_{i1}, \ldots, x_{im_i}]^T \) is an \( m_i \times d \) matrix of the subject’s samples, \( Z_i \) is an \( m_i \times (p + 1) \) longitudinal design matrix which takes the form

\[ Z_i = \begin{bmatrix} 1 & t_{i1} & \ldots & t_{i1}^p \\ 1 & t_{i2} & \ldots & t_{i2}^p \\ \vdots & \vdots & \ddots & \vdots \\ 1 & t_{imi} & \ldots & t_{imi}^p \end{bmatrix} \]  

(6.5)
where \( t_{i1}, \ldots, t_{imi} \) are the times that correspond to samples \( x_{i1}, \ldots, x_{imi} \) and \( B_i \) is a \((p + 1) \times d\) matrix of trajectory coefficients across dimensions that takes the form

\[
B_i = \begin{bmatrix} b_i^{(0)} \\ \vdots \\ b_i^{(p)} \end{bmatrix} \tag{6.6}
\]

where \( b_i^{(j)} \) is a row vector containing subject \( i \)'s \( j \)th order coefficients across \( d \) dimensions. Finally, \( E \) is an \( m_i \times d \) matrix of i.i.d Gaussian measurement errors. In the statistics literature, the linear regression in equation (6.4) is known as a polynomial regression when \( Z_i \) takes the form described in equation (6.5).

In this thesis, the longitudinal samples we use are very high dimensional vectors. For example, in Chapters 5 and 7 we form samples using Jacobian determinant images that quantify the volumetric expansion or contraction of each voxel induced by a diffeomorphic warping of an image to a template. In Chapter 8, we apply this same model to fractional anisotropy (FA) images derived from diffusion tensor imaging (DTI).

### 6.3 Coefficient matrices in the general case

We have assumed there is no coupling between subjects, allowing us to express the model for all \( l \) subjects for whom we have the necessary longitudinal information in the form of a GLM, as

\[
\begin{bmatrix} X_1 \\ X_2 \\ \vdots \\ X_l \end{bmatrix} = \begin{bmatrix} Z_1 & Z_2 & \cdots & Z_l \end{bmatrix} \begin{bmatrix} B_1 \\ B_2 \\ \vdots \\ B_l \end{bmatrix} + E \tag{6.7}
\]

with \( E \) an \( m \times d \) block diagonal matrix of subjects’ i.i.d Gaussian measurement errors. As a result we can solve the GLM independently for each subject so that

\[
B_i = Z_i^+ X_i \tag{6.8}
\]

where \( Z_i^+ = (Z_i^T Z_i)^{-1} Z_i^T \) is the pseudo-inverse of \( Z_i \).
We have stated that $B_i$, estimated using equation (6.8), is made up of $(p + 1)$ rows, with the $(j + 1)^{\text{th}}$ row containing the $j^{\text{th}}$ order coefficients across all dimensions (equation (6.6)). Returning to the Figure 6.1 example with nineteen measurements from time $t = 1$ to time $t = 10$ in half unit increments, to fit a linear model ($p = 1$) we form a $19 \times 2$ dimensional longitudinal design matrix $Z_i$ and a $19 \times 1$ dimensional matrix $X_i$ of sample values at each corresponding time as

$$Z_i = \begin{bmatrix} 1 & 1 \\ 1 & 1.5 \\ \vdots & \vdots \\ 1 & 10 \end{bmatrix}, \quad X_i = \begin{bmatrix} 10.5 \\ 11.9 \\ \vdots \\ 29.5 \end{bmatrix}. $$

We can then compute $B_i$, in this case a $2 \times 1$ matrix of the subject’s coefficients for the single dimension according to equation (6.8), multiplying the pseudo-inverse of $Z_i$ by $X_i$, resulting in $B_i = \begin{bmatrix} 12.8 \\ 1.8 \end{bmatrix}$ as before. If we had two-dimensional samples instead, the longitudinal design matrix $Z_i$ would not change, we would simply add the measurements along the second dimension as another column in $X_i$ and compute a $2 \times 2$ matrix of coefficients $B_i$ in the same way, with a column of coefficients for each dimension.

The assumed model form in (6.7) allows us to solve for the coefficients of each subject separately. We are interested, however, in understanding the nature of longitudinal changes across all available dimensions and longitudinal training set subjects so that we can find commonalities that generalize to unseen data. To do so, we will seek spatial patterns within the coefficients of the polynomial functions that we have fit. The procedure we describe in Box 6.1 shows us how to form coefficient matrices of a desired order across all individuals by solving for each individual’s coefficients.
For a chosen polynomial model order $p$, we can form $(p + 1)$ matrices of size $l \times d$, denoted by $B^{(0)}, \ldots, B^{(p)}$, such that $B^{(j)}$ contains the coefficients of order $j$ across all $l$ subjects in the longitudinal training set $\mathcal{L}$. $B^{(j)}$ is formed as

$$B^{(j)} = \begin{bmatrix}
    b_1^{(j)} \\
    \vdots \\
    b_l^{(j)}
\end{bmatrix}$$

where the $i^{th}$ row contains the vector $b_i^{(j)}$, corresponding to the $(j + 1)^{th}$ row of $B_i$, as in equation (6.6).

**Box 6.1**

The procedure in Box 6.1, which merely rearranges subjects’ coefficient matrices (the $B_i$’s), allows us to gather coefficients of the same order across subjects (the matrices $B^{(0)}, \ldots, B^{(p)}$) and then find patterns within a matrix of coefficients of the same order. We will focus principally on the matrix of first order coefficients across subjects, $B^{(1)}$ and fit first order models for voxel trajectories ($p = 1$) throughout this thesis. This is because the datasets we have available only have a small number of time-points, which makes fitting higher order models more difficult. However, it should be clear from the foregoing that the method we propose generalises naturally to any model order. First order models are the simplest models we can fit that still allow us to understand the trend over time of a set of measurements along a dimension. The first order coefficient, i.e. the slope of the fitted model, captures this trend in a single number. In the Figure 6.1 example, when we fit a linear model, the slope of 1.8 units of output per unit of time efficiently summarises the longitudinal trajectory of the nineteen measurements we have. In the example, the quadratic model appears to be a better fit to the samples, implying that two numbers, slope and curvature, would better summarise the longitudinal trend. Unfortunately, in neuroimaging we do not often have many measurements of a subject over time: present longitudinal studies in neuroimaging are often limited to a baseline measurement and one or two follow-up measurements. In such situations, first order models are a realistic choice that avoids overfitting a higher order model to a small number of measurements.
Following the procedure in Box 6.1, we compute $\mathbf{B}^{(1)}$ by first solving (6.8) for each subject, assuming a first order model ($p = 1$). We then take the second row of each subject’s resulting coefficient matrix (the first order coefficients for that subject) and form $\mathbf{B}^{(1)}$ as in equation (6.9) when $j = 1$.

### 6.4 Coefficient matrices in the special case: two samples per subject

As noted, the procedure we have described above can be used in the general case of an arbitrary number of samples per subject. When the longitudinal training set is limited to a baseline and a single follow-up measurement per subject, we can derive a simpler expression for $\mathbf{B}^{(1)}$. This is an important special case in neuroimaging, where it is not unusual to have a single follow-up measurement per subject. For a longitudinal training set $\mathcal{L}$ with two time-points per subject, we can express the second time-point as $t_{i2} = t_{i1} + t_{i\Delta}$ for subject $i$. We can rearrange the model presented in equation (6.7) to describe the samples at a given time-point. At the baseline time-point the $l \times d$ matrix of set $\mathcal{L}$ subjects’ samples, which we denote by $\mathbf{X}_\mathcal{L}(t_1)$, can be expressed as

$$
\mathbf{X}_\mathcal{L}(t_1) = \mathbf{B}^{(0)} + \mathbf{T}_1 \mathbf{B}^{(1)} + \sum_{j=2}^{p} \mathbf{T}_1^j \mathbf{B}^{(j)} + \mathbf{E}
$$

(6.10)

where $\mathbf{T}_1$ is an $l \times l$ matrix with subjects’ first time-point values $t_{11}, \ldots, t_{l1}$ along the leading diagonal and $\mathbf{E}$ is an $l \times d$ matrix of i.i.d Gaussian measurement errors.

We can express set $\mathcal{L}$ subjects’ samples at the second time-point as

$$
\mathbf{X}_\mathcal{L}(t_2) = \mathbf{B}^{(0)} + (\mathbf{T}_1 + \mathbf{T}_\Delta) \mathbf{B}^{(1)} + \sum_{j=2}^{p} (\mathbf{T}_1 + \mathbf{T}_\Delta)^j \mathbf{B}^{(j)} + \mathbf{E}
$$

(6.11)

where $\mathbf{T}_\Delta$ is an $l \times l$ matrix with subjects’ time intervals between samples $t_{1\Delta}, \ldots, t_{l\Delta}$ along the leading diagonal. Taking the difference of equations (6.11) and (6.10) and assuming a first order model ($p = 1$) as no higher order model can be estimated in this case,
where the diagonal inverse term \( T_\Delta^{-1} \) is an \( l \times l \) matrix with \( \frac{1}{t_{i\Delta}}, \ldots, \frac{1}{t_{l\Delta}} \) along the leading diagonal. We define the matrix \( D_L \) as the intra-subject (longitudinal) differences between the baseline time-point’s samples and the follow-up time-point’s samples, scaled by the time intervals \( t_{i\Delta}, i = 1, \ldots, l \).

\[
D_L \triangleq T_\Delta^{-1}(X_L(t_2) - X_L(t_1)) = B^{(1)}
\] (6.12)

If we make a stronger assumption of a balanced longitudinal design with two time-points, such that the follow-up time-point takes place a fixed time \( t_\Delta \) after baseline for all subjects, we have that \( T_\Delta = t_\Delta I \) with \( I \) as the \( l \times l \) identity matrix.

We can simplify the difference in equation (6.12) to

\[
D_L \triangleq \frac{1}{t_\Delta}(X_L(t_2) - X_L(t_1)) = B^{(1)}.
\] (6.13)

We see that in the case of a balanced longitudinal design with two samples per subject the sample difference matrix, scaled by the time interval between samples, equals \( B^{(1)} \).

Box 6.2

Rather than forming the \( B^{(1)} \) matrix via the procedure in Box 6.1, when we have two longitudinal samples per subject we can work directly with left hand side of equations (6.12) or (6.13), depending on whether the time interval between samples is fixed across subjects (i.e. a balanced design) or is subject specific (i.e. unbalanced design).

### 6.5 Dimensionality Reduction

We have shown how to derive the coefficient matrix \( B^{(1)} \) in the general case of an arbitrary number of samples per subject and the special case of two samples per subject. Each element in this matrix is the slope (first order coefficient) from the fitting of a polynomial model to a particular subject’s samples along a particular dimension. It should be emphasized that each subject may have a different number of longitudinal samples yet as long as each has at least two we can fit a linear model to their voxel trajectories and add that subject as a row in the \( B^{(1)} \) matrix. Coefficient
matrices therefore provide a flexible means of integrating varying amounts of longitudinal information across subjects, allowing us to take the next step of finding commonalities in subjects’ longitudinal changes.

Before proceeding, we consider a concrete example of a $B^{(1)}$ matrix of size 50 x 2, corresponding to the case of having estimates of linear longitudinal change (slope) across two-dimensions in a longitudinal training set of fifty subjects. We can visualize these fifty 2-D estimates as points on a plane, where each axis is a sample dimension, as in Figure 6.2. This figure was generated by assuming that each estimate is a sample drawn from a multidimensional Gaussian distribution with a given mean and covariance matrix. We are interested in the covariance matrix of this data, as it determines the “shape” of the scatter about the mean value, which we have set to a zero vector for the sake of simplicity. Each sample $x$ was drawn from a 2-D Gaussian distribution $\mathcal{N}(x|\mu, \Sigma)$ with mean $\mu = [0 \ 0]^T$ and covariance:

![Figure 6-2 The principal components of a set of fifty two-dimensional (2-D) samples, scattered as shown.](image-url)
\[ \Sigma = \begin{bmatrix} 1/\sqrt{2} & 1/\sqrt{2} \\ 1/\sqrt{2} & 1/\sqrt{2} \end{bmatrix} + 0.05 \cdot \begin{bmatrix} -1/\sqrt{2} & -1/\sqrt{2} \\ 1/\sqrt{2} & 1/\sqrt{2} \end{bmatrix} = \begin{bmatrix} 0.53 & 0.48 \\ 0.48 & 0.53 \end{bmatrix}. \]

The covariance matrix \( \Sigma \) can be thought of as a linear combination of two matrices, each a rank one covariance (sub)matrix that allows data to scatter along a particular direction. The first such matrix describes unit norm variance along the \( \begin{bmatrix} 1/\sqrt{2} & 1/\sqrt{2} \end{bmatrix}^T \) direction (a diagonal in the first quadrant), the second describes 0.05 magnitude variance along the \( \begin{bmatrix} -1/\sqrt{2} & 1/\sqrt{2} \end{bmatrix}^T \) direction (a diagonal in the second quadrant). The samples we generate from this distribution have a covariance structure that is defined by the weighted combination of these two matrices. As a result, the samples in Figure 6.2 are distributed elliptically around the origin, with the major axis being the \( \begin{bmatrix} 1/\sqrt{2} & 1/\sqrt{2} \end{bmatrix}^T \) direction, along which lies \( \left( \frac{1}{1+0.05} \right) \cdot 100 = 95.2\% \) of the variance and the minor axis being the \( \begin{bmatrix} -1/\sqrt{2} & 1/\sqrt{2} \end{bmatrix}^T \) direction along which the remaining \( \left( \frac{0.05}{1+0.05} \right) \cdot 100 = 4.8\% \) of the variance lies.

In general, unit norm vectors that define the principal axes (the major and minor axis in the two-dimensional case) of the scatter of a set of samples (i.e. covariance) are referred to as principal components. The unit norm vector along the major axis in this example is the first principal component ("PC1" in the figure), defined as the direction in sample space that describes the maximum amount of variance in a dataset. The unit norm vector along the minor axis is the second principal component ("PC2"), defined as the direction in sample space that describes the maximum amount of variance among all directions that are orthogonal to the first principal component.

In practice one can find this mutually orthogonal set of directions that maximally describe the variance in a set of samples of arbitrary dimension by finding the eigenvalues of the sample covariance matrix (Pearson, 1901; Hotelling, 1933). This technique, known as principal component analysis (PCA), is a cornerstone in the field of pattern recognition. In simple terms, PCA is a means of finding a set of axes that describe the scatter of a set of samples about their mean value, subject to the constraint that the axes be mutually orthogonal. It is used for dimensionality reduction, for latent variable modelling, for feature extraction and for
data visualization (Jolliffe, 2002). It is also used as a first step in more advanced data decomposition methods such as independent component analysis (ICA) (Comon, 1994) and as inspiration for non-linear methods such as kernel PCA (Scholkopf et al., 1999). In Section 6.10 we use PCA to build a space of intrinsically lower dimension by retaining a small set of principal components that describe most of the variability of longitudinal changes across subjects.

To perform PCA on the example above, we first calculate the sample mean, which we use to compute the sample covariance matrix, which turns out to be

\[
\begin{bmatrix}
0.43 & 0.41 \\
0.41 & 0.49
\end{bmatrix}
\]

close to the true covariance matrix we sampled from. We then calculate the eigenvectors and eigenvalues of this matrix, which gives us two principal components and two values proportional to the amount of variance explained by each principal component. The eigenvectors of this sample covariance matrix are \([0.68 \ 0.74]^T\) and \([-0.74 \ 0.68]^T\) with corresponding eigenvalues of 0.87 and 0.05 respectively, so that the first eigenvector explains \((0.87 + 0.05) \times 100 = 94.6\%\) of the data variance and the second explains \((0.05 \times 0.87 + 0.05) \times 100 = 5.4\%\).

Later on in this chapter we will form projections onto a lower dimensional space that explain a desired percentage of variance of a set of samples. To see how this can be done, suppose we want a linear subspace that captures at least 90% of the variance of the dataset in our example. We know that the first principal component in this example explains at least that much variance, so projecting our samples onto that one-dimensional space (a line) will accomplish our goal. To project a sample vector \(\mathbf{x}\) onto the first principal component \(\mathbf{u}_1\) we compute the inner product \(\mathbf{x}^T\mathbf{u}_1\), resulting in a continuous scalar value that can be seen as a coordinate on the one-dimensional line represented by the principal component. The variance of all samples projected onto this line will be 94.6% of the original variance, meaning we have discarded some information but have gained a more compact representation of the data, now lying on a line instead of a plane. In this way, we reduce the dimensionality of the data from two dimensions to one, redefining the coordinate system for the projected samples (a single “new” dimension) formed as a weighted combination of the two “original” dimensions. Recall that the first principal component is the \([0.68 \ 0.74]^T\) vector, so that a unit of length along the new
dimension’s direction is 0.68 units along the first original dimension and 0.74 along the second original dimension. We will refer to the lower-dimensional representations we derive from PCA as “latent spaces” or, alternatively, “linear subspaces” as, in this case, the projections from the original dimensions onto the lower dimensional representation are linear combinations of the “original” dimensions.

6.6 Eigenslopes

The application of PCA to reduce the dimensionality of images for use in pattern recognition dates back at least as far as the seminal work of Turk and Pentland, (1991), who focussed on the face recognition problem, forming features by projecting face images onto a low dimensional space that “spans the significant variations among known face images”. We will form features similarly, creating a low dimensional space spanning the significant variations among known estimates of slope (linear longitudinal change) across image dimensions, onto which we will project cross-sectional information.

We coin a similar term for the principal components of the slope matrix \( \mathbf{B}^{(1)} \), calling them “eigenslopes”. These eigenslopes are the directions in (potentially high-dimensional) sample space that each describe a fraction of variation in linear longitudinal changes within the available longitudinal training data. If the longitudinal samples are masked brain images, with each sample dimension corresponding to a voxel in the brain, each eigenslope is a map of the variation, across subjects, in the longitudinal changes within each subject’s brain. If we imagine each sample in the Figure 6.2 example to be a slope estimate across two voxels of a subject’s images, the first eigenslope is the \([0.68 \ 0.74]^T\) vector. This direction corresponds to the situation of having roughly similar rates of change (for example, tissue progression or degeneration) along the two dimensions. The second eigenslope, the \([-0.74 \ 0.68]^T\) vector, corresponds to having roughly opposite rates of change (for example, tissue expansion along the first dimension, tissue degeneration along the second dimension or vice versa, with similar magnitudes).
It is important to point out that PCA allows for the unsupervised learning of these patterns of common longitudinal change that we have called eigenslopes. We are able to extract the eigenslopes directly from the longitudinal training data, without the need for any prior knowledge of which sample dimensions contribute to longitudinal changes.

### 6.7 Forming the longitudinal subspace

We have seen how we can use PCA to learn a low dimensional latent space that captures the variation in longitudinal changes across subjects. We propose that projecting cross-sectional images onto such a subspace is a natural approach to forming features for discriminating a certain class of diseases. These diseases should be marked by change over time, including (but potentially not limited to) progressive neurodegenerative disorders. The projection we will describe allows us to retain only the components of an image that lie in the space of common longitudinal changes that is encoded in the retained eigenslopes. An alternative viewpoint is that differences among subjects’ brains that do not lie in the proposed space of longitudinal changes should be less discriminative of diseases that are characterized by changes over time. In simple terms, we are “projecting out” the purely cross-sectional components of subjects’ images that we expect to be less discriminative of such diseases.

We will retain the $k$ eigenslopes that explain the most variance in $\mathbf{B}^{(1)}$ to form the matrix $\mathbf{U}_k$ of size $d \times k$: a projection from $d$-dimensional sample space onto $k$-dimensional (latent) eigenslope space. Appendix A, based on Section 12.1.4 of Bishop, (2007), describes the PCA procedure we employed to compute $\mathbf{U}_k$, with the number of retained eigenslopes $k$ chosen via nested cross-validation (described in Section 6.12). In the case of imaging features with many fewer samples than image dimensions, we will have $k \ll d$, resulting in a substantial reduction of dimensionality. In addition to the intuition we gain in thinking about this projection as being composed of set of eigenslopes that encode common longitudinal changes, using PCA has the advantages of being computationally efficient and linear, the latter property allowing for easier interpretation of results.
We refer to the PCA performed on the coefficient matrix $\mathbf{B}^{(1)}$ in the general case of an unbalanced design as *Longitudinal Trajectory Coefficient PCA (LTC-PCA)*. In this case we first solve for each subject’s coefficients via (6.8) and then assemble the matrix of desired coefficients across subjects via equation (6.9). In the two-sample case, we refer to the PCA performed on the matrix $\mathbf{D}_{\mathcal{L}}$, shown by equation (6.12) to be equivalent to $\mathbf{B}^{(1)}$ for unbalanced designs and by equation (6.13) for balanced designs, as *Longitudinally Matched PCA (LM-PCA)*. In this case, we are simply differencing the two available time-points’ feature matrices and scaling by fixed or subject varying time differences. In all cases, however, the projection matrix $\mathbf{U}_k$ is composed of a set of eigenslopes: the difference in terminology refers to how we form the $\mathbf{B}^{(1)}$ matrix.

### 6.8 Within-set prediction problem

We have described how to form projections using longitudinal information from a training set of subjects. In this and the following sections we consider two problems: making predictions using these projections when test subjects have longitudinal information and when they do not have such information. Here we describe the first problem. We will make use of several sets in this section. The longitudinal set $\mathcal{L}$ of subjects will be defined as the set of subjects for whom the necessary number of longitudinal time-points is available. As our intention here is to use cross-validation (see Section 4.4.3) to evaluate a classifier’s performance on unseen data, we define the classification set $\mathcal{C}$ as the set that is split, at each cross-validation fold, into a training set $\mathcal{N}$ of subjects used to train a classifier and a set $\mathcal{T}$ of subjects used to test the classifier’s ability to generalize to unseen data. Additionally we define the longitudinal training set $\mathcal{L}$ as the set difference between $\mathcal{L}$ and $\mathcal{T}$, $\mathcal{L} = \mathcal{L} \setminus \mathcal{T} = \{x \in \mathcal{L} \mid x \notin \mathcal{T}\}$, i.e. the longitudinal set subjects that are not being held out for testing in a given cross-validation fold.

When the longitudinal set $\mathcal{L}$ and the classification set $\mathcal{C}$ are equal all subjects for whom we are interested in making predictions via cross-validation have the necessary longitudinal samples. At each cross-validation fold, we form a training set $\mathcal{N}$ and test set $\mathcal{T}$ as subsets of $\mathcal{C}$ and form the projection $\mathbf{U}_k$ using the longitudinal
information of the subjects in $\mathcal{N}$, which is equivalent to the longitudinal training set $\mathcal{L}$ in this case. This is a straightforward application of our method, which seeks to answer whether longitudinal information from a set of subjects can improve predictions for subjects within the set (Figure 6.3A).

Figure 6-3 Panel A depicts the Within-Set Prediction problem of predicting disease state at a follow-up time-point (TP2) using longitudinal information from both two time-points. In this case the longitudinal training subject set (data in blue) matches the classification training subject set (data in the top part of the red area), with overlapping data shown in purple. Panel B depicts the Information Transferring Prediction problem, where the longitudinal subject set and classification subject sets are disjoint. In this case there is no overlap in data between the longitudinal data (blue area) used to form the subspace and the classification data (both training and test data, red area) being projected.

6.9 Information transferring prediction problems

In addition to the Within-Set Prediction problem our method can be used to transfer longitudinal information from one set of subjects to another. In this case the longitudinal set $\mathcal{L}$ and the classification set $\mathcal{C}$ are disjoint, meaning they have no subjects in common. It follows that the longitudinal training set $\mathcal{L}$, used to form the longitudinal transform $U_k$, is disjoint from both the training set $\mathcal{N}$ and the test set $\mathcal{T}$ at each cross-validation fold. This problem illustrates that our approach can be used to form a longitudinal subspace with one set of subjects to make diagnostic predictions for another subject set (Figure 6.3B).
6.10 Feature Formation

For both cases described above, we form training and test feature matrices, used in classification, by projecting the cross-sectional samples of the training and test subjects’ samples at a particular time-point \( t \) onto a rank \( k \) longitudinal space described by \( U_k U_k^T \). Note that the difference between the two cases described above is whether subject set \( \mathcal{L} \), whose longitudinal data is used to form \( U_k \), is equal to or disjoint from set \( \mathcal{N} \).

For either case, at each cross-validation fold the features used in classifier training and testing have the form

\[
X_{\text{train}} = X_N(t) U_k U_k^T \\
X_{\text{test}} = X_T(t) U_k U_k^T.
\]  

(6.14)

Here we have introduced \( X_N(t) \) and \( X_T(t) \) as, respectively, matrices of cross-sectional data for the training and test sets at a particular time-point \( t \), such as at baseline or follow-up. We use \( X_{\text{train}} \) as an input feature matrix to train a classifier to predict \( y_{\text{train}} \in \{1, -1\} \), the binary class labels of the training set at a given time-point. We test the trained classifier’s predictive performance using \( X_{\text{test}} \) as an input feature matrix to predict \( y_{\text{test}} \in \{1, -1\} \), the binary class labels of the test set at a given time-point. We set \( X_N(t) = X_N(t_2) \) and \( X_T(t) = X_T(t_2) \) when we predict the follow-up class labels using projected follow-up cross-sectional samples and \( X_N(t) = X_N(t_1) \) and \( X_T(t) = X_T(t_1) \) when we predict the baseline labels using projected baseline samples.

Other configurations are also possible. For example, it is possible to make prognostic predictions of the follow-up labels by projecting the baseline cross-sectional data matrices \( X_N(t_1) \) and \( X_T(t_1) \) onto this subspace. We have chosen to transform the features back into the original \( d \times 1 \) space by post-multiplying by \( U_k^T \), allowing an easier interpretation of the resulting model’s \( d \times 1 \) weight vector as voxels in a masked brain image (see Sections 4.7.1 to 4.7.3). In this way the intrinsic dimensionality of the features is reduced from \( d \) to \( k \): the features are still high-dimensional vectors but they can only vary within the small subspace spanned by the eigenslopes. Alternatively, to obtain low-dimensional feature vectors, one may simply project the baseline or follow-up features onto \( U_k \) instead of \( U_k U_k^T \).
Note that each of the $k$ vectors that make up the transform $U_k$ is an eigenvector of the covariance matrix $\Sigma_L = \frac{1}{l} \sum_{i=1}^{l}(b_i - \bar{b})^T (b_i - \bar{b})$, where $b_i$, the $i^{th}$ row vector in the matrix $B^{(1)}$, represents the slope estimates for the $i^{th}$ subject in $L$ and $\bar{b}$ is the mean across all subjects in $L$ (i.e. the average slope across subjects). Often this mean is subtracted from both the training and testing samples before projection by performing $(x - \bar{b})U_kU_k^T$ for every vector $x$ in the training and testing sets (see e.g. Turk and Pentland, (1991)). However, we choose not to remove this mean, as in our case we would be subtracting the mean longitudinal change from cross-sectional features, which would complicate the interpretation of the features. Furthermore, as this is a linear transformation, removing this (or any other) mean in this way amounts to translating both the training and testing features in the same fixed way (by $\bar{b}U_kU_k^T$). Such a translation does not change the samples’ relative locations with respect to each other and, consequently, has no impact on subsequent pattern recognition (which is, or should be, translation invariant).

Figure 6.4 helps provide an understanding of the projection described by equation (6.14) by means of a simple two-dimensional longitudinal subspace example. The projected features can be seen as the components of cross-sectional data that lie in a space of common longitudinal change described by the retained PCs in $U_k$. In the figure there are two retained PCs (i.e. eigenslopes), forming a two-dimensional plane upon which a higher dimensional cross-sectional (follow-up) sample is projected. The schematics in Figures 6.5 and 6.6 depict the formation of training and test features at each cross-validation fold for the Within-Set Prediction and Information Transferring Prediction problems respectively, with matrix $U_k$ formed by performing LM-PCA on balanced longitudinal design data in both cases. The two figures can be thought of as specific forms of the generic cross-validation fold depicted in Figure 4.2, with the $U_kU_k^T$ projection as the particular feature level operation in this case. As this operation is performed within each cross-validation fold, the same data analysis pipeline described in Chapter 4 (see Figure 4.1 and Section 4.2) is still applicable to any analysis performed using our method.
Figure 6-4 To gain intuition for the longitudinal projection described by equation (6.14), we consider a simple case of a sample vector (“Follow-up Sample”) that lies in three dimensional space (an image consisting of three voxels) being projected onto the two dimensional plane described by two principal component vectors (“PC1”, “PC2”) extracted from a hypothetical coefficient matrix describing subjects’ longitudinal changes. The projected sample (“Projected Follow-up”) is thereby composed of the components of the sample vector that lie in the space of common longitudinal changes, described by these principal components. In the case of a first order coefficient matrix, we refer to these principal components as eigenslopes.

Figure 6-5 Schematic of a cross-validation fold implementing longitudinally matched PCA (LM-PCA) projected features, for the Balanced Within-Set Prediction problem of classifying follow-up time-point disease label. We have emphasized that the longitudinal training set is equivalent to the classification training set in this case: the same follow-up data used to form the longitudinal difference matrix (scaled by the time interval between), is projected onto the longitudinal subspace in the training step.
6.11 Kernel Formation

In Chapter 4 (see Section 4.4) we noted that kernel algorithms are often used in problem domains characterized by high dimensional features and low sample sizes, as is often the case with voxel-based features used in neuroimaging. To reiterate, kernel algorithms operate on the pairwise similarities between samples, allowing the computational complexity and storage requirements to depend on the low number of samples rather than the high dimensionality of the features.

In (6.14) we defined our proposed projected features as \( \mathbf{X}_{\text{train}} = \mathbf{X}_f(t) \mathbf{U}_k \mathbf{U}_k^T \) and \( \mathbf{X}_{\text{test}} = \mathbf{X}_f(t) \mathbf{U}_k \mathbf{U}_k^T \) so that the linear kernel (see Section 4.4.1) used during classifier training can be expressed as
\[ K_{\text{train,train}} = X_{\text{train}} X_{\text{train}}^T = \left( X_N(t) U_k U_k^T \right) \left( X_N(t) U_k U_k^T \right)^T = (X_N(t) U_k)(X_N(t) U_k)^T \]  

(6.15)

as \( U_k \) is composed of a set of orthonormal (i.e. mutually orthogonal and having unit norm) vectors. We therefore see that the effective dimensionality of the feature vectors is reduced from \( d \) to \( k \) by this projection. We can similarly express the kernel matrix of inner products of training samples with test samples as \( K_{\text{train,test}} = (X_N(t) U_k)(X_T(t) U_k)^T \) and, if needed, that of test samples with test samples as \( K_{\text{test,test}} = (X_T(t) U_k)(X_T(t) U_k)^T \). The three matrices \( K_{\text{train,train}}, K_{\text{train,test}} \) and \( K_{\text{test,test}} \) contain all the information needed to perform classifier training (using \( K_{\text{train,train}} \)) and testing (using \( K_{\text{train,test}} \) and, for some algorithms such as the GPC, \( K_{\text{test,test}} \)) at each cross-validation fold.

### 6.12 Nested Cross-Validation

In this thesis we use K-fold cross-validation (CV) to assess the generalization ability of our trained models, as discussed in Section 4.4.3. At each CV fold we must choose a value for the parameter \( k \) of retained eigenslopes (i.e. principal components of \( B^{(1)} \)) used to form the projection \( U_k \) (not to be confused with the number of folds \( K \)). As we have no prior information on what this value of \( k \) should be, we adopt the popular and straightforward approach of using nested cross-validation to ‘tune’ \( k \) at each CV fold. Nested CV involves running an ‘inner’ CV procedure within the training data of a particular (‘outer’) CV fold. In this thesis, for example, we use an outer LOO-CV scheme to make predictions via the optimized parameter \( k \) and an inner LOO-CV scheme to optimize \( k \). Within each inner CV fold we train and test the model across a range of \( k \) values corresponding to specified amounts of variance explained by the retained PCs. For a desired fraction of explained variance \( p_{\text{var}} \), \( k \) is chosen as the minimum such that \( \sum_{i=1}^{k} \lambda_i / \sum_{i=1}^{n} \lambda_i \geq p_{\text{var}} \), where \( \lambda_i \) is the \( i \)th highest eigenvalue of the covariance matrix used in the PCA. We varied explained variance from 5% to 95% in increments of 5%. We choose the value \( k \) that maximizes the balanced accuracy (see Section 4.5) across all inner CV folds.
Chapter 7 Application to Early Dementia

7.1 Introduction

This chapter will apply the longitudinal feature construction method introduced in Chapter 4 to the problem of discriminating early dementia subjects from healthy controls using structural MRI. We will analyse two longitudinal datasets here, allowing us to demonstrate the applicability of our method in various conditions: (i) under different longitudinal designs (balanced or unbalanced); (ii) with a varying or fixed number of samples per subject; (iii) using different diagnostic criteria for early dementia (mild cognitive impairment (MCI) diagnosis or clinical dementia rating (CDR) scale) and (iv) with different follow-up periods between subjects’ scans. Across both datasets we show improvements in predictive accuracy relative to cross-sectional classifiers for discriminating disease subjects from healthy controls on the basis of whole-brain structural MRI based voxels. In addition, we demonstrate our method’s ability transfer longitudinal information from one set of subjects to make disease predictions in another set of subjects via Longitudinal Information Transferring predictions (see Section 6.9).

7.2 Material and Methods

7.2.1 Datasets

For the first dataset, we used clinical and imaging data from the Heinz Nixdorf RECALL substudy (HNRS) of MCI, whose design and associated data is detailed in Chapter 3. We also used the OASIS longitudinal dataset, the full details of which have been reported previously (Marcus et al., 2010). The longitudinal MRI data from the OASIS dataset consisted of 150 subjects aged 60 to 96, recruited primarily through media appeals and word of mouth. Each of the 150 study subjects had at least two separate visits in which clinical data and MRI data were collected. Clinical data consisted of dementia status, as measured by the Clinical Dementia Rating (CDR) scale. The CDR scale ranges from 0 for no cognitive impairment, to 0.5 for very mild dementia, 1 for mild dementia, 2 for moderate dementia and 3 for severe dementia. A diagnosis of MCI often corresponds to a CDR score of 0.5, although
there is heterogeneity in the rates of progression to AD within subjects at this level of dementia severity (Chang et al., 2011). Subjects with a primary cause of dementia other than AD (e.g., vascular dementia, primary progressive aphasia), active neurological or psychiatric illness (e.g. major depression), serious head injury, history of clinically meaningful stroke, and use of psychoactive drugs were excluded, as were subjects with gross anatomical abnormalities evident in their MRI images (e.g. large lesions, tumours).

7.2.2 Data Acquisition and Quality Control

The data acquisition procedure for the T1-weighted images of the HNRS dataset is detailed in Section 5.2.1. For the OASIS dataset, the sagittal 3D magnetisation prepared rapid acquisition of gradient echo (MPRAGE) images (TR = 9.7 ms; TE = 4 ms; TI = 20 ms; TD = 200 ms; flip angle = 10°; matrix size = 256 × 256 with 128 1.0 mm thick slices; FoV = 25.6 mm × 25.6 mm) were acquired, also on a Siemens MR system operating at 1.5 T (Magnetom Vision, Siemens Healthcare, Erlangen). At each visit, three or four T1-weighted images were acquired for each subject and made publicly available. For our analysis, we chose one scan for each subject that was representative of all others.

For both studies, all T1 weighted images were visually inspected. Images with artefacts or any pathology not associated with dementia, such as signs of stroke, were discarded from further analysis.

7.2.3 Image Preprocessing

We performed the same image segmentation and image registration procedures for both datasets, which were analysed separately. As in the analysis of Chapter 5, we formed both cross-sectional and longitudinal Jacobian determinant (JD) features from the structural MRI data of both datasets with the same whole-brain mask (which excluded extracerebral voxels) as before. A description of how both types of features as well as the mask were formed is provided in Chapter 4 (see Section 4.3). In order to build our longitudinal subspace and form projected and, for comparison, unprojected cross-sectional JD features, in the Within-Set Prediction problems
described in Sections 7.3.1, 7.3.3 and 7.3.4 we segmented and registered all available time-points’ images (baseline and any follow-ups) to a common inter-subject template. In Section 7.3.1 we segmented and registered two images from each of the 24 MCI subject and 23 controls (total of 94 images to form template), in Section 7.3.3 we segmented and registered two images from each of the 24 mild dementia subjects and 25 controls (98 images to form template) and in Section 7.3.4 we segmented and registered three or more images from each of the 14 dementia subjects and 28 controls, with a total of 136 images used to form the template (see Section 7.3.4).

For the Between-Set Prediction problem described in Section 7.3.2 we formed the inter-subject template using the segmented baseline and follow-up images from same 24 MCI and 23 controls (same 94 images as in Section 7.3.1), then warped the segmented images of subjects that had either a baseline but no follow-up (79 MCI, 87 controls) or follow-up but no baseline (10 MCI, 20 controls) to the existing template using DARTEL.

In Sections 7.3.1, 7.3.3 and 7.3.4 we formed longitudinal JD features by longitudinally co-registering the baseline and final follow-up images of the same set of subjects used for cross-sectional registration in each respective section. In particular, we co-registered images 24 MCI subjects and 23 controls in Section 7.3.1, 24 mild dementia subjects and 25 controls in Section 7.3.3 and 14 dementia subjects and 28 controls in Section 7.3.4. Following coregistration in each case, we segmented and registered the mid-point average image of each subject to form an inter-subject template, then warped the within-subject JDs to the common space.

In Section 7.3.5 we formed two additional inter-subject templates. When transferring longitudinal information from the OASIS dataset to discriminate HNRS subjects, we formed an inter-subject template using 307 images from OASIS that met our quality control standards along with the same 47 follow-up images from the HNRS dataset that were used in Section 7.3.1 (24 MCI, 23 controls). Among the OASIS images, 25 subjects had a single image at one time-point, 73 subjects had images at two time-points, 33 subjects had images at three time-points, eight subjects had images at four time-points and one subject had images at five time-points. When transferring longitudinal information from the HNRS dataset to discriminate OASIS
subjects, we formed the template using the baseline and follow-up images from 54 HNRS subjects (47 from Section 7.3.1 plus five with a diagnosis of “Pre-MCI” at follow-up and two with a diagnosis of “Dementia” at follow-up) along with the follow-up images from the 49 OASIS subjects used in Section 7.3.3 (24 mild dementia, 25 controls).

Demographic and clinical information for these 47 HNRS subjects are provided in Chapter 5 (Table 5.1 and Section 5.2.2). Briefly, the MCI and control groups differed only terms of education level and cognitive function at follow-up. Appendix E provides the demographic and clinical information for the 49 OASIS subjects used in Sections 7.3.3 and 7.3.5: there was a significant difference in gender across groups along with a difference in MMSE score at follow-up.

### 7.2.4 Classification

We aim to demonstrate the applicability of our proposed feature construction method to discriminating early dementia. To do so we apply the proposed feature construction method to the cross-sectional JD samples. We will compare the proposed features to cross-sectional JD features from a single time-point and to the longitudinal JD features formed using the diffeomorphic longitudinal registration method discussed in Chapter 4 (Ashburner and Ridgway, 2013b). The cross-sectional JD features are formed using either the baseline or follow-up time-point’s images, depending on which time-point’s diagnostic labels we are predicting. In some cases (Sections 7.3.1, 7.3.3, 7.3.4) we registered all available time-points to form the inter-subject template, while in others (Sections 7.3.3, 7.3.5) we register only the time-point whose diagnosis we are predicting. Features formed using a single time-point will be termed ‘Baseline’ or ‘Follow-up’ features. The longitudinal JD features, formed using two time-points’ images, will be termed ‘Longitudinal coregistration’ features.

To briefly recapitulate our general approach for constructing features, described in detail in the previous chapter, we first model within-subject longitudinal changes in each subject’s cross-sectional JDs. To do so, we fit a polynomial function to the temporal trajectory of each voxel of each subject that has the necessary
longitudinal information. We then build up a matrix of slope coefficients from these fitted (linear, first order) models, perform principal component analysis (PCA) on the matrix, form a projection matrix from a small set of retained principal components (‘eigenslopes’) and form features for classification by projecting cross-sectional information onto the longitudinal subspace they define (see Sections 6.2 through 6.7). We will project cross-sectional JD features at a particular time-point (such as at baseline or follow-up) onto this longitudinal subspace. We will refer to these features as ‘Follow-up, LM-PCA Projected’ or ‘Follow-up, LTC-PCA Projected’, depending on which flavour of our method we use to form the slope coefficient matrix (see Section 6.7).

As in Chapter 5, we will assess the predictive performance of the various features by making cross-validated predictions using the $C$ cost support vector classifier (SVC) described in Section 4.4.2. Cross-validation is introduced in Section 4.4.3. We used the LIBSVM (Chang and Lin, 2011) implementation of the SVC with a fixed value of $C = 1$ throughout all classifications. Figure A1 in Appendix B shows that this choice provides near optimal prediction performance for the datasets we consider here because it lies in a stable region of maximal classifier performance across the three types of features used in Table 7.I. However, in some cases it may be necessary to optimise $C$ by cross-validation to obtain optimal performance. This may be the case if the input vectors are already relatively low-dimensional (e.g. region of interest summary measures).

We perform nested cross-validation to tune the number of retained eigenslopes via the inner cross-validation procedure and predict the label of held-out images via the outer cross-validation procedure (see Section 6.12).

### 7.2.5 Performance Evaluation and Significance Testing

We assess classifier performance using the same metrics used in the preliminary analysis of Chapter 5, namely the balanced accuracy, sensitivity, specificity, positive predictive value ($PPV$), negative predictive value ($NPV$) and a summary of the receiver operating characteristic’s area under the curve ($ROC AUC$). These metrics are defined in Section 4.5.
We perform permutation tests to assess the statistical significance of the balanced accuracy of each discrimination as described in Section 4.6.

7.3 Results

The results in this section make reference to the two types of classification problems described in Chapter 6, namely the *Within-Set Prediction* (Section 6.8) and *Information Transferring Prediction* (Section 6.9) problems (see Figure 6.3 for a graphical representation of these cases). In addition, this section makes reference to the two types of PCA based projections: *Longitudinal Trajectory Coefficient PCA* (LTC-PCA) and *Longitudinally Matched PCA* (LM-PCA) (See Section 6.7). Briefly, in both cases we are performing PCA on a matrix of first order coefficients; the difference is in how the coefficient matrix is computed. LTC-PCA is the general approach to forming the coefficient matrix when there is an arbitrary number of samples per subject with arbitrary time intervals between samples (based on a GLM) while LM-PCA is the two-sample special case (based on a scaled difference between time-points’ features).

We will refer to *Balanced* problems when the longitudinal subject set has both fixed follow-up times and a fixed number of scans per subject (in this case two) and *Unbalanced* problems when the longitudinal subject set has either varying follow-up times or a varying number of scans per subject. We applied our proposed projection method (LM-PCA and/or LTC-PCA) as well as several comparison methods to five classification problems across two datasets (described below, with results shown in Tables 7.1-7.4). Section 7.3.7 uses a repeated measures ANOVA to compare the performance of three different types of features (our proposed longitudinal data based projection, cross-sectional data based projection and no projection) across the five discriminations being presented.

In addition to these five discriminations, each of which was done within a single dataset, Section 7.3.5 presents two additional discriminations that attempted transferred longitudinal information from one dataset to the other.
7.3.1 Balanced Within-Set Prediction (HNRS dataset)

As the HNRS has a balanced longitudinal design, with a baseline and follow-up time-point made available, we use the balanced version of LM-PCA, with the coefficient matrix formed using equation (6.13). In this Balanced Within-Set Prediction problem we will be predicting the follow-up time-point’s diagnostic labels using projected and unprojected follow-up images. These results are derived from the 24 MCI subjects and 23 healthy controls (HCs) with data from both time-points (follow-up periods of 2.5 ± 0.2 years). To verify that the improvement we show is due to the LM-PCA projection and not only to dimensionality reduction resulting from the application of PCA, we also projected cross-sectional (follow-up) samples onto cross-sectional (baseline and follow-up) subspaces. Table 7.1 shows the classifier performance measures using unprojected follow-up features, “longitudinal coregistration” based features (i.e. longitudinal JD features formed using Ashburner and Ridgway, (2013)), and follow-up features projected onto three different subspaces: formed using baseline time-point information, formed using follow-up time-point information and formed using LM-PCA. In all cases we performed nested cross-validation to choose the optimal number of retained principal components in the projection within each outer cross-validation fold. In Figure 7.1 we see either 90% or 95% explained variances selected at each cross-validation fold: in 35 folds 95% explained variance is selected (corresponding to $k = 16$ retained PCs) while in 12 folds 90% explained variance is selected ($k = 5$ retained PCs).
Figure 7-1 Histogram of number of cross-validation folds with given explained variance percentage and corresponding number of principal components for the Balanced Within-Set Prediction classification problem, discriminating MCI subjects vs. HCs using HNRS dataset (Table 7.1 result, shown in red bars) and discriminating very mild dementia from HCs using the OASIS dataset (Table 7.3 result, shown in blue bars). We see that the two distributions differ greatly: the classifier exclusively chooses 90% and 95% explained variances when discriminating MCI subjects from controls using the HNRS dataset (Table 7.1), with \( k = 5 \) and \( k = 16 \) corresponding retained PCs respectively. When discriminating very mild dementia subjects from controls using the OASIS dataset (Table 7.3), the explained variances are mostly 55% and 60% with \( k = 8 \) and \( k = 9 \) retained PCs respectively. The distributions overlap at 90% explained variance, with \( k = 31 \) associated PCs in the OASIS case and \( k = 5 \) associated PCs in the HNRS case.

Table 7-1 HNRS Dataset, Balanced Within-Set Prediction, discriminating MCI subjects vs. Healthy Controls (HC) subjects with two longitudinal time-points per subject for all subjects (classification subject set equal to longitudinal subject set in this case).

<table>
<thead>
<tr>
<th>Features</th>
<th>Bal. Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>ROC AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicting Follow-up Class Label</td>
<td>(MCI n = 24, HC n = 23) using same subjects in longitudinal subject set</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>53.2</td>
<td>54.2</td>
<td>52.2</td>
<td>54.2</td>
<td>52.2</td>
<td>0.639</td>
</tr>
<tr>
<td>Longitudinal coregistration(^1)</td>
<td>59.6</td>
<td>58.3</td>
<td>60.9</td>
<td>60.9</td>
<td>58.3</td>
<td>0.574</td>
</tr>
<tr>
<td>Follow-up, Baseline Subspace</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Projected</td>
<td>59.7</td>
<td>54.2</td>
<td>65.2</td>
<td>61.9</td>
<td>57.7</td>
<td>0.578</td>
</tr>
<tr>
<td>Follow-up, Follow-up Subspace</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Projected</td>
<td>59.6</td>
<td>58.3</td>
<td>60.9</td>
<td>60.9</td>
<td>58.3</td>
<td>0.627</td>
</tr>
<tr>
<td>Follow-up, LM-PCA Projected</td>
<td>74.3(^*)</td>
<td>83.3</td>
<td>65.2</td>
<td>71.4</td>
<td>78.9</td>
<td>0.774</td>
</tr>
</tbody>
</table>

\(^1\) Features based on Ashburner and Ridgway, (2013)

* Statistically significant balanced accuracy, permutation test p-value < 0.05
** Statistically significant balanced accuracy, permutation test p-value < 0.01
7.3.2 Balanced Information Transferring Prediction (HNRS dataset)

Table 7.2 shows the performance measures obtained when testing the information transfer capability of our approach using the HNRS dataset. Here, we formed a balanced LM-PCA projection matrix with the subjects used in Table 7.1 (24 MCI, 23 controls), then predicted the baseline time-point’s diagnostic labels using unprojected and LM-PCA projected baseline features on a disjoint set of subjects that had a baseline scan but no available follow-up (79 MCI subjects and 87 controls). Also shown in Table 7.2 is the result of predicting the follow-up time-point’s diagnostic labels using unprojected, follow-up subspace projected and LM-PCA projected follow-up features on a disjoint set of subjects with a follow-up scan but no corresponding baseline scan (10 MCI subjects and 20 controls) using the same projection matrix (formed with 24 MCI, 23 controls). As each subject has only one time-point’s information in these experiments, we could not form the “longitudinal coregistration” based features in this case as in the other tables. In this case, none of the balanced accuracies statistically exceeded chance under permutation testing.

11 Note that the HNRS is ongoing and many of the follow-up scans have not yet been made available for analysis.
Table 7-2 HNRS Dataset, Balanced Information Transferring Prediction, discriminating MCI subjects vs. HC subjects with two longitudinal time-points per subject in longitudinal subject set (which is the same set of subjects used in Table 7.1). Here the classification subject set is disjoint from the longitudinal subject set in the two classification tasks considered: classifying baseline class label with subjects that have only baseline scans and classifying follow-up class label with subjects that have only follow-up scans. Note that in this case we cannot form longitudinal features using the longitudinal coregistration method of Ashburner and Ridgway, (2013) as each classification set subject has data from only baseline or follow-up time-point information.

<table>
<thead>
<tr>
<th>Features</th>
<th>Bal. Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>ROC AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Predicting Baseline Class Label (MCI n = 79, HC n = 87) using disjoint longitudinal subject set (MCI n = 24, HC n = 23) from Table 7.1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>49.1</td>
<td>43.0</td>
<td>55.2</td>
<td>46.6</td>
<td>51.6</td>
<td>0.474</td>
</tr>
<tr>
<td>Longitudinal coregistration¹</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Baseline, Baseline Subspace</td>
<td>38.1</td>
<td>27.8</td>
<td>48.3</td>
<td>32.8</td>
<td>42.4</td>
<td>0.401</td>
</tr>
<tr>
<td>Projected</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline, LM-PCA Projected</td>
<td>48.7</td>
<td>34.2</td>
<td>63.2</td>
<td>45.8</td>
<td>51.4</td>
<td>0.509</td>
</tr>
<tr>
<td><strong>Predicting Follow-up Class Label (MCI n = 10, HC n = 20) using disjoint longitudinal subject set (MCI n = 24, HC n = 23) from Table 7.1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>45.0</td>
<td>20.0</td>
<td>70.0</td>
<td>25.0</td>
<td>63.6</td>
<td>0.445</td>
</tr>
<tr>
<td>Longitudinal coregistration¹</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Follow-up, Follow-up Subspace</td>
<td>47.5</td>
<td>20.0</td>
<td>75.0</td>
<td>28.6</td>
<td>65.2</td>
<td>0.475</td>
</tr>
<tr>
<td>Projected</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follow-up, LM-PCA Projected</td>
<td>60.0</td>
<td>50.0</td>
<td>70.0</td>
<td>45.0</td>
<td>73.7</td>
<td>0.590</td>
</tr>
</tbody>
</table>

¹ Features based on Ashburner and Ridgway, (2013)
* Statistically significant balanced accuracy, permutation test p-value < 0.05
** Statistically significant balanced accuracy, permutation test p-value < 0.01

7.3.3 Balanced Within-Set Prediction (OASIS dataset)

The OASIS dataset has an unbalanced longitudinal design, with each subject scanned on two or more visits. To compare the two time-point, balanced design LM-PCA method across datasets we mimicked a balanced longitudinal design with this dataset by restricting the follow-up times of subjects to be roughly similar to that of the HNRS dataset. We used a subject set composed of subjects with follow-up scans between 1.4 years and 2.5 years after baseline, resulting in follow-up periods of 1.9 ± 0.3 years (24 subjects with very mild dementia, i.e. CDR 0.5, and 25 healthy controls, i.e. CDR 0).

In Figure 7.1 we see in this case that the number of principal components explaining mostly 55% and 60% of variance were selected across cross-validation
folds to form LM-PCA projections, with $k = 8$ and $k = 9$ retained PCs respectively. This contrasts with the higher explained variances (90% and 95%) selected with the HNRS dataset (Table 7.1), highlighting the need to use nested cross-validation to tune this parameter.

Table 7-3 OASIS Dataset, Balanced Within-Set Prediction, discriminating very mild dementia (CDR 0.5) subjects vs. HC (CDR 0) subjects with two longitudinal time-points per subject for all subjects (classification subject set equal to longitudinal subject set in this case).

<table>
<thead>
<tr>
<th>Features</th>
<th>Bal. Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>ROC AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicting Follow-up Class Label (very mild dementia n = 24, HC n = 25) using same subjects in longitudinal subject set</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Follow-up</td>
<td>59.0</td>
<td>50.0</td>
<td>68.0</td>
<td>60.0</td>
<td>58.6</td>
<td>0.627</td>
</tr>
<tr>
<td>Longitudinal coregistration†</td>
<td>51.2</td>
<td>58.3</td>
<td>44.0</td>
<td>50.0</td>
<td>52.4</td>
<td>0.615</td>
</tr>
<tr>
<td>Follow-up, Baseline Subspace Projected</td>
<td>57.0</td>
<td>50.0</td>
<td>64.0</td>
<td>57.1</td>
<td>57.1</td>
<td>0.552</td>
</tr>
<tr>
<td>Follow-up, Follow-up Subspace Projected</td>
<td>63.4</td>
<td>70.8</td>
<td>56.0</td>
<td>60.7</td>
<td>66.7</td>
<td>0.700</td>
</tr>
<tr>
<td>Follow-up, LM-PCA Projected</td>
<td>69.4*</td>
<td>70.8</td>
<td>68.0</td>
<td>68.0</td>
<td>70.8</td>
<td>0.718</td>
</tr>
</tbody>
</table>

† Features based on Ashburner and Ridgway, (2013)
* Statistically significant balanced accuracy, permutation test p-value < 0.05
** Statistically significant balanced accuracy, permutation test p-value < 0.01

7.3.4 Unbalanced Within-Set Prediction (OASIS dataset)

Here we considered the problem of discriminating those subjects with three or more longitudinal time-points using the OASIS dataset, without restricting the time interval between samples. To increase the number of disease class subjects, we formed a class consisting of five subjects with mild dementia (corresponding to CDR 1) along with nine subjects with very mild dementia (CDR 0.5), for a total of 14 subjects being discriminated from 28 healthy subjects (CDR 0). There were 33 subjects with three longitudinal measurements, 8 subjects with four longitudinal measurements and one subject with five longitudinal measurements.

We compared the performance of features formed using the cross-sectional data at the final follow-up time-point for each subject (“Final Follow-up”) to projecting this data onto five different subspaces: two formed using purely cross-sectional information (“Final Follow-up, Baseline Subspace Projected” and “Final Follow-up, Final Follow-up Subspace Projected”), two formed by performing LM-PCA using two time-points’ (TPs’) scans from each subject and one by performing
LTC-PCA using all available TPs’ scans. The “Final Follow-up, LM-PCA Projected (2 TPs, Short)” features were formed by creating an unbalanced LM-PCA projection (via equation (6.12)) using the last two time-points’ information for each subject. In this case the time interval between scans is the shortest possible for each subject, resulting in an interval of $2.0 \pm 0.8$ years across subjects. The “Final Follow-up, LM-PCA Projected (2 TPs, Long)” features were formed in a similar manner by creating an LM-PCA projection using the first and last time point for each subject, i.e. with the longest time intervals between scans for each subject, resulting in an interval of $4.2 \pm 1.2$ years across subjects. Finally, “Final Follow-up, LTC-PCA Projected (All TPs)” were formed using all time-points for each subject. We used the more general LTC-PCA for this (with polynomial model order $p = 1$, as it is in LM-PCA), which allowed us to estimate the slope of samples’ longitudinal trajectories using all (three or more) time-points for each subject rather than having to select two time-points when using LM-PCA. As in Table 7.1 and 7.3 we also compare to “longitudinal coregistration” features. In this case we coregistered the first and last time-point of each subject to best compare to the LTC-PCA projected features.

The performance metrics for all features are shown in Table 7.4. Classifiers that used the “longitudinal coregistration” and LTC-PCA projected features were the only ones that statistically exceeded chance under permutation testing. This suggests that when more than two longitudinal samples are available per subject, we can derive a better estimate of the linear coefficient matrix with the more general LTC-PCA than with the two-sample LM-PCA approach.
Table 7-4 OASIS Dataset, *Unbalanced Within-Set Prediction*, mild and very mild dementia (CDR 1, CDR 0.5) subjects vs. HC (CDR 0) subjects with a minimum of three longitudinal time-points per subject for all subjects (classification subject set equal to longitudinal subject set in this case).

<table>
<thead>
<tr>
<th>Features</th>
<th>Bal. Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>ROC AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicting Final Follow-up Class Label (mild and very mild dementia n = 14, HC n = 28) using same subjects in longitudinal subject set</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final Follow-up</td>
<td>53.6</td>
<td>28.6</td>
<td>78.6</td>
<td>40.0</td>
<td>68.6</td>
<td>0.676</td>
</tr>
<tr>
<td>Longitudinal coregistration¹</td>
<td>66.1*</td>
<td>42.9</td>
<td>89.3</td>
<td>66.7</td>
<td>75.8</td>
<td>0.653</td>
</tr>
<tr>
<td>Final Follow-up, Baseline Subspace Projected</td>
<td>58.9</td>
<td>35.7</td>
<td>82.1</td>
<td>50.0</td>
<td>71.9</td>
<td>0.686</td>
</tr>
<tr>
<td>Final Follow-up, Final Follow-up Subspace Projected</td>
<td>50.0</td>
<td>21.4</td>
<td>78.6</td>
<td>33.3</td>
<td>66.7</td>
<td>0.617</td>
</tr>
<tr>
<td>Final Follow-up, LM-PCA Projected (2 TPs, Short)</td>
<td>53.6</td>
<td>28.6</td>
<td>78.6</td>
<td>40.0</td>
<td>68.8</td>
<td>0.661</td>
</tr>
<tr>
<td>Final Follow-up, LM-PCA Projected (2 TPs, Long)</td>
<td>62.5</td>
<td>50.0</td>
<td>75.0</td>
<td>50.0</td>
<td>75.0</td>
<td>0.663</td>
</tr>
<tr>
<td>Final Follow-up, LTC-PCA Projected (All TPs)</td>
<td>67.9*</td>
<td>57.1</td>
<td>78.6</td>
<td>57.1</td>
<td>78.6</td>
<td>0.702</td>
</tr>
</tbody>
</table>

¹ Features based on Ashburner and Ridgway, (2013)
* Statistically significant balanced accuracy, permutation test p-value < 0.05
** Statistically significant balanced accuracy, permutation test p-value < 0.01

7.3.5 Longitudinal Information Transfer across datasets

Table 7.5 presents the results of two additional discriminations that attempt longitudinal information transfer. Unlike the analysis in Table 7.2, where we transferred longitudinal information one set of subjects to the other within a single dataset (specifically, the HNRS), here we form the longitudinal subspace using subjects from one dataset and then project and discriminate subjects from the other dataset. To compare the use of within and between dataset longitudinal information, we attempted the same discriminations as in Tables 7.1 (HNRS subjects, 24 MCI vs. 23 HC) and 7.3 (OASIS subjects, 24 very mild dementia vs. 25 HC) using several different longitudinal subspaces for each discrimination.

To discriminate the HNRS subjects we formed two different LTC-PCA based subspaces using OASIS images. We used 282 images from the 115 subjects that had images at two or more time-points to create the “Follow-up, 2+ LTC-PCA Subspace” features and 136 images from the 42 subjects that had images at three or more time-points to create the “Follow-up, 3+ LTC-PCA Subspace” features. To discriminate the OASIS subjects, we formed two LM-PCA based subspaces using
HNRS images using the baseline and follow-up images of the 47 subjects in Table 7.1. (24 MCI, 23 HC) to form the “Follow-up, LM-PCA Subspace #1” features. We then added the five subjects with a diagnosis of “Pre-MCI” and two subjects with a diagnosis of “Dementia” to form a second subspace of 52 subjects to form the “Follow-up, LM-PCA Subspace #2” features.

Table 7.5 Longitudinal information transfer across datasets. Discriminating 24 MCI subjects vs. 23 HC in HNRS dataset (as in Table 7.1) using several longitudinal subspaces from OASIS dataset and discriminating 24 very mild dementia subjects vs. 25 HC in OASIS dataset (as in Table 7.3) using one longitudinal subspace from HNRS dataset (as in Table 7.1).

<table>
<thead>
<tr>
<th>Features</th>
<th>Subspace Subjects</th>
<th>Subspace Images</th>
<th>Bal. Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>ROC AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Follow-up</td>
<td>–</td>
<td>–</td>
<td>55.3</td>
<td>58.3</td>
<td>52.2</td>
<td>56.0</td>
<td>54.5</td>
<td>0.670</td>
</tr>
<tr>
<td>Follow-up, 2+ LTC-PCA Subspace</td>
<td>115</td>
<td>282</td>
<td>63.8*</td>
<td>66.7</td>
<td>60.9</td>
<td>64.0</td>
<td>63.6</td>
<td>0.692</td>
</tr>
<tr>
<td>Follow-up, 3+ LTC-PCA Subspace</td>
<td>42</td>
<td>136</td>
<td>70.2**</td>
<td>70.8</td>
<td>69.6</td>
<td>70.8</td>
<td>69.6</td>
<td>0.705</td>
</tr>
</tbody>
</table>

* Statistically significant balanced accuracy, Monte Carlo p-value < 0.05
** Statistically significant balanced accuracy, Monte Carlo p-value < 0.01

7.3.6 Visualizing and comparing eigenspaces across datasets

Figure 7.2 depicts the most explanatory eigenslopes (principal components of the slopes matrices, see Section 6.6) from two of the eigenspaces formed in Table 7.5. On the HNRS side (left), we depict the top two eigenslopes from the LM-PCA based subspace formed from the 47 HNRS subjects (also used in Table 7.1). On the OASIS side (right), we depict the second LTC-PCA based eigenspace from Table 7.5 that was formed from the 42 OASIS subjects that had three or more time-points’ images. In this case, the top two eigenslopes explain only 52% of the longitudinal variance so we additionally visualize a third composite eigenslope that is the sum of eigenslopes.
#3 through #16, which cumulatively explains 35% of the variance, so that overall we are visualizing the same amount of variance as in the HNRS case (87% in both).

Figure 7.3 compares these eigenslopes using pairwise correlation and pairwise angle\(^\text{12}\). Although the two HNRS eigenslopes are orthogonal, the two vectors have the highest pairwise correlation (0.49). These vectors therefore have the most similar pattern of variability about their mean across all feature dimensions. This comparison metric may not be as useful in this case as the closely-related angle measure, which allows us to understand whether one eigenspace would explain the variance of another (mutually orthogonal eigenspaces do not explain each other’s variance). Inspecting the pairwise angles in Figure 7.3, we see that, as expected, the angle between eigenslopes within each eigenspace is always 90° as these vectors are orthonormal by construction. However, we also see that each eigenslope is nearly orthogonal to those in the other eigenspace and would therefore expect each eigenspace to explain a small amount of variance in the other dataset. Indeed, when we project the slope estimate matrix from one dataset onto the full longitudinal eigenspace of the other we explain only 18% of the HNRS data’s variance and only 17% of the OASIS data’s variance.

\[^{12}\text{The angle between two vectors is the inverse cosine of their dot product normalized (divided) by the product of their individual magnitudes.}\]
Figure 7-2 Visualization of eigenslopes from the two of the eigenspaces used in Table 7.5. Each image is scaled such that the maximum absolute value is equal to one.

Figure 7-3 Pairwise correlations and angles between eigenslopes depicted in Figure 7.2.

7.3.7 Statistical comparison of methods

In Tables 7.1, 7.3 and 7.4 we see that LM-PCA/LTC-PCA projected features’ classification accuracies achieve statistical significance while unprojected features’ do not, with statistical significance bestowed upon accuracies meeting the usual criteria of $p < 0.05$ under permutation testing. The difference between a significant accuracy and a non-significant accuracy is not necessarily itself significant however
Indeed LM-PCA/LTC-PCA projection only improved accuracy relative to unprojected cross-sectional features or “longitudinal coregistration” based features in one case (LM-PCA projected versus unprojected features in Table 7.1, p < 0.05, McNemar’s test).

Because of the small sample sizes in each comparison, we have limited statistical power to detect such differences between the methods within individual discriminations. However, we are more interested in testing whether our method provided a consistent improvement overall (i.e. across all classification problems and datasets) rather than whether it improves individually for any specific classification problem. To assess this, we performed a 3 x 1 repeated measures analysis of variance (ANOVA) with three different methods as the “within-comparison factor” and the five balanced accuracies across comparisons as the samples for each method. The three methods compared were: (i) the most appropriate version of our method for each contrast (LM-PCA for the comparisons in Tables 7.1-7.3 or LTC-PCA for the comparisons in Table 7.4); (ii) the latest follow-up samples projected onto the latest follow-up subspace (the single follow-up in Tables 7.1 and 7.3, the baseline in the first part of Table 7.2, the follow-up in the second part of Table 7.2, the final follow-up in Table 7.4) and (iii) features formed using the (unprojected) latest follow-up samples. The results show a significant difference in the effect of the projection method, with F(1.52, 6.08) = 10.91, p = 0.01. Post-hoc pairwise t-tests showed that LM-PCA/LTC-PCA projected features performed better overall than unprojected features (p = 0.03) and cross-sectionally projected features (p = 0.003) whereas cross-sectionally projected features did not outperform unprojected features (p = 0.74).

Because several of the discriminations had imbalanced classes (those from Table 7.2 and 7.4), we repeated this analysis using the ROC AUC metric. The ROC AUC metric is not sensitive to the choice of the classifier’s decision threshold, which may need to be adjusted when classes are imbalanced. The results were very similar to those from the balanced accuracy based analysis: a significant difference in the effect of the projection, F(1.87, 7.48) = 9.09, p = 0.01, with post-hoc pairwise tests showing LM-PCA/LTC-PCA projected features outperforming unprojected features (p = 0.03) and cross-sectionally projected features (p = 0.01), and no difference between cross-sectionally projected and unprojected features (p = 0.78).
We could not include “longitudinal coregistration” based features in these ANOVAs as it was not possible to form such features in Table 7.2 due to a lack of either baseline or follow-up information in the classification subject set. Therefore, we conducted an additional paired t-test, comparing the balanced accuracies of LM-PCA in Tables 7.1 and 7.3 and LTC-PCA in Table 7.4 against “longitudinal coregistration” based features’ balanced accuracies. This showed no significant differences.

### 7.3.8 Discriminative and Forward Brain Maps

Figures 7.2 and 7.3 display t-statistic images, weight maps and forward maps (see Section 4.7) for the cross-sectional features and LM-PCA projected cross-sectional features derived from the *Balanced Within-Set Prediction* problem (HNRS and OASIS datasets respectively). For both types of features the figures show a good correspondence between the unthresholded two sample t-statistic maps describing group differences between disease subjects and controls at each voxel and forward maps that were generated via equation (4.15). The weight maps depicted, generated via equation (4.14), are useful for understanding which combination of regions is driving the classifier’s decisions. However they differ greatly from the other two map types, reflecting the fact that they do not represent group differences (Haufe et al., 2014b).

In Figure 7.4, which corresponds to the HNRS dataset results in Table 7.1, we see that the cross-sectional follow-up feature based forward maps and the LM-PCA projected counterparts have negative values (cold colours) across many grey and white matter regions. As we are interpreting maps of Jacobian determinant features, quantifying the expansion or contraction of voxels during diffeomorphic registration to an inter-subject template, areas of negative group differences indicate contraction (i.e. degeneration) in the positive (disease) class relative to the negative (healthy control) class. In particular, we see the LM-PCA projected cross-sectional forward maps have stronger negative values in the parietal and precuneus areas, the frontal pole and the temporal lobe relative to the cross-sectional map.
In Figure 7.5, which corresponds to the OASIS dataset result in Table 7.3, we see that both the cross-sectional and LM-PCA projected cross-sectional forward maps show strong positive values within the lateral ventricles and the Sylvian fissure, indicating a regional shrinkage of brain tissue in early dementia subjects compared to controls. In addition there are negative values in the temporal lobes in both sets of forward maps. Qualitatively, the two sets of forward maps in this figure resemble each other, with some evidence of de-noising due to the PCA procedure via a reduction in the number of negative value regions in the LM-PCA projected cross-sectional map compared to the purely cross-sectional forward map. Overall, these patterns of coefficients are highly consistent with the literature on whole brain and ventricular volume change in dementia subjects relative to controls (Freeborough and Fox, 1997; Jack et al., 2004; Nestor et al., 2008).
Figure 7-4 Comparison of maps for Balanced Within-Set Prediction problem, HNRS dataset. Mass univariate differences between groups’ features via an (unthresholded) t-statistic and classifier weight and forward maps, discriminating MCI versus HC using cross-sectional (follow-up time-point) features compared to LM-PCA projected cross-sectional (same time-point) features, corresponding to Table 7.1. Weight and forward maps are scaled such that the maximum absolute value in each image is equal to one. In all maps, positive values (hot colors) depict areas of stronger association to the positive class (MCI group), while negative values (cold colors) depict areas of stronger association to the negative class (HC group).
Figure 7.5 Comparison of maps for Balanced Within-Set Prediction problem, OASIS dataset. Mass univariate differences between groups’ features via an (unthresholded) t-statistic and classifier weight and forward maps, discriminating very mild dementia (CDR 0.5) versus HC using cross-sectional (follow-up time-point) features compared to LM-PCA projected cross-sectional (same time-point) features, corresponding to Table 7.3. Weight and forward maps are scaled such that the maximum absolute value in each image is equal to one. In all maps, positive values (hot colors) depict areas of stronger association to the positive class (CDR 0.5 group), while negative values (cold colors) depict areas of stronger association to the negative class (HC group).

7.4 Discussion

In chapter 6 we introduced a new feature construction based technique for pattern recognition, which makes use of the longitudinal information available in both unbalanced and balanced longitudinal designs. In this chapter we demonstrated the effectiveness of this technique using high-dimensional neuroimaging data on the problem of discriminating both MCI subjects from healthy controls and early dementia subjects from controls, showing improvements in accuracy across two
separate datasets. The method we introduce has a single tuning parameter and, as a feature construction operation, is able to work with existing registration algorithms used in pre-processing and any pattern recognition algorithm (including regression models). In principle, the method is not limited to neuroimaging and can be applied to any high-dimensional longitudinal dataset.

We have shown that: (i) in the case of balanced longitudinal designs with two samples per subject, projected cross-sectional features have higher predictive accuracy in discriminating disease than do unprojected cross-sectional features; (ii) for unbalanced designs, higher classification accuracy can be attained using three or more samples to estimate the linear coefficient matrix used to form the necessary longitudinal projection compared to using the minimum of two samples and (iii) information transfer from one set of subjects to another is possible using the proposed method. In addition, we have shown that the proposed features, based on a linear transformation, retain the ability to visualize a linear classifier’s weight maps and forward maps.

Comparing our method to others in the literature, the improvements we show on the Balanced Within-Set Prediction problem are similar to those achieved by Chen and DuBois Bowman, (2011). However, a direct comparison is not possible as the authors were discriminating AD from controls using PET data with a 12-month follow-up period. The authors report an approximately 10% improvement in predictive accuracy using region of interest (ROI) based voxels, similar to what we achieved on the OASIS dataset. Another comparison can be made to Wolz et al., (2010), who created non-linear manifolds using longitudinal and cross-sectional information into which they embedded both cross-sectional and longitudinal data to form features for classification. The authors also considered the problem of discriminating MCI from controls (among other contrasts between AD, MCI and controls) using T1-weighted structural MRI. They showed improved discrimination accuracy from 64% using baseline imaging features to 69% using baseline plus longitudinal imaging features.

Ziegler et al., (2015) estimated rates of change (slope) within subjects’ samples in a mass-univariate context, noting that a smaller number of longitudinal samples per subject resulted in reduced parameter accuracy. This is in agreement
with the results we present in Table 7.4, where the “Final Follow-up, LTC-PCA Projected (All TPs)” features indicate that improved estimation of the linear coefficient matrix using three or more longitudinal samples per subject leads to better predictions compared to LM-PCA projected features, which were based on the minimum of two samples per subject (see below).

There appears to be an advantage in using balanced design data rather than unbalanced data when forming longitudinal projections. In Tables 7.1 and 7.3 we see that features formed using balanced LM-PCA projections have statistically significant balanced accuracies while in Table 7.4 the unbalanced LM-PCA projected features’ balanced accuracies did not achieve significance. This observation is in agreement with Ziegler et al., (2015), who note that less balanced designs led to poorer correspondence of slope estimates with ground truth as well as higher noise levels. When unbalanced design information is available, the result in Table 7.4 suggests that better predictions result from using all available time-points’ information when forming a longitudinal projection (through the use of LTC-PCA).

Tables 7.5 explored the transfer of longitudinal information across the two datasets, revisiting the discriminations of Tables 7.1 and 7.3. We see similarly low balanced accuracies using purely cross-sectional features (55.3% and 56.9% for the “Follow-up” features in Table 7.5 corresponding to 53.2% and 59.0% in Tables 7.1 and 7.3 respectively). The slight differences are attributable to differences in the set of subjects used to form each template (e.g. the template used in Table 7.1 was formed using the baseline and follow-up images of 47 HNRS subjects while the template in Table 7.5 was formed using the same subjects’ 47 follow-up images plus 307 OASIS images). We see a similar increase in balanced accuracy using a longitudinal subspace composed of 42 OASIS subjects with three or more longitudinal time-points (“Follow-up, 3+ LTC-PCA Subspace” in Table 7.5) as compared to the within-set longitudinal subspace based on the 47 subjects’ own baseline and follow-up images (“Follow-up, LM-PCA Projected” in Table 7.1). In contrast, we see only a slight increase when using all available longitudinal information, i.e. the superset of 115 OASIS subjects with two or more images (“Follow-up, 2+ LTC-PCA Subspace” in Table 7.5), implying that a smaller subject set with more follow-up information per subject generalizes better than a larger subject set with less information per subject. In contrast to these improvements,
when discriminating the 49 OASIS subjects in Table 7.5 we see the two balanced LM-PCA based subspaces (one formed using the oft-mentioned 47 HNRS subjects, the other using seven additional subjects) do not aid in discriminating the 49 OASIS subjects. There are several potential explanations: (i) the HNRS longitudinal subspace captures commonalities among healthy and mildly impaired subjects and is not as useful for discriminating early dementia subjects (e.g. the space projects out some important dementia-related areas, such as the ventricles, that do not change much within healthy or MCI subjects) and/or (ii) despite being based on balanced information these longitudinal spaces are not robust enough to generalize across datasets due to the number of subjects used or the number of samples per subject. Section 7.3.6 and corresponding Figures 7.2 and 7.3 support the latter view, showing that eigenslopes from one dataset are close to orthogonal to those in the other and that furthermore, each eigenspace only explains a small fraction of the longitudinal variance within the other dataset. Further work with multiple large longitudinal datasets is needed to disentangle the effects of longitudinal set size (both number of subjects and samples per subject) and disease severity when transferring longitudinal information.

Our method starts with the assumption of subject-specific models of longitudinal trajectories, deriving expressions for the first order coefficient (i.e. slope) matrix describing intra-subject changes over time, across all subjects and all dimensions, for the general case of an unbalanced longitudinal design. The benefit of such an approach is its conceptual and computational simplicity, as one can compute each subject’s coefficients once and then assemble the desired coefficient matrix (of any model order) for a particular set of subjects at each cross-validation fold. Longitudinal trajectories are likely correlated among similarly aged subjects, however, and accounting for these inter-subject correlations may lead to better estimates of the desired coefficient matrix, potentially improving the Information Transferring Prediction capability of our method.

Accounting for inter-subject correlations is particularly important for neuroimaging data, where the number of longitudinal samples per subject is often small, amounting to two samples per subject in the HNRS dataset and between two and five in the OASIS dataset. Therefore, for future work we will investigate methods to model such correlations, potentially providing better estimation of
subject level coefficients by sharing information between subjects. Multi-task learning (MTL) models have recently been applied to neuroimaging to account for between-subject correlations (Zhang and Shen, 2012; Marquand et al., 2014) and may be particularly well suited for this purpose.

We have focussed on building a subspace projection using the matrix of first order coefficients. One potential limitation of this decision, imposed by a relatively small number of subjects having full follow-up data in both datasets, is that the subspace we build is most appropriate for situations where the linear term dominates temporal trajectories. There is evidence that the non-linear component of trajectories may be important, particularly in older subjects (Raz et al., 2010; Raz and Lindenberger, 2011; Fjell et al., 2014). To this end, one can estimate separate projections based on the first order and second order coefficient matrices, selecting the number of principal components retained in each projection using a common or model order specific amount of explained variance, for instance. Features could be then composed of a concatenation of cross-sectional features projected onto the linear coefficient subspace with features projected onto the quadratic coefficient subspace. Estimating the matrix of second order coefficients requires at least three time-points per subject, with the result in Table 7.4 suggesting that more than this minimum may be necessary for good estimates. Indeed, the small sample size that results from requiring that all subjects have data in all time-points is an important limitation of this study. Across the five contrasts we performed, we have shown that there is an improvement due to LM-PCA/LTC-PCA projected features relative to strictly cross-sectional features; however, due to the limited number of longitudinal samples, we could not show a consistent improvement within each contrast. Therefore, additional validation of the method on larger samples (such as ADNI\textsuperscript{13}) and exploring the conditions under which using higher order coefficient matrices would benefit a predictive model is an important avenue for future work.

In summary, we have introduced a novel means of capitalising on longitudinal information for pattern recognition analysis of high-dimensional data. We have provided a conceptual framework for modelling longitudinal trajectories of change over time, which enables: (i) the use of balanced and unbalanced longitudinal

\textsuperscript{13} Alzheimer’s Disease Neuroimaging Initiative (ADNI) data is available at \url{http://adni.loni.usc.edu}. 
designs; (ii) the modelling of linear and non-linear effects and (iii) the ability to transfer longitudinal information between sets of subjects. Our results suggest that longitudinal subspace projection is a promising method for pattern recognition analysis of longitudinal neuroimaging data.

In the following chapter we apply our proposed longitudinal projection to diffusion MRI based Parkinson’s disease discrimination, showing that our method can be applied to a different imaging modality and a different neurodegenerative disease discrimination problem. It also highlights the generality of LTC-PCA in the case where two study groups were scanned on three occasions (baseline, one year follow-up and two year follow-up) and one study group was only scanned twice (baseline and two year follow-up), leading to an unbalanced longitudinal design with varying time-points per subjects.
Chapter 8 Application to Early Parkinson’s Disease

8.1 Introduction

In this chapter we analyse data from the PMMP longitudinal study tracking early PD subjects, subjects identified as being at risk of developing PD, along with matched controls, described in Chapter 3. Here we attempt pairwise discriminations of the three study groups using the study’s longitudinal diffusion MRI data, aiming to identify patterns within measures of white matter structure that can be used to discriminate disease subjects from controls.

As in Chapter 7 we compare the performance of features based on cross-sectional information to those that incorporate longitudinal information via the feature construction method described in Chapter 6. Chapter 7 demonstrated our method’s ability to handle varying longitudinal designs, i.e. with a fixed or varying number of samples per subject and/or time intervals between scans. Here we show that our method can be used on a different diagnostic problem and a different imaging modality. In particular, we will create features using fractional anisotropy (FA) samples that can be computed from diffusion tensor imaging (DTI) data. The question of which features are optimal for pattern recognition based analyses of DTI data has received little attention and remains an open question. Therefore, we investigate two common choices of FA based features to determine empirically the best choice of features for our data. In particular we explore the use of either whole brain FA features or skeletonized FA features along with the choice of two different minimum FA thresholds.

We do not present or further discuss the use of mean diffusivity (MD) based features, which are also commonly derived from DTI data. MD based features had chance level accuracy in all of the pairwise discriminations we attempt in this chapter. One possible explanation is that our DTI acquisition (described in Section 8.2.2) had only one b value, while Rae et al., (2012), who explored group differences in FA and MD between PD patients and controls, note that a DTI acquisition with multiple b values may be more sensitive to increases in MD.
8.2 Materials and Methods

8.2.1 Study Description
We used clinical and imaging data derived from the Progression Markers in the Premotor Phase (PMPP) study of Parkinson’s disease, with study design and data collection described in Chapter 3.

8.2.2 Image Acquisition
Both the diffusion and structural MR images were acquired on a Siemens MR system operating at 3T (Magnetom Trio, Siemens Healthcare, Erlangen). As in Chapter 5, we used the sagittal magnetization-prepared rapid gradient-echo (MPRAGE) T1-weighted images (TR = 2300 ms; TE = 3 ms; TI = 1100 ms; flip angle = 8°; matrix size = 256 × 224 with 176 1.0 mm thick slices; in plane pixel size = 1 mm/1 mm; FoV = 256 × 224 mm). The DTI was acquired via a 2D spin-echo echo planar imaging (EPI) sequence (TR = 7500 ms; TE = 79 ms; matrix size = 128 x 116 with 61 2.0 mm thick slices; in plane pixel size = 2 mm/2 mm). Diffusion weighting was applied with b = 800 s/mm² along six directions, with each direction acquired three times. Additional images with no diffusion weighting (b = 0 s/mm²) were acquired three times.

8.2.3 Image Preprocessing and Quality Control
Prior to forming FA images, we visually inspected the 151 raw DTI images. We found one particularly pronounced type of artefact in many images. It manifests as a loss of signal that depends on the direction of the diffusion weighting. Figure 8.1 depicts two volumes from a single image: one volume is clearly affected by the artefact, while the other, acquired in a different gradient direction, is not. These artefacts closely resemble the ones described by Gallichan et al., (2010), and as such may have been caused by systematic vibrations in the MRI machine’s patient table due to low-frequency gradient switching. We also removed images that were uniformly corrupted by noise across all voxels and volumes, as shown in Figure 8.2. Altogether, we removed 60 images due to the direction-dependent artefact, four
images due to uniform noise and one image due to chemical shift artefact from insufficient fat suppression.

![Affected and Unaffected Images](image)

**Figure 8-1** Two volumes from a single image that is affected by gradient direction specific artefacts. Artefacts often appear in the parietal lobe (circled in red) and, to a lesser extent, in the frontal lobe (circled in purple).

**Figure 8-2** A uniformly noisy image.

Many of the remaining 86 images had consistent signal dropout across all volumes in the superior cerebral cortex and inferior cerebellum. To mitigate the effect of the signal loss, we used the ExploreDTI toolbox (Leemans et al., 2009) to preprocess these images with the aid of the relatively good quality T1-weighted images that were collected alongside each diffusion image. The preprocessing pipeline involved downsampling the T1-weighted images and rigidly registering them to the MNI T1 2mm template, with brain extraction and masking done using OptiBET (Lutkenhoff et al., 2014). ExploreDTI was then used to correct for subject motion, eddy current and EPI distortion artefacts. The diffusion images were non-
linearly coregistered to the MNI-registered T1 images during the EPI correction step. Finally, maps of fractional anisotropy (FA) were estimated in ExploreDTI using the corrected diffusion data. Fractional anisotropy is a measure of water diffusion anisotropy (i.e. directionality) at each voxel (Basser and Pierpaoli, 1996). It ranges from a value of zero in the case of unrestricted movement of water to a value of one in the case of water diffusion restricted to one direction in 3D space. FA measures of grey matter and cerebrospinal fluid (CSF) approach values of zero while FA measures of the white matter are high, approaching one in the most directionally organized areas, such as white matter tracts (Assaf and Pasternak, 2007). FA been used extensively to study the properties of white matter such as fibre density.

We visually inspected each FA image, finding 21 out of 86 FA maps that had excessive signal dropout or a bad coregistration to their respective T1 image. Examples of these problematic images, which were removed from further analysis, are provided in Figure 8.3. Following this quality control step there were 65 images out of the original 151 left for analysis.

We then tested for group differences in subjects’ motion using the motion parameters saved in the ExploreDTI (*.mat) file from the subject motion/eddy current correction step. We used the decomposed measures of translation and rotation for each of the 18 non-$B_0$ volumes per image, finding the absolute maximum of rotation and translation separately. We then ran a one-way ANOVA to test for group differences in absolute rotation and translation, finding no significant differences in rotation ($F_{2,60} = 0.32$, $p = 0.73$) or translation ($F_{2,60} = 1.48$, $p = 0.24$). Figure 8.4 depicts the rotation and translation values across groups. We also tested for differences within each group across time-points. We found a significant difference in translation over time within the HR$_{PD}$ group (rotation: PD: $F_{2,15} = 0.67$, $p = 0.53$, HR$_{PD}$: $F_{2,32} = 1.73$, $p = 0.19$, Healthy: $F_{1,8} = 0.88$, $p = 0.38$, translation: PD: $F_{2,15} = 0.81$, $p = 0.46$, HR$_{PD}$: $F_{2,32} = 4.23$, $p = 0.02$, Healthy: $F_{1,8} = 0.22$, $p = 0.65$). We present analysis with and without regressing out these two motion parameters from the whole-brain and TBSS based features.
Figure 8-3 Examples of problematic FA maps.

Figure 8-4 Maximum subject motion across the three groups.
8.2.4 Image Registration

We used the coregistered T1 images to register the 65 FA images that met our quality control criteria to the study template formed using DARTEL. To do so we followed part of the procedure described in Section 4.3: we first segmented the T1 images from all time points of all subjects into grey matter, white matter, cerebrospinal fluid (CSF), soft tissue and skull classes using SPM8’s “New Segment” procedure. Grey matter and white matter tissue class images were then registered to a common inter-subject space, by creating a study specific template from all images using SPM8’s DARTEL registration procedure (Ashburner, 2007). Finally, we applied the flow fields used to warp each individual T1 image to the template to the corresponding coregistered FA image, bringing the FA images into a common space. The resulting registered FA images were generally well registered to the white matter portion of the template: there were no significant group differences in registration quality both across the three diagnostic groups and within each group over time. Appendix D provides details of our registration quality analysis.

We used these registered FA images to form two different types of features that were used for classification separately. We formed whole-brain FA features as well as skeletonized FA features based on tract based spatial statistics (TBSS) (Smith et al., 2006). Typically, the TBSS analysis pipeline\(^{14}\) involves the formation of registered FA “maps” (i.e. images). In our case we performed registration separately, using T1 images as described above. There were two reasons for this: we wanted to facilitate comparison between skeletonized and whole-brain FA features\(^ {15}\) and we were concerned that the signal dropout in portions of the DTI data would lead to an inferior FA driven registration.

Following registration we used part of the TBSS pipeline (described below) to form a mean FA skeleton, meant to represent the most likely locations of white matter tract centres across the available subjects, forming skeletonized FA features for each subject by projecting each subject’s FA map onto the skeleton. The purpose of skeletonization is to reduce the variability in the comparison of FA between

\(^{14}\) A user guide for the TBSS analysis pipeline is available at: http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/TBSS/UserGuide

\(^{15}\) TBSS based registration is intended to align tract structure across subjects, with subsequent projection of data onto a tract skeleton, rather than aligning all voxels across subjects.
subjects by only comparing subjects in places that one is most confident is truly white matter. This feature construction procedure is intended to improve the robustness and sensitivity of any subsequent analysis performed on the skeletonized images (Smith et al., 2006). Note that the skeletonized data are then most commonly analysed using a general linear model (GLM) in a mass-univariate context, with the aim of understanding which voxels differ significantly between groups of subjects.

To form the whole-brain FA features for our multivariate analysis we used SPM to smooth the registered FA maps with an isotropic 4 mm full width at half maximum (FWHM) Gaussian kernel. Smoothing is often performed in voxel based morphometry (VBM) as a means of reducing the effect of the misalignment across subjects during registration, though the choice of kernel width is arbitrary and may affect subsequent analysis. As is customary when analysing FA images, to improve the confidence that one is analysing the same tissue type (namely white matter) across individuals using FA, we retained only those voxels in the smoothed images that had a specified minimum FA value across all subjects. This minimum value was either 0.2 or 0.3, as recommended by Smith et al., (2006), with results shown for both cases. To remove any possibility of using voxels outside the brain, we also formed a whole brain mask that retained voxels that had either at least 0.05 intensity in the DARTEL template’s grey matter image or at least 0.05 in the template’s white matter image as 0.05 intensity reflects a relatively high confidence that a voxel belongs to a particular tissue class.

To form skeletonized FA features we further preprocessed the (unsmoothed) registered FA maps using the DTI-TK instructions for using external registration with the TBSS procedure\(^\text{16}\), resampling them to 1 mm\(^3\) isotropic MNI152 space using FSL’s command line tools (Smith et al., 2004b). As with the whole-brain features, we retained only those voxels with a minimum FA of 0.2 or 0.3 across all subjects and show results for both cases. There were no group differences in number of features discarded (see second part of Appendix D). However, we did not use the FA skeleton mask provided by TBSS (via the ‘tbss_skeleton’ command). Instead we formed a mask for the skeletonized features using the DARTEL template’s white matter image, retaining the voxels that met a minimum threshold of at least 0.01.

This mask excludes voxels on the outer edge of the cortex that are most likely be part of grey matter. As can be seen in Figure 8.5, the template based mask allows us to almost completely eliminate the “ring” around the edge of the brain that is a common artefact brought about by the skull stripping procedure.

![Template derived mask versus TBSS skeleton mask](image)

**Figure 8-5** A comparison of the mask formed using the DARTEL template (white matter image, thresholded at 0.01 minimum), shown in red, versus the TBSS skeleton mask, shown in green. The two masks are overlaid onto the template’s white matter image. The template based mask allows us to avoid the artefactual “ring” around the brain, circled in red.

### 8.2.5 Group Demographics

Because of the large number of images removed during the quality control procedure, we chose to discriminate subjects’ disease state at their latest available time-point. Figure 8.6 shows the breakdown of the number of subjects that had one, two or three time-points’ images per class. There are eleven PD subjects, 22 HR\textsubscript{PD} subjects and eight healthy controls being discriminated with 44 images from 20 subjects (blue shaded area in figure) used to form the longitudinal subspace. Within the PD group we discriminated 2 subjects at baseline, one subject at 1\textsuperscript{st} follow-up and eight subjects at 2\textsuperscript{nd} follow-up. Within the HR\textsubscript{PD} group we discriminated two subjects at baseline, seven subjects at 1\textsuperscript{st} follow-up and 13 subjects at 2\textsuperscript{nd} follow-up. Within the healthy control group, which did not have imaging at 1\textsuperscript{st} follow-up, we discriminated three subjects at baseline and five subjects at 2\textsuperscript{nd} follow-up.
Figure 8-6 Breakdown of number of subjects per group with images at one time-point, two time-points and all three time-points. There are eleven PD subjects, 22 At Risk (i.e. HR_PD) subjects and eight healthy controls being discriminated at their last available time-point (as detailed in Section 8.2.5). 44 images from 20 subjects (in the blue shaded area) are used to form the longitudinal subspace.

Although we discriminated images from different time-points, to facilitate a fair comparison Table 8.1 depicts the demographic and clinical information at the final (two year) follow-up time-point for all 41 subjects being discriminated. Diagnostic groups did not differ significantly in terms of age ($F_{2,38} = 0.5$, $p = 0.63$) or sex (Fisher’s exact test:, $3.05$, $p = 0.21$). In addition to any group differences in clinical measures, we are also potentially interested in group differences in (two year) longitudinal changes in cognitive and motor measure: e.g. the “MMSE change” row refers to the within subject (longitudinal) change between baseline and final follow-up (follow-up minus baseline) in MMSE.

There were no group differences in MMSE ($F_{2,38} = 1.35$, $p = 0.27$) or change in MMSE ($F_{2,38}=2.7$, $p=0.08$). There was a large group difference in motor function, measured by the total UPDRS-III score ($F_{2,38} = 67.3$, $p < 0.001$) but no significant change in UPDRS-III over time ($F_{2,38} = 1.00$, $p = 0.38$). Similarly, there were significant differences in tremor (UPDRS-III sum of items 3.17-3.18, $F_{2,38} = 12.4$, $p < 0.001$) and rigidity (UPDRS-III sum of items 3.3, $F_{2,38} = 38.7$, $p < 0.001$) but no significant changes in these over time (tremor change: $F_{2,38} = 0.9$, $p = 0.43$, rigidity change $F_{2,38} = 0.2$, $p = 0.82$). There were no significant cross-sectional or longitudinal differences in REM sleep behaviour disorder questionnaire total score (RBDQ).
Post hoc pairwise comparisons of these clinical measures between groups, all Bonferroni corrected, reveal significant differences in UPDRS-III score between the PD and both the HRPD group (p < 0.001) and the control group (p < 0.001). Similarly, there were significant differences in tremor and rigidity between the PD group and both the HRPD group (tremor: p < 0.001, rigidity: p < 0.001) and the control group (tremor: p = 0.005, rigidity: p < 0.001). There were no significant differences between the HRPD and control groups in any measure with the exception that all HRPD subjects were positive for substantia nigra hyperechogenicity (SN+), which was by design.

Table 8-1 Demographics of analysis subjects at final (two year) follow-up time-point.

<table>
<thead>
<tr>
<th></th>
<th>PD (n = 11)</th>
<th>HRPD (n = 22)</th>
<th>HC (n = 8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>64.1 ± 8.8</td>
<td>62.8 ± 6.3</td>
<td>65.8 ± 8.6</td>
</tr>
<tr>
<td>Number of females</td>
<td>4 (36%)</td>
<td>6 (27%)</td>
<td>5 (63%)</td>
</tr>
<tr>
<td>Number of males</td>
<td>7 (64%)</td>
<td>16 (73%)</td>
<td>3 (38%)</td>
</tr>
<tr>
<td>Years between scans</td>
<td>1.9 ± 0.3</td>
<td>1.8 ± 0.4</td>
<td>2.0 ± 0.1</td>
</tr>
<tr>
<td>Years since diagnosis</td>
<td>4.8 ± 1.4</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SN+</td>
<td>10 (91%)</td>
<td>22 (100%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>MMSE</td>
<td>28.9 ± 0.7</td>
<td>29.4 ± 1.2</td>
<td>28.8 ± 1.4</td>
</tr>
<tr>
<td>MMSE change</td>
<td>-0.5 ± 0.9</td>
<td>0.1 ± 1.1</td>
<td>-0.9 ± 1.4</td>
</tr>
<tr>
<td>UPDRS-III</td>
<td>26.9 ± 11.4</td>
<td>1.9 ± 2.1</td>
<td>N/A</td>
</tr>
<tr>
<td>UPDRS-III change</td>
<td>-3.1 ± 11.1</td>
<td>1.7 ± 3.9</td>
<td>1.1 ± 2.5</td>
</tr>
<tr>
<td>Tremor</td>
<td>2.7 ± 2.8</td>
<td>0.0 ± 0.0</td>
<td>0.4 ± 1.1</td>
</tr>
<tr>
<td>Tremor change</td>
<td>-0.5 ± 2.4</td>
<td>-0.1 ± 0.4</td>
<td>0.3 ± 1.0</td>
</tr>
<tr>
<td>Rigidity</td>
<td>4.2 ± 2.5</td>
<td>0.2 ± 0.4</td>
<td>0.0 ± 0.0</td>
</tr>
<tr>
<td>Rigidity change</td>
<td>-0.3 ± 3.2</td>
<td>-0.5 ± 0.9</td>
<td>0.0 ± 0.0</td>
</tr>
<tr>
<td>RBDQ</td>
<td>3.8 ± 3.3</td>
<td>2.1 ± 2.3</td>
<td>1.1 ± 1.4</td>
</tr>
<tr>
<td>RBDQ change</td>
<td>0.2 ± 2.7</td>
<td>-0.2 ± 1.2</td>
<td>-0.5 ± 1.1</td>
</tr>
</tbody>
</table>

8.2.6 Analysis Methodology

We formed purely cross-sectional features using whole brain FA and, separately, skeletonized FA samples at the final follow-up time-point. For both types of
samples, we also formed longitudinally projected cross-sectional features via Longitudinal Trajectory Coefficient PCA (LTC-PCA). Recalling Sections 6.3-6.7, LTC-PCA refers to PCA performed on the matrix of longitudinal trajectory coefficients (in this thesis: the first order coefficient matrix $\mathbf{B}^{(1)}$) when there is a varying number of longitudinal samples per subject, as here with two or three samples per subject.

As in Chapters 5 and 7, we assess the cross-validated predictive performance of these features using the $C$ cost support vector classifier (SVC) described in Section 4.4.2 using the LIBSVM (Chang and Lin, 2011) implementation of the SVC with a fixed value of $C = 1$ throughout all classifications (see Section 7.2.4). As in the previous chapter, we perform nested leave one out cross-validation (LOO-CV) to tune the number of retained eigenslopes via an inner LOO-CV procedure and predict the label of held-out images via an outer LOO-CV procedure (see Section 6.12). We similarly report the balanced accuracy, sensitivity, specificity, positive predictive value ($PPV$), negative predictive value ($NPV$) and a summary of the receiver operating characteristic’s area under the curve ($ROC AUC$) and perform Monte Carlo tests to assess the statistical significance of the balanced accuracies we report (see Section 3.2).

### 8.3 Results

We present four sets of results of here: Tables 8.7 and 8.8 present pairwise discriminations of the three subject groups using motion corrected and uncorrected \textit{whole-brain} FA features while Tables 8.9 and 8.10 presents the same discriminations performed using motion corrected and uncorrected \textit{skeletonized} FA features. In both cases we discriminated the disease class label (PD subjects vs. controls, for example) using the latest available image, with minimum FA value across subjects thresholded at either 0.2 or 0.3.
8.3.1 Whole-brain and skeletonized features

None of the features in any of the four tables discriminated HRPD subjects from controls with better than chance level balanced accuracy. Similarly, PD subjects could not be discriminated from HRPD subjects better than chance. LTC-PCA projection resulted in significant discriminations of PD subjects from controls in four out of eight cases (motion uncorrected whole-brain 0.2 threshold: 84.7% p < 0.01, motion corrected skeletonized 0.3 threshold: 80.1% p < 0.01, motion uncorrected skeletonized 0.2 threshold: 78.4% p < 0.05 and 0.3 threshold: 84.7% p < 0.01).

8.3.2 Statistical Comparison of Feature Construction Factors

As in Chapter 7, there is limited statistical power to detect differences between feature construction methods within comparisons due to the small samples sizes in this exploratory biomarker study. Using McNemar’s test to compare classifier predictions we do not see statistically significant differences in pairwise comparisons across the three feature construction factors (effect of projection, feature style (whole-brain/skeletonized) and minimum FA threshold) in any of the three discriminations on an individual basis. However, we separately pooled the 24 balanced accuracies from the motion corrected features (Tables 8.2 and 8.4) and uncorrected (Table 8.3 and 8.5) to investigate the effect of the three factors across discriminations. We tested the two feature construction factors we were primarily interested in, namely the effect of the LTC-PCA projection and feature style, using a two-level repeated measures ANOVA. The four groups being tested each contained six samples (three discrimination accuracies from each of the two minimum FA thresholds).

In the motion corrected features there was no significant interaction between these two effects (F_{1,5} = 0.54, p = 0.50) nor was there an effect due to LTC-PCA projection (F_{1,5} = 0.09, p = 0.77) or feature style (F_{1,5} = 0.55, p = 0.49). Similarly, in the motion uncorrected features there was no significant interaction between effects (F_{1,5} = 0.10, p = 0.76) and no individually significant effects (projection: F_{1,5} =2.3, p = 0.19, style: F_{1,5} = 0.83, p = 0.41). As we could not perform a full three-way repeated measures ANOVA due to a lack of samples per group, we performed an additional paired t-test on the effect of the FA threshold (0.2 or 0.3) across all
discriminations (both corrected and uncorrected), finding no significant effect (t = -0.24, p = 0.82).

We performed two other post hoc analyses via paired t-tests: in the first, we tested the effect of motion correction across all 24 pairs of discriminations, finding a mean decrease in balanced accuracy of 1.1 ± 9.8% due to motion correction, which was not significant (t = -0.56, p = 0.58). Finally, we tested whether the projection had an effect within the PD versus healthy controls discrimination, which was the only discrimination that exceeded chance level in some cases. Across the eight pairs (feature styles by thresholds by motion correction toggle) there was an increase in balanced accuracy of 16.4 ± 13.2%, which was significant (t = 3.5, p = 0.01).
Table 8-2 Motion corrected whole-brain features used in three pairwise discriminations of the subject groups. Each element in the table shows the metrics for a minimum FA threshold of 0.2 or 0.3 across subjects (each cell shows 0.2 result/0.3 result).

<table>
<thead>
<tr>
<th>Features</th>
<th>Bal. Accuracy (%</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>ROC AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PD (n=11) vs Controls (n=8)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>50.6 / 56.8</td>
<td>63.6 / 63.6</td>
<td>37.5 / 50.0</td>
<td>58.3 / 42.9</td>
<td>63.6</td>
<td>0.523 / 0.750</td>
</tr>
<tr>
<td>Cross-sectional, LTC-PCA Projected</td>
<td>64.8 / 67.6</td>
<td>54.5 / 72.7</td>
<td>75.0 / 62.5</td>
<td>75.0 / 54.5</td>
<td>72.7</td>
<td>0.818 / 0.750</td>
</tr>
<tr>
<td><strong>HRPD (n=22) vs Controls (n=8)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>51.7 / 55.7</td>
<td>90.9 / 86.4</td>
<td>12.5 / 25.0</td>
<td>74.1 / 33.3</td>
<td>76.0</td>
<td>0.739 / 0.756</td>
</tr>
<tr>
<td>Cross-sectional, LTC-PCA Projected</td>
<td>49.4 / 51.7</td>
<td>86.4 / 90.9</td>
<td>12.5 / 12.5</td>
<td>73.1 / 25.0</td>
<td>74.1</td>
<td>0.812 / 0.767</td>
</tr>
<tr>
<td><strong>PD (n=11) vs HRPD (n=22)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>54.5 / 52.3</td>
<td>27.3 / 27.3</td>
<td>81.8 / 77.3</td>
<td>42.9 / 69.2</td>
<td>37.5</td>
<td>0.579 / 0.705</td>
</tr>
<tr>
<td>Cross-sectional, LTC-PCA Projected</td>
<td>40.9 / 45.5</td>
<td>0.0 / 9.1</td>
<td>81.8 / 81.8</td>
<td>0.0 / 62.1</td>
<td>20.0</td>
<td>0.471</td>
</tr>
</tbody>
</table>

* Statistically significant balanced accuracy, Monte Carlo test p-value < 0.05
** Statistically significant balanced accuracy, Monte Carlo test p-value < 0.01

Table 8-3 Motion uncorrected whole brain features used in three pairwise discriminations of the subject groups. Each element in the table shows the metrics for a minimum FA threshold of 0.2 or 0.3 across subjects (each cell shows 0.2 result/0.3 result).

<table>
<thead>
<tr>
<th>Features</th>
<th>Bal. Accuracy (%</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>PPV (%)</th>
<th>NPV (%)</th>
<th>ROC AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PD (n=11) vs Controls (n=8)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>61.4 / 59.7</td>
<td>72.7 / 81.8</td>
<td>50.0 / 37.5</td>
<td>66.7 / 57.1</td>
<td>64.3</td>
<td>0.739 / 0.807</td>
</tr>
<tr>
<td>Cross-sectional, LTC-PCA Projected</td>
<td>84.7** / 56.8</td>
<td>81.8 / 63.6</td>
<td>87.5 / 50.0</td>
<td>90.0 / 77.8</td>
<td>63.6</td>
<td>0.807 / 0.705</td>
</tr>
<tr>
<td><strong>HPD (n=22) vs Controls (n=8)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>49.4 / 49.4</td>
<td>86.4 / 86.4</td>
<td>12.5 / 12.5</td>
<td>73.1 / 25.0</td>
<td>73.1</td>
<td>0.705 / 0.739</td>
</tr>
<tr>
<td>Cross-sectional, LTC-PCA Projected</td>
<td>55.7 / 64.2</td>
<td>86.4 / 90.9</td>
<td>25.0 / 37.5</td>
<td>76.0 / 40.0</td>
<td>80.0</td>
<td>0.778 / 0.812</td>
</tr>
<tr>
<td><strong>PD (n=11) vs HPD (n=22)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>45.5 / 50.0</td>
<td>9.1 / 9.1</td>
<td>81.8 / 90.9</td>
<td>20.0 / 64.3</td>
<td>33.3</td>
<td>0.409 / 0.446</td>
</tr>
<tr>
<td>Cross-sectional, LTC-PCA Projected</td>
<td>50.0 / 50.0</td>
<td>0.0 / 0.0</td>
<td>100.0 / 100.0</td>
<td>20.0 / 66.7</td>
<td>50.0</td>
<td>0.534</td>
</tr>
</tbody>
</table>

* Statistically significant balanced accuracy, Monte Carlo test p-value < 0.05
** Statistically significant balanced accuracy, Monte Carlo test p-value < 0.01
Table 8-4 Motion corrected TBSS features used in three pairwise discriminations of the subject groups. Each element in the table shows the metrics for a minimum FA threshold of 0.2 or 0.3 across subjects (each cell shows 0.2 result/0.3 result).

<table>
<thead>
<tr>
<th>Features</th>
<th>Bal. Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV</th>
<th>NPV</th>
<th>ROC AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td></td>
</tr>
<tr>
<td>PD (n=11) vs Controls (n=8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>50.6 / 50.6</td>
<td>63.6 / 63.6</td>
<td>37.5 / 37.5</td>
<td>58.3 / 42.9</td>
<td>0.511 /</td>
<td></td>
</tr>
<tr>
<td>Cross-sectional, LTC-PCA Projected</td>
<td>52.3 / 80.1**</td>
<td>54.5 / 72.7</td>
<td>50.0 / 87.5</td>
<td>60.0 / 44.4</td>
<td>0.557 /</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>88.9</td>
<td>70.0</td>
<td>0.818</td>
</tr>
<tr>
<td>HRro (n=22) vs Controls (n=8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>56.2 / 62.5</td>
<td>100 / 100</td>
<td>12.5 / 25.0</td>
<td>75.9 / 100</td>
<td>0.812 /</td>
<td></td>
</tr>
<tr>
<td>Cross-sectional, LTC-PCA Projected</td>
<td>54.0 / 55.7</td>
<td>95.5 / 86.4</td>
<td>12.5 / 25.0</td>
<td>75.0 / 50.0</td>
<td>0.710 /</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>76.0</td>
<td>40.0</td>
<td>0.693</td>
</tr>
<tr>
<td>PD (n=11) vs HRro (n=22)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>52.3 / 47.7</td>
<td>18.2 / 18.2</td>
<td>86.4 / 77.3</td>
<td>40.0 / 67.9</td>
<td>0.545 /</td>
<td></td>
</tr>
<tr>
<td>Cross-sectional, LTC-PCA Projected</td>
<td>47.7 / 47.7</td>
<td>0.0 / 9.1</td>
<td>95.5 / 86.4</td>
<td>0.0 / 65.6</td>
<td>0.256 /</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>25.0</td>
<td>65.5</td>
<td>0.517</td>
</tr>
</tbody>
</table>

* Statistically significant balanced accuracy, Monte Carlo test p-value < 0.05
** Statistically significant balanced accuracy, Monte Carlo test p-value < 0.01

Table 8-5 Motion uncorrected TBSS features used in three pairwise discriminations of the subject groups. Each element in the table shows the metrics for a minimum FA threshold of 0.2 or 0.3 across subjects (each cell shows 0.2 result/0.3 result).

<table>
<thead>
<tr>
<th>Features</th>
<th>Bal. Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV</th>
<th>NPV</th>
<th>ROC AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td></td>
</tr>
<tr>
<td>PD (n=11) vs Controls (n=8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>59.7 / 48.9</td>
<td>81.8 / 72.7</td>
<td>37.5 / 25.0</td>
<td>64.3 / 60.0</td>
<td>0.693 /</td>
<td></td>
</tr>
<tr>
<td>Cross-sectional, LTC-PCA Projected</td>
<td>78.4* / 84.7**</td>
<td>81.8 / 81.8</td>
<td>75.0 / 87.5</td>
<td>81.8 / 75.0</td>
<td>0.875 /</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>90.0</td>
<td>77.8</td>
<td>0.898</td>
</tr>
<tr>
<td>HRro (n=22) vs Controls (n=8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>54.0 / 51.7</td>
<td>95.5 / 90.9</td>
<td>12.5 / 12.5</td>
<td>75.0 / 50.0</td>
<td>0.744 /</td>
<td></td>
</tr>
<tr>
<td>Cross-sectional, LTC-PCA Projected</td>
<td>49.4 / 44.9</td>
<td>86.4 / 77.3</td>
<td>12.5 / 12.5</td>
<td>73.1 / 25.0</td>
<td>0.716 /</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>70.8</td>
<td>16.7</td>
<td>0.568</td>
</tr>
<tr>
<td>PD (n=11) vs HRro (n=22)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional</td>
<td>47.7 / 47.7</td>
<td>0.0 / 0.0</td>
<td>95.5 / 95.5</td>
<td>0.0 / 0.0</td>
<td>65.6 / 65.6</td>
<td>0.455 /</td>
</tr>
<tr>
<td>Cross-sectional, LTC-PCA Projected</td>
<td>45.5 / 36.4</td>
<td>0.0 / 0.0</td>
<td>90.9 / 72.7</td>
<td>0.0 / 0.0</td>
<td>64.5 / 59.3</td>
<td>0.521 /</td>
</tr>
</tbody>
</table>

* Statistically significant balanced accuracy, Monte Carlo test p-value < 0.05
** Statistically significant balanced accuracy, Monte Carlo test p-value < 0.01
8.3.3 Discriminative and Forward Brain Maps

Figures 8.7-8.10 display t-statistic images, weight maps and forward maps (discussed in Section 4.7) for cross-sectional features and LTC-PCA projected cross-sectional features used in discriminating PD subjects from healthy controls (Figures 8.7 and 8.8) and HR\textsubscript{PD} subjects from healthy controls (Figures 8.9 and 8.10). In all cases we display maps from motion corrected features as these were similar to the uncorrected versions.

Figures 8.7 and 8.8 show similar patterns of FA differences between PD subjects and controls in both the whole-brain and skeletonized versions of the projected maps. As noted in the previous section, this discrimination was the only one that achieved statistical significance in some cases. The three types of maps in Figure 8.7 show a decrease in FA in PD subjects relative to controls in the posterior and superior areas of the brainstem along with an increase in the mid-anterior of the brainstem. Additionally, there is some decrease in FA in the corpus collosum and strong FA increase in an area of the right cortical white matter. There are similar patterns in the corresponding skeletonized maps in Figure 8.8.

The maps in Figures 8.9 and 8.10, from the discrimination of HR\textsubscript{PD} subjects from controls, show a diffuse and widespread pattern of differences across the four feature variants, reflecting the difficulty of this discrimination. Importantly, the brainstem does not appear to play a prominent role in this discrimination.
Figure 8.7 Discriminating PD subjects from controls. Sets of t-statistic, weight and forward maps from classifiers built using whole-brain, motion corrected FA features varying the two other feature construction factors (projection, minimum FA).
Figure 8-8 Discriminating PD subjects from controls. Sets of t-statistic, weight and forward maps from classifiers built using skeletonized, motion corrected FA features varying the two other feature construction factors (projection, minimum FA).
Figure 8-9 Discriminating HR\textsubscript{PD} subjects from controls. Sets of t-statistic, weight and forward maps from classifiers built using whole-brain, motion corrected FA features varying the two other feature construction factors (projection, minimum FA).
Discriminating HR$_{PD}$ subjects from controls. Sets of t-statistic, weight and forward maps from classifiers built using skeletonized, motion corrected FA features varying the two other feature construction factors (projection, minimum FA).

Figure 8-10
8.4 Discussion

In this chapter, we evaluated the effect of LTC-PCA projection for discriminating PD subjects, those at risk of PD and healthy controls using DTI based features. Unlike chapter 7, there was no significant improvement due to our projection across the three pairwise discriminations. Furthermore, we showed no significant effects due to the choices of FA feature style (whole-brain or skeletonized) or minimum FA threshold (0.2 or 0.3). As a post hoc test we showed a significant improvement in balanced accuracy due to our projection when discriminating PD subjects from controls. Overall, we could not discriminate HR_{PD} subjects from controls nor PD subjects from HR_{PD} subjects.

A previous analysis of the group differences in many of the basic and extended data set biomarkers collected in this study found significant differences in autonomic function between the HR_{PD} group and controls and between the early PD group and controls (Liepelt-Scarfone et al., 2015). In particular, urinary function (not explained by gender differences), a drop in blood pressure (BP) when standing, and the overall number of dysautonomic symptoms significantly differentiated HR_{PD} subjects from controls and early PD subjects from controls. The study also reported no significant group differences between the HR_{PD} and early PD groups across the various biomarkers. The image based analysis we present here is in line with the latter findings. A possible explanation for this, as noted in the description of the study design, is that the clinical profile of the HR_{PD} group overlaps that of the PD group across many measures. It is important to note however that overall these two groups are distinctly different across all diagnostic criteria.

When discriminating PD subjects from controls we described a pattern of FA changes within the brainstem along with some increased FA in cortical white matter. That this pattern was not observed when discriminating HR_{PD} subjects from controls may mean one of at least three different things: (i) if the HR_{PD} group does indeed represent prodromal PD then the changes in FA occur after the prodromal stage; (ii) the changes in FA at the prodromal stage are subtle and may need larger sample sizes to be detected or (iii) the HR_{PD} subjects do not represent prodromal PD and are either healthy or a heterogeneous mixture of various types of early neurodegeneration. The autonomic differences between HR_{PD} subjects and controls,
which have been associated with prodromal PD, provide some evidence against the latter possibility. Further to the second point, we discarded 86 out of 151 images due to artefacts and signal dropout, which may have limited our ability to build a robust longitudinal subspace (see Chapter 7) that could have detected early stage pathology. A great deal of further work is needed to understand the progression and localization of changes to white matter structure within Parkinson’s disease.
Chapter 9 Conclusions

9.1 Summary

The goal of this PhD project was to develop methods to better discriminate early stage neurodegeneration by making use of longitudinal information. The preliminary analysis we presented in Chapter 5, which was done early in the course of the project, showed that applying current pattern recognition methods to cross-sectional and longitudinal features derived from existing approaches have difficulty in such discriminations (see Tables 5.4 and 5.5). We noted that there were several potential options for trying to improve on this analysis, such as, for instance, finding novel whole-brain or disease-specific region of interest (ROI) based features. As reviewed in Chapter 2, there is already a great deal of ongoing research in this area, with a variety of different types of features based on a variety of imaging modalities. Instead, we focussed on capitalizing on longitudinal information, viewing it as one of the most promising ways to capture neurodegenerative disease related effects that are marked by changes over time.

Throughout this thesis, we principally made use of data from two ongoing clinical studies, both having a longitudinal study design, with longitudinal neuroimaging data available in each (see Chapter 3) in addition to a publicly available longitudinal dataset. Longitudinal studies are a natural choice for understanding early neurodegeneration, which is marked by subtle within-subject changes in brain anatomy and cognitive function. Our literature review was mostly in line with our preliminary findings, however, noting that longitudinal features typically fare no better at discriminating neurodegeneration than cross-sectional features. Several studies have noted that this may be because longitudinal features provide complementary information that is best used in combination with, rather than in place of, cross-sectional information (McEvoy et al., 2011; Gray et al., 2012). We also discovered that there are few pattern recognition based methods that are specifically designed for longitudinal data. We set out to develop such a method.

The approach we developed and presented in Chapter 6 has some appealing properties: (i) it is a feature construction method and as such it does not depend on the image modality, image preprocessing or subsequent pattern recognition
algorithm it is used with; (ii) it can handle both balanced and unbalanced longitudinal designs as well as an arbitrary number of longitudinal measurements per subject; (iii) it allows both diagnostic and prognostic predictions and (iv) it allows for the transfer of longitudinal information form one set of subjects to make predictions in another set of subjects that may only have cross-sectional information.

Chapter 7 revisited the problem of discriminating MCI subjects from controls using Jacobian determinant features extracted from structural MRI, as in Chapter 5. This time we used our proposed method to create longitudinally projected features that capitalised on longitudinal information and thereby significantly outperformed purely cross-sectional features in terms of balanced accuracy on the HNRS dataset (see Table 7.1 and Section 7.3.1). We sought to validate this finding using the OASIS dataset, a publicly available “early dementia” dataset. Unlike the HNRS dataset that has a balanced two-sample per subject design (see Section 6.4), this dataset has an unbalanced design with between two and five measurements per subject. To compare to the MCI discrimination, we mimicked a two sample balanced design and showed a similar, though smaller, improvement in balanced accuracy due to the projection (see Table 7.3 and Section 7.3.3). We were also able to test the effect of long and short follow-up times between scans as well as the use of all available scans to better estimate the slope coefficient matrix that is needed to form our projection. We found that longer follow-up times between two scans had higher accuracy than shorter follow-up times and that, unsurprisingly, using all available scans per subject resulted in higher balanced accuracy than using any two scans (see Table 7.4 and Section 7.3.4). Chapter 7 also used the HNRS dataset to test the longitudinal information transferring ability of our method. While our method produced accuracy improvements over unprojected (i.e cross-sectional) features of up to 15% these did not achieve statistical significance due to the small sample size (Table 7.2. and Section 7.3.2).

The small sample sizes in the five discriminations performed in Chapter 7 limited our ability to detect differences between feature construction methods within any individual discrimination (with the exception of Table 7.1). However, we showed a significant improvement in both balanced accuracy and ROC AUC across all discriminations that can be attributed to our projection (see Section 7.3.7). Furthermore longitudinally projected features performed significantly better than
cross-sectionally projected features, showing that the predictive performance improvements of our method are not simply due to dimensionality reduction.

Chapter 8 applied our method to pairwise discriminations of the PMPP dataset’s three Parkinson’s disease (PD) groups (early PD subjects, those at high risk of developing PD and healthy controls). Instead of structural MRI though we used the available diffusion tensor imaging (DTI) data, extracting fractional anisotropy (FA) based features. In addition to testing whether our longitudinal projection significantly improves over cross-sectional features, we were also interested in the effect of two choices that can be made when forming FA based features: feature style (whole-brain versus skeletonized) and minimum FA threshold (0.2 or 0.3). Due, again, to the small number of samples per discrimination, we analysed the effect of these three factors (projection, feature style and minimum threshold) across all discriminations, finding the significant no effect of our projection on balanced. Neither of the other two factors were significant in any of our tests. Additionally, we performed a post hoc test on the effect of motion correction on balanced accuracies, finding no significant effect. In general, subject motion caused by resting tremor is an important consideration when discriminating PD subjects. As resting tremor may become more pronounced over time as the disease progresses, both tremor and change in tremor over time are important when studying PDLongitudina. In the analysis we presented, however, images seemed to have been more affected by direction-dependent artefacts caused by gradient-switching rather than disease-associated tremor.

Finally, we performed a post hoc test that showed a significant improvement due to longitudinal projection when discriminating PD subjects from controls. Further work is needed to confirm this finding and to explore whether a more robust longitudinal subspace would aid in discriminating \( HR_{PD} \) subjects from controls. Overall, this chapter demonstrated our method’s flexibility by applying it to a different imaging modality, image preprocessing and disease discrimination problem than we had previously.

The latter application chapters demonstrated most of the positive aspects of our method. However we were not able to demonstrate its ability to make prognostic predictions by projecting baseline information onto the longitudinal subspace to
predict a follow-up diagnosis. Both studies lacked the necessary data: very few subjects had a change in diagnostic label between time-points (e.g. a healthy control converting to MCI between baseline and follow-up), possibly due to the studies’ durations or sample sizes.

As a consequence of our use of a linear projection in this thesis (though this is not strictly necessary), we retained the ability to visualize a classifier’s decision function (i.e. weight maps) and corresponding group differences (i.e. forward maps) as voxel intensities in brain images (see Sections 6.10 and 4.9). We formed these maps from the SVM classifiers we trained in Chapters 7 and 8 and, furthermore, make a qualitative comparison between maps from classifiers that used projected features to those that used purely cross-sectional features. We see in Figure 7.4, which corresponds to the MCI discrimination of Table 7.1, that the projection-based forward map had greater negative group differences in parietal and precuneous areas, the frontal pole and, to a lesser extent, the temporal lobe than the cross-sectional forward map. This pattern of group differences, indicating tissue contraction in disease subjects relative to controls in these areas, is very similar to the pattern of cortical thinning seen in Figure 4 of Frisoni et al., (2010) that is based on a difference between baseline and one-year follow-up images of MCI subjects. In other words, the group differences that are being enhanced by our longitudinal projection are consistent with the literature on longitudinal changes in MCI subjects.

Figure 7.5 shows the patterns of group differences for the discrimination of “very mild dementia” that corresponds to Table 7.3. Both the projection-based and cross-sectional forward maps had very similar patterns of group differences with strong positive group differences in the lateral ventricles and Sylvian fissure, indicating a regional shrinkage of tissue in disease subjects relative to controls. This pattern of longitudinal changes in Alzheimer’s disease subjects, marked by the expansion of the lateral ventricles and contraction of cortical grey matter, is also consistent with the literature (Barnes et al., 2008; Nestor et al., 2008; Anderson et al., 2012; Ziegler et al., 2015).

Comparing the two figures, we see the marked expansion of the ventricles in the forward maps of Figure 7.5 is altogether absent from Figure 7.4 and, in turn, the parietal lobe contraction in Figure 7.4 is absent from Figure 7.5. MCI is associated
with a clinical dementia rating (CDR) of 0.5, which was used to form the disease class in the discrimination of Table 7.3, although it is known there is considerable heterogeneity in rates of progression to greater dementia severity within subjects with score of CDR 0.5 (Morris et al., 2001). The very different patterns we see suggest a different, perhaps earlier, stage of pathology in the MCI disease group of the HNRS study, which is explicitly composed of non-demented subjects, compared to the “very mild dementia” group of the OASIS study, which is based purely on clinical assessment, is not intended to diagnose MCI and may contain subjects in the early stages of dementia.

We can similarly compare the forward maps associated with the pairwise discriminations of early PD, high risk, and control subjects in Chapter 8. As we noted in Section 8.3.4, the three types of maps from the early PD versus controls discrimination (Figures 8.7 and 8.8, projected features) show similar patterns of FA changes in the brainstem (both increases and decreases), along with FA increase in cortical white matter. Similar patterns were not observed when discriminating HR$_{PD}$ subjects from controls; we suggested several potential explanations (see discussion in Section 8.4).

**9.2 Novel contribution of this thesis**

The primary novel contribution of this thesis is a method for constructing features for pattern recognition analysis of neuroimaging data. We showed the value of this method in several contexts and across multiple datasets. The components of our method are not novel: longitudinal trajectories are often modelled as polynomial functions of time and principal component analysis (PCA) is frequently used in neuroimaging to reduce dimensionality or to find a subspace that is assumed to generalize to unseen data. Instead, the novelty lies in the feature construction procedure as a whole and the hypothesis that it represents. That is, that cross-sectional features lying in a longitudinal subspace are better suited to discriminating disease marked by change over time (such as neurodegenerative diseases) than simply using the cross-sectional features themselves. The explicit testing of this hypothesis in Chapter 7 and the finding that this projection results in a statistically significant improvement in discrimination accuracy is a novel and potentially
interesting finding. The application of our method to several different neuroimaging modalities, several disease discrimination problems and a variety of longitudinal study designs, all demonstrated in Chapters 7 and 8, is, of course, also novel.

Finally, in our preliminary analysis (see Chapter 5) we showed that a multi-class classifier can, with an accuracy that is significantly above chance, simultaneously discriminate subjects in one of three different stages of PD using EEG based features. This is a novel and promising finding that warrants further study.

9.3 Future work

Several components of our feature construction procedure have natural extensions that may improve the quality (e.g. the predictive performance) of the resulting features. In particular, the (within-subject) model we build of the longitudinal trajectory of each feature dimension is currently done independently of all other dimensions and all other subjects (see Section 6.2). Both assumptions are unrealistic, ignoring the significant similarity of trajectories between neighbouring voxels as well as the similarity of the trajectory of a particular voxel across subjects. We noted in the discussion of Chapter 7 that multi-task learning is a particularly promising means of modelling inter-subject correlations in each feature dimension’s trajectory. For example, a Bayesian linear regression can be used to simultaneously estimate a dimension’s trajectory coefficients across all subjects using a covariance structure that is parameterized to allow for inter-subject coupling. The optimal values of these (hyper) parameters can be found by maximizing the marginal likelihood of the available training data, avoiding the need for cross-validation.

Such models could be used to address the one of the primary problems encountered in this thesis: that of missing longitudinal follow-up information that severely limited the sample sizes used to estimate our longitudinal subspace. In particular, in Section 5.2.1 we that of the 252 total subjects in the HNRS dataset, only 54 subjects had both baseline and follow-up images (of which 47 were either MCI or healthy and thus included in our discrimination). Thus we excluded many of the 324 images from baseline or follow-up time-point that met our quality control
procedure when forming the longitudinal subspaces in the discriminations of Table 7.1 and 7.2. An inter-subject coupled model could allow for the estimation of trajectory coefficients for subjects having only one time-point’s information, by estimating a common trajectory for each voxel using all subjects’ information. The trajectory coefficients for subjects with multiple time-points would be estimated via a (parameterized) mixture of common and subject-specific information. In this way we could make use of cross-sectional information to better estimate longitudinal trajectories when faced with incomplete longitudinal data.

Another seemingly natural extension would be to use a more sophisticated dimensionality reduction method than PCA. Kernel PCA (Scholkopf et al., 1999) can be used find a non-linear latent space that better captures most of the variability in the coefficient estimates across subjects. The potential disadvantage of kernel PCA compared to linear PCA is that non-linear kernel functions often introduce some additional parameters that are usually tuned via a costly cross-validation procedure. Additionally, the interpretation of the resulting features may no longer be straightforward if the mapping into the implicit feature space that the kernel function induces cannot be inverted, as is the case with the popular Gaussian kernel. Independent component analysis (ICA) is another well-known method that finds a set of statistically independent directions in feature space (Comon, 1994). It has been shown to be superior to PCA at determining the spatial and temporal extent of task-related activation in functional MRI (fMRI) studies (McKeown et al., 1998). Vicente et al., (2007) point out, however, that ICA does not do any better or worse than PCA when used with a rotationally invariant classifier, e.g. with a linear kernel SVM (Haasdonk and Burkhardt, 2007). With this in mind, the idea of replacing principal components, which are relatively easy to interpret and compute, needs to be carefully considered.

A clearer direction of future work involves improving our method’s ability to transfer longitudinal information from one set of subjects to another (Sections 6.9 and 7.3.2). One approach would be to form the longitudinal projection using a much larger longitudinal training set, using the ADNI dataset for instance. Further to this, demographic confounds can also be removed from this projection by regressing out these variables at the coefficient matrix level (i.e. modelling the coefficient matrix as a linear combination of demographic factors and then removing these factors from
the coefficient matrix). If enough data are available, it may be preferable to form such a projection using only cognitively normal individuals, to minimize the heterogeneity in trajectories between diseased and healthy individuals. Exploring the effect of disease severity on anatomical trajectories is, however, an important topic of research (Ziegler et al., 2015b).

As discussed in Chapter 7, there is also the possibility of forming projections using higher order coefficients. With enough data or better models (e.g. those that capitalize on between-subject similarities), we can, for example, use second order trajectory models and create a projection using the second order coefficient matrix. Rather than (or in addition to) using eigenslopes, such eigencurvature based projections could be important as the hippocampus, for example, has been shown to exhibit non-linear trajectories in those over 50 years old (Fjell et al., 2013).

As a final point, best practices in the application of pattern recognition and machine learning methods to the analysis of neuroimaging data are still being established (see Section 2.6). In addition to ongoing work on classifier interpretation (e.g. t-stat, weight and forward maps), methods of assessing classifier generalizability continue to evolve. For example, we used leave one out cross-validation (LOO-CV) throughout this thesis, as it is simple and widely used in neuroimaging, where sample sizes have historically been small. Recent research, discussed in Section 4.4.3, showed that repeated random splitting may better estimate generalizability in some cases.

To conclude this thesis, we would like to point out that we have presented one simple approach to better using longitudinal information, which is itself just one particular type of problem structure. It is our hope that, if nothing else, this thesis inspires others to pursue methods that find simple and effective means of exploiting problem structure.
Appendices

Appendix A. Computation of principal components

The computation of the principal components we describe here is based on Section 12.1.4 of Bishop, (2007). It is well known that finding the principal components of a matrix is equivalent to finding the eigenvectors of its covariance matrix. We define the necessary $D \times D$ dimensional covariance matrix $\mathbf{S}_D = \frac{1}{n} \mathbf{X}^T \mathbf{X}$, where $\mathbf{X}$ is the (row) mean-centred version of $\mathbf{X}$, the $n \times D$ matrix whose principal components we seek. The equation describing the $i^{th}$ eigenvalue and eigenvector of $\mathbf{S}_D$ is:

$$\mathbf{S}_D \mathbf{u}_i = \lambda_i \mathbf{u}_i . \quad (A.1)$$

where $\mathbf{u}_i$ is the $i^{th}$ eigenvector of $\mathbf{S}_D$ and $\lambda_i$ is the corresponding eigenvalue. Computing all of the $D$ eigenvectors of the matrix $\mathbf{S}_D$ is infeasible as it is of size $D \times D$. However, as the original $\mathbf{X}$ is an $n \times D$ matrix, the rank of $\mathbf{S}_D$ will be at most $n - 1$. We therefore follow the development in Section 12.1.4 of Bishop, (2007) to transform the eigenvalues and eigenvectors of the $n \times n$ matrix $\mathbf{S}_n = \frac{1}{n} \mathbf{X}^T \mathbf{X}$ into those of $\mathbf{S}_D$. The final form of the $i^{th}$ eigenvector, appropriately unit normalized, becomes

$$\mathbf{u}_i = \frac{1}{(n\lambda_i)^{1/2}} \mathbf{X}^T \mathbf{v}_i \quad (A.2)$$

where $\mathbf{v}_i$ is $i^{th}$ eigenvector of $\mathbf{S}_n$ and $\lambda_i$ is the corresponding eigenvalue.

The whole PCA procedure therefore involves computing the $n - 1$ non-zero eigenvalues and eigenvectors of $\mathbf{S}_n$ via a standard eigenvalue solver and then applying equation (A.2) $k$ times to find the eigenvalues and eigenvectors of the desired $\mathbf{S}_D$, where $k < n$. In an array language such as MATLAB we can use the following equation to speed up computation:

$$\mathbf{U}_k = \mathbf{X}^T \mathbf{V}_k \mathbf{D}_k \quad (A.3)$$

where we have collected the $k$ largest eigenvectors in the $n \times k$ matrix $\mathbf{V}_k = [\mathbf{v}_1, \ldots, \mathbf{v}_k]$ and we form the $k \times k$ diagonal matrix $\mathbf{D}_k$ with elements $\frac{1}{(n\lambda_1)^{1/2}}, \ldots, \frac{1}{(n\lambda_k)^{1/2}}$ along the leading diagonal. The $D \times k$ matrix $\mathbf{U}_k$ then contains the desired $k$ principal components of the matrix $\mathbf{X}$ as columns.
Appendix B. Effect of SVM C-parameter variation

In the classifications we present in Chapter 5 (Tables 5.4 and 5.5), Chapter 7 (Tables 7.1-7.5) and Chapter 8 (Tables 8.2 and 8.3) we fixed the value of support vector classifier’s C parameter at $C = 1$ throughout. This choice was made based our experience using SVC with very high-dimensional feature vectors derived from MRI. In Figure A.1 we tested this choice by assessing classifier performance at values of $C$ between $10^{-5}$ and $10^5$ with logarithmic spacing. We considered the classification problem presented in Table 7.1: the Balanced Within-Set Prediction problem of discriminating MCI subjects from healthy controls using the HNRS dataset, with two time-points per subject.

Figure A.1 depicts the classifier balanced accuracies at these values of $C$ for the three types of features we compared: follow-up time-point information, longitudinal (Ashburner and Ridgway, 2013b), and proposed LM-PCA projected follow-up time-point information. For all three types of features we observe stability in classifier performance between $C = 0.1$ and $C = 10^5$, with the cross-sectional follow-up and longitudinal features’ performance remaining unchanged and the projected follow-up features’ varying between 70% and 75%. The chosen value of $C = 1$, depicted by the dashed line, falls within this stable region. We observed similar stability of classifier performance at $C = 1$ in the other classifications we performed.
Figure 0.1 Effect of varying SVM $C$ parameter on balanced accuracy of classifying MCI subjects versus Healthy Controls (HC) in HNRS dataset (Balanced Within-Set Prediction problem considered in Table 7.1). The $C = 1$ point shown as dashed line corresponds to the fixed value used in all results presented.

Appendix C. Extended dataset of the PMPP study

**Imaging:** 123I-FP-CIT-SPECT (single positron emission computed tomography), Transcranial Sonography (TCS), Magnetic Resonance Imaging (MRI): detailed in table below

*Electrophysiology:* Electroencephalography (EEG), Ambulatory polysomnography

*Motor assessments:* 3D movement analysis (Vicon 612 motion capture system), Quantitative ambulatory motor assessment (DynaPort Hybrid, McRoberts), Hoehn and Yahr Stage

*Clinical and demographic data:* Sensory function, Family history of PD, Edinburgh Handedness Inventory

*Autonomic function:* Unified Multiple System Atrophy Rating Scale (UMSARS) Part I (items 9–12), UMSARS Part III

*Depression:* Lifetime prevalence, Major depression

*Neuropsychological test battery:* Leistungsprüfsystem (translation from German: Performance test system) (LPS) 50+ (short version), Tower of London, Trail-Making Test A and B, Farb-Wort-Interferenz Test (i.e. Stroop Test), California Verbal Learning Test, Wechsler Memory Scale – Revised (WMS-R) (Logical Memory
part), WMS-R (Digit Span forward & backward part), Wechsler Adult Intelligence Scale (HAWIE) (Block Design part), Testbatterie zur Aufmerksamkeitsprüfung (translation from German: Test battery for attention testing) (TAP) (Alertness), TAP (Divided Attention)

### Table A-1 Acquisition details for available MRI sequences, PMPP dataset

<table>
<thead>
<tr>
<th>Sequence Name</th>
<th>TR (ms)</th>
<th>TE (ms)</th>
<th>TI (ms)</th>
<th>Flip Angle</th>
<th>Matrix</th>
<th>FOV (cm)</th>
<th>Slice Thickness (mm)</th>
<th># Slices</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1-weighted (MPRAGE)</td>
<td>2300</td>
<td>3.03</td>
<td>1100</td>
<td>8°</td>
<td>256 x 224</td>
<td>25.6 x 22.4</td>
<td>1 mm</td>
<td>176</td>
</tr>
<tr>
<td>Gradient Echo</td>
<td>2000</td>
<td>TE1 = 3.37</td>
<td>ΔTE = 5.09</td>
<td>10 echoes</td>
<td>60°</td>
<td>192 x 192</td>
<td>22.9 x 22.9</td>
<td>3 mm</td>
</tr>
<tr>
<td>Turbo Spin Echo (TSE)</td>
<td>4830</td>
<td>15, 87, 160, 3 echoes</td>
<td>256 x 251</td>
<td>23.0 x 23.0</td>
<td>2 mm, 0.5 mm gap</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diffusion Tensor Imaging (DTI)</td>
<td>7500</td>
<td>79</td>
<td>90°</td>
<td>128 x 116</td>
<td>25.6 x 25.6</td>
<td>2 mm, 2 mm gap</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>Perfusion</td>
<td>5000</td>
<td>14</td>
<td>90°</td>
<td>64 x 64</td>
<td>23.0 x 23.0</td>
<td>5 mm, 2 mm gap</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Magnetic Resonance Spectra (MRS)</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7</td>
</tr>
</tbody>
</table>

3 b = 0 s mm⁻², 18 directions with b = 800 s mm⁻²

### Appendix D. Quality of FA maps registration and thresholding

To quantify the quality of the registration of FA maps in Chapter 8 (See Section 8.2.4) we computed the ‘mean overlap’ (i.e. Dice coefficient) between each registered FA image (the sources, 63 images total) and the white matter portion of the DARTEL based template (the target, a single image) that was created from the corresponding T1 weighted images. The mean overlap (MO) is defined as the size (in number of voxels here) of the intersection between two regions (a source region S and target region T) divided by the mean of the sizes of the target and source
regions, i.e. \( \text{MO} = 2 \frac{|S \cap T|}{|S| + |T|} \). This is a simple and intuitive metric that has previously been used to compare registration accuracy (Klein et al., 2009).

We computed the MO between each FA map, thresholded at a minimum value of 0.2, and the white matter tissue class image of the template, thresholded at 0.01, as this value resulted in a comparable number of voxels in the target (278,897) and across the source images (median 303,255). Figure A.2 shows the MO across the three diagnostic groups as well as the MO within each group across the available time-points (0 – baseline, 1 – one year follow-up, 2 – two year follow-up). Using one-way ANOVAs, we tested for group differences in MO across and within groups, finding no difference across groups \( \left(F_{2,60} = 0.64, p = 0.64\right) \) and no differences within any group across time (PD: \( F_{2,15} = 2.34, p = 0.13 \), HRPD: \( F_{2,32} = 0.34, p = 0.72 \), Healthy: \( F_{1,8} = 1.54, p = 0.25 \)).

To qualitatively assess the registration we inspected the FA maps with the highest, median and lowest MO value. Figure A.3 displays these, showing generally good alignment with the template.

![MO across groups](image)

![MO within PD](image)

![MO within At Risk](image)

![MO within Healthy](image)

**Figure 0-2** Mean overlaps (MO) between each source (FA map) and target (WM template), across the diagnostic groups and across time-points \( (0, 1, 2) \) within each group.
We performed a similar analysis to compare the number of discarded features across groups due to the minimum FA thresholds we used (0.2 and 0.3). Figure A.4 displays boxplots of these differences, which were not significant for either the 0.2 ($F_{2,41} = 2.16, p = 0.13$) or 0.3 threshold ($F_{2,41} = 2.4, p = 0.10$). Similarly, there were no significant differences (not displayed) across time within any of the groups for both the 0.2 (PD: $F_{2,9} = 0.01, p = 0.98$, HR$_{PD}$: $F_{2,21} = 1.32, p = 0.29$, Healthy: $F_{1,6} = 0.45, p = 0.53$) and 0.3 threshold (PD: $F_{2,9} = 0.02, p = 0.98$, HR$_{PD}$: $F_{2,21} = 0.65, p = 0.53$, Healthy: $F_{1,6} = 0.05, p = 0.83$).

To qualitatively assess the effect of the thresholding across groups, we also visualized the median image of each group after separately thresholding within each group. Figure A.5 shows the overlay of these images for both thresholds. In both cases the healthy control group’s image contains slightly more features, while the at risk and PD groups are very similar.
Figure 0-4 Number of discarded features across the diagnostic groups for the 0.2 and 0.3 minimum FA thresholds used in Chapter 8 analysis.
Figure 0-5 Overlays of median image of each group (green, bottom image: healthy control group, yellow, middle image: HRI_PD group, red, top image: PD group). Each group has been separately thresholded at 0.2 (top) or 0.3 (bottom) minimum FA value.
Appendix E. OASIS dataset demographic and clinical information

There is a significant group difference in gender (Fisher’s exact test: \( p = 0.007 \)) but no other significant demographic differences (age: \( F_{1,47} = 0.2, p = 0.65 \), years between scans: \( F_{1,47} = 0.7, p = 0.40 \), education years: \( F_{1,47} = 3.2, p = 0.08 \)). There is a significant difference in MMSE (\( F_{1,47} = 21.9, p < 0.001 \)) but no significant difference in its change over time (\( F_{1,47} = 1.4, p = 0.24 \)).

Table A-2 Demographic and clinical information for MCI versus controls discrimination, OASIS dataset

<table>
<thead>
<tr>
<th>OASIS MRI (Follow-up + long. change)</th>
<th>Healthy (n = 25)</th>
<th>MCI (n = 24)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>4 (16.0%)</td>
<td>13 (54.2%)</td>
</tr>
<tr>
<td>Female</td>
<td>21 (84.0%)</td>
<td>11 (45.8%)</td>
</tr>
<tr>
<td>Age</td>
<td>77.6 ± 9.3</td>
<td>78.7 ± 7.3</td>
</tr>
<tr>
<td>Years Between Scans</td>
<td>2.0 ± 0.4</td>
<td>1.9 ± 0.6</td>
</tr>
<tr>
<td>Education Years</td>
<td>14.6 ± 2.7</td>
<td>13.1 ± 3.0</td>
</tr>
<tr>
<td>MMSE</td>
<td>28.7 ± 1.3</td>
<td>25.1 ± 3.6</td>
</tr>
<tr>
<td>MMSE change</td>
<td>-0.5 ± 1.4</td>
<td>-1.1 ± 2.3</td>
</tr>
</tbody>
</table>

Appendix F. Method implementation

An implementation of our method, along with demo data and demo analysis, is available at https://github.com/LeonAksman/lpr.
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