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ABSTRACT

Identification of specific cortico-muscular interactions is essential for understanding sensorimotor control. These interactions are commonly studied by analyzing cortico-muscular coherence (CMC) between electroencephalogram (EEG) and surface electromyogram (sEMG) recorded synchronously under a motor control task. However, the presence of noise and components irrelevant to the monitored task weakens CMC so that it is often very difficult to detect. This study proposes an approach based on dictionary learning and sparse signal representation combined with a component selection algorithm to extract versions of EEG and sEMG signals which contain higher relative levels of coherent components. Evaluations using neurophysiological data show that the method achieves substantial increase in CMC levels.

Index Terms— Cortico-muscular coherence, EEG, sEMG, sparse representation, enhancement

1. INTRODUCTION

Cortico-muscular coherence (CMC) analysis, which detects the presence of synchronous components in electrophysiological recordings from the brain and concurrently active muscles, is one of the most common signal processing methods used in studying the mechanisms of cortico-muscular interactions [1–3]. However, there are several factors that could make CMC so low that the synchrony between electroencephalogram (EEG) and surface electromyogram (sEMG) signals would be difficult to detect. One of the factors is the time delay between synchronized events in the brain and the muscle which can be described as the bias due to misalignment [4, 5]. The main reason for the typically low level of coherence between sEMG and EEG signals collected synchronously during controlled motor tasks is the presence of noise and activities unrelated to the task of interest [6, 7].

One approach towards increasing the level of the EEG and sEMG components relative to the considered activities is via blind source separation (BSS) techniques [8–11]. The effectiveness of these techniques increases with the increasing number of recording channels. In order to minimize health-care costs and simplify the operation of diagnostic data collection, an approach for CMC enhancement inspired by Wavelet Independent Component Analysis (WICA) was proposed, which was particularly useful to low-channel count data [7]. In this study, we propose a denoising method based on the techniques of sparse signal representation, which could be applied to EEG and single-channel sEMG signals. The proposed method is based on the assumption that with a properly constructed dictionary and well designed sparse decomposition techniques, it is possible to represent motor-control components in EEG and sEMG signals using a few higher amplitude waveforms, while the background activity and noise will spread over many low intensity components due to the absence of structure [12]. This facilitates extracting relevant components from EEG and sEMG signals, ultimately leading to largely increased CMC levels. The effectiveness of proposed approach is illustrated by applying it to the neurophysiological signals.

The paper is organized as follows. In Section 2 the problem of sparse representation is formulated first. Then a method for further selection of components of sparse expansions is described. Experimental results are presented in Section 3. Section 4 draws some conclusions.

2. METHODS

2.1. Coherence between EEG and sEMG

During the process of movement control, the cortical signal $x_c(t)$ corresponding to the considered activity is transmitted to the controlled muscle via multiple paths. The response $y_c(t)$ of the muscle can thus be represented as $y_c(t) = \sum_{j=1}^{N_c} b_j x_c(t - D_j)$, where $b_j$ and $D_j$ represent the attenuation and delay, respectively, corresponding to an individual path [5]. The sEMG signal is composed of $y_c(t)$ and noise, and has the form $y(t) = y_c(t) + n_y(t)$, where $n_y(t)$ is the noise component which involves noise and various other components irrelevant to the monitored task. An analogous model for EEG can be established as the sum of muscle-control event and noise component, which has the form $x(t) = x_c(t) + n_x(t)$. The coherence between the
sEMG and EEG signals at a frequency $\omega$ can be shown to have the form
\[
\begin{align*}
C_{xy}(\omega) &= \frac{|G_{xy}(\omega)|^2}{G_{xx}(\omega)G_{yy}(\omega)} \\
&= \frac{|B(\omega)|^2G_{xx,\omega}(\omega)}{(G_{xx,\omega}(\omega)+G_{nx,\omega}(\omega))(|B(\omega)|^2G_{xx,\omega}(\omega)+G_{ny,\omega}(\omega))},
\end{align*}
\]
where $G_{xx,\omega}(\omega)$, $G_{nx,\omega}(\omega)$, $G_{ny,\omega}(\omega)$ are power spectral densities of $x(t)$, $n_x(t)$, and $n_y(t)$, and $B(\omega)$ is the frequency response of the propagation channel. It can be observed that if the components $n_x$ and $n_y$ are strong compared to the components involved in cortico-muscular interaction, the coherence would be very low.

### 2.2. Sparse Representation for EEG and sEMG

Towards the enhancement of coherent components in EEG and sEMG signals, first a dictionary in which they can be represented in a sparse manner needs to be learned. The main idea of the algorithm proposed here is that structured synchronous EEG and EMG components will have sparse representation under such a common dictionary which could facilitate noise removal. Given the observed dataset $\mathbf{R} = [\mathbf{r}_1 \mathbf{r}_2 \ldots \mathbf{r}_m]$, $\mathbf{r}_i \in \mathbb{R}^n$, we intend to find a dictionary $\mathbf{D} \in \mathbb{R}^{n \times k}$, which consists of $k$ atoms, $\mathbf{D} = [\mathbf{d}_1 \mathbf{d}_2 \ldots \mathbf{d}_k]$, and a sparse enough representation $\mathbf{S} = [s_1 \ s_2 \ldots \ s_m]$, $s_i \in \mathbb{R}^k$ subject to $\|\mathbf{R} - \mathbf{DS}\|_F^2 \leq \epsilon$ [13]. This can be achieved by finding a dictionary $\mathbf{D}$ and a representation $\mathbf{S}$ that solve the following optimization problem
\[
\text{arg} \min_{\mathbf{D}, \mathbf{S}} \left\{ \|\mathbf{R} - \mathbf{DS}\|_F^2 + \lambda \|\mathbf{S}\|_0 \right\},
\]
where we use $\|\mathbf{S}\|_0$ to denote the number of nonzero entries in $\mathbf{S}$. Towards finding one dictionary $\mathbf{D}$ for simultaneously recorded EEG signal $\mathbf{X} = [x_1 \ x_2 \ldots x_L]$, $x_i \in \mathbb{R}^n$ and sEMG signal $\mathbf{Y} = [y_1 \ y_2 \ldots y_L]$, $y_i \in \mathbb{R}^n$, where $L$ is the number of trials, in which both signals have sparse representation, we form matrix $\mathbf{R} = [\mathbf{X} \ \mathbf{Y}]$ of observations and find the dictionary by solving the problem (2) using K-SVD method, which was first presented by Aharon et al. [13].

The sparse representation of EEG and sEMG signals with respect to this dictionary has the form
\[
\begin{align*}
\hat{\mathbf{X}} &= \mathbf{DS}_x, \\
\hat{\mathbf{Y}} &= \mathbf{DS}_y,
\end{align*}
\]
where $\mathbf{S}_x = [s_{x,1} \ s_{x,2} \ldots \ s_{x,L}]$, $s_{x,i} \in \mathbb{R}^k$ and $\mathbf{S}_y = [s_{y,1} \ s_{y,2} \ldots \ s_{y,L}]$, $s_{y,i} \in \mathbb{R}^k$ are the sparse expansion matrices corresponding to $\mathbf{X}$ and $\mathbf{Y}$, respectively. Once the dictionary $\mathbf{D}$ is found, the sparse representation problem above can be formulated as
\[
\begin{align*}
\min_{\mathbf{s}_{x,i}, \mathbf{s}_{y,i}} & \left\{ \sum_{i=1}^{L} \left( \frac{1}{2} \|x_i - \mathbf{D}s_{x,i}\|_2^2 + \frac{1}{2} \|y_i - \mathbf{D}s_{y,i}\|_2^2 \right) \\
& + \lambda_1 \|s_{x,i}\|_1 + \lambda_2 \|s_{y,i}\|_1 \right\}.
\end{align*}
\]

The $\ell_1$-norm can be used to measure sparsity instead of the $\ell_0$-norm in order to make this optimization problem convex with respect to each of the dictionary $\mathbf{D}$ and the sparse coding $\mathbf{S}$ when the other one is fixed [14]. Whilst techniques of dictionary learning typically produce both sparse representations of EEG and sEMG signals as well as the underlying dictionary, in order to obtain higher accuracy of the sparse representation, we will use Alternating Direction Method of Multipliers (ADMM), which combines the benefits of both augmented Lagrangian and dual decomposition methods to solve the sparse representation problem under the obtained $\mathbf{D}$ [15].

To that end we will reformulate the sparse representation problem (4), which is a convex optimization problem with respect to $\mathbf{S}_x$ and $\mathbf{S}_y$, by introducing $\mathbf{Z}_x = \mathbf{S}_x$, $\mathbf{Z}_y = \mathbf{S}_y$. The problem then becomes equivalent to
\[
\begin{align*}
\min_{\mathbf{s}_{x,i}, \mathbf{s}_{y,i}, \mathbf{z}_{x,i}, \mathbf{z}_{y,i}} & \left\{ \sum_{i=1}^{L} \left( \frac{1}{2} \|x_i - \mathbf{D}s_{x,i}\|_2^2 \\
& + \frac{1}{2} \|y_i - \mathbf{D}s_{y,i}\|_2^2 + \lambda_1 \|\mathbf{z}_{x,i}\|_1 + \lambda_2 \|\mathbf{z}_{y,i}\|_1 \right) \right\}.
\end{align*}
\]

where $\mathbf{z}_{x,i}$ and $\mathbf{z}_{y,i}$ represent the $i$th column vector of matrix $\mathbf{Z}_x$ and $\mathbf{Z}_y$, respectively, which is then solved by ADMM [15].

It turns out that sparse representation of EEG and sEMG signals alone is not sufficient to achieve a substantial increase in CMC levels, hence we consider to perform further selection of coherent components using a greedy algorithm. The complete CMC enhancement algorithm can be summarized as follows:

1) **Initial sparse representation.** Perform dictionary learning on input EEG and sEMG signals to obtain the dictionary $\mathbf{D}$ and then perform ADMM to obtain the sparse coefficient matrices $\mathbf{S}_x$ and $\mathbf{S}_y$. Any entry of $\mathbf{S}_x$ and $\mathbf{S}_y$ below a threshold $T$ is set to zero, and the sparse coefficient matrices become $\mathbf{S}_x^0$ and $\mathbf{S}_y^0$.

2) **Component selection initialization.** Sparse coefficient matrix $\mathbf{S}_x^0$ is then used as the input for coherent component selection algorithm. The initial value of CMC, $C_{xy}^0$, is computed as the value of CMC between EEG and sEMG signals that are reconstructed with the dictionary $\mathbf{D}$ and the sparse coefficient matrices $\mathbf{S}_x^0$ and $\mathbf{S}_y^0$. Coefficient entry counters are set to $p = 1$ and $q = 1$, and the iteration counter is set to $g = 1$. 
3) **Coefficient removal.** If the \((p,q)\)th entry of sparse coefficient matrix is zero, jump to step 5), otherwise set \(S^g_{xy}(p,q) = 0\). The sparse coefficient matrix is thus updated with the \((p,q)\)th coefficient cleared, and EEG signal is reconstructed with the updated matrix of sparse coefficients and dictionary \(D\).

4) **CMC estimation and sparse coefficient decision.** The CMC between sEMG and reconstructed EEG signals is calculated. If it is higher than \(C^{-1}_{xy}\), the coherence \(C_{xy}\) to be compared next time will be updated with the value of CMC calculated between sEMG and the reconstructed EEG signals. Otherwise, if the CMC is lower than or equal to \(C^{-1}_{xy}\), the \((p,q)\)th coefficient \(S^g_{xy}(p,q)\) is restored in the updated matrix of sparse coefficients and the reference coherence level is set to \(C_{xy} = C^{-1}_{xy}\).

5) **Iteration.** The indices are set to \(p = p + 1\) and \(q = q\) if \(p < k\) and \(q \leq L\). Otherwise, if \(p = k\) and \(q < L\), the indices are set to \(p = 1\) and \(q = q + 1\). Step 3) to step 5) are repeated until all coefficients have been considered, i.e. \(p = k\) and \(q = L\).

6) **Repeat the process with sEMG.** Reset the index to \(p = 1\) and \(q = 1\). The whole selection process, steps 3) to 5) are repeated with \(S^g_{xy}(p,q)\).  

**Remark.** The coherence between EEG and sEMG is estimated in short-time Fourier domain in order to keep their statistical properties fairly constant over the intervals [16,17]. Since the length of EEG and sEMG segments used for dictionary learning and sparse representation could be longer than the length of window of short-time Fourier analysis (STFA) used for coherence calculation, the highest coherence among all possible time shifts of the STFA is taken into account in the component selection decision in step 4) and in setting up the reference value in step 2) of the algorithm.

3. RESULTS

3.1. Data Acquisition

Five healthy subjects were asked to perform a simple motor task: with their dominant hand holding a plastic ruler parallel to and above the table surface in a key grip between the thumb and index finger [18]. Pulses of lateral displacement generated by an electromechanical tapper at defined times give the subjects the sensation that their grip on the ruler may be lost. The subjects were asked to hold the ruler gently against the stylus of the tapper and maintain its position. Surface EMG was recorded using adhesive electrodes in a belly-tendon montage over first dorsal interosseous (FDI) of the dominant hand. EEG was recorded from the scalp overlying the contralateral motor cortex. EEG and sEMG were sampled at 1024 Hz, amplified and bandpass filtered (0.5 - 100 Hz for EEG; 5 - 500 Hz for sEMG). The stimuli were delivered at pseudorandom intervals varying between 5.6 s and 8.4 s (mean 7s), in order that the subject could not anticipate the arrival of the next stimulus. The stimulus of a single trial, which lasted 5 seconds, was applied 1.1 second after the start of the data collection period. A short rest was between blocks, each of which contains 25 corresponding data epochs (trials). Up to 8 blocks of data (200 trials) were collected for each subject [18].

3.2. Analysis Period and Coherence Estimation

Our analysis was concentrated on the late post-stimulus period, especially around the second prominent coherence peak (Peak 2), which appears between 2.5 and 3.5 s, since there could be less bidirectional signaling and the motor control is expected to be more stable [5]. EEG and FDI segments of 128-sample, 256-sample and 512-sample length around Peak 2 were used for dictionary learning and sparse representation. Learning using segments of 256-sample length (250 ms) gave best performance, and that was chosen for this study. However, during the process of coefficient selection, the coherence between reconstructed EEG and sEMG signals was calculated using STFA windows of 128-sample length (125 ms), with time shifts of 10 samples (9.8 ms) between consecutive analysis windows, due to the desired trade-off between time and frequency resolutions [5].

3.3. Coherent component enhancement

The value of coherence between EEG and sEMG that are reconstructed with their sparse expansion matrices was estimated first. We investigated the influence of \(\lambda_1\) and \(\lambda_2\) in (5) on the coherence levels, which is shown in Table 1, where \(\lambda_1 = \lambda_2 = \lambda\). It can be observed from Table 1 that the CMC could decrease when \(\lambda\) increases, which could be due to the fact that although increasing the sparsity could remove more noise components, some useful components could be eliminated as well. Results in Table 1 also show that with \(\lambda\) of proper value, the coherence between reconstructed EEG and sEMG corresponding to the sparse expansion matrices obtained by ADMM can be increased compared to the coherence between original EEG and sEMG signals. However, the increase is rather small. It is because after the procedure of sparse representation, although some background noise has been filtered, some other uncorrelated components may not be removed. The selection of components is thus essential for further extraction of coherent components.

Fig. 1 compares the coherence around Peak 2 of subject N between reconstructed EEG and sEMG signals after coefficient selection to the corresponding coherence between original EEG and sEMG signals, as well as the corresponding coherence between reconstructed EEG and sEMG signals, as well as the corresponding.
Fig. 1: Comparison between the CMC of original signals (left), signals obtained via the sparse representation before (middle) and after the further component selection (right). The plots correspond to 256-sample segments around Peak 2. CMC values below the 95% confidence limit are set to zero. The $x$ axis represents the relative time within the considered segment.

Table 1. CMC values between EEG and sEMG signals reconstructed using their sparse expansion matrices obtained by ADMM under different values of $\lambda$ compared to original CMC values corresponding to Peak 2 of CMC.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Coherence value Original</th>
<th>After ADMM under different values of $\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.01</td>
<td>0.05</td>
</tr>
<tr>
<td>B</td>
<td>0.1356</td>
<td>0.1400</td>
</tr>
<tr>
<td>J</td>
<td>0.0842</td>
<td>0.0846</td>
</tr>
<tr>
<td>K</td>
<td>0.1490</td>
<td>0.1515</td>
</tr>
<tr>
<td>L</td>
<td>0.0771</td>
<td>0.0775</td>
</tr>
<tr>
<td>N</td>
<td>0.0578</td>
<td>0.0629</td>
</tr>
</tbody>
</table>

figures that owing to the further component selection the overall method achieves remarkable increase of the levels of coherence. Moreover, around the coherence peak, more $\beta$-range coherence is brought above the significant level by this approach. Coherence increase can be observed also in frequency regions where it is typically not expected, either before or after applying the coefficient selection method, e.g. around 120 Hz in Fig. 1(b) and around 200 Hz in Fig. 1(c). Nonetheless, its level is substantially below the level of peak coherence in $\beta$ range. A possible explanation is that although we observed CMC primarily within $\beta$ range in this study, it does not mean there were no coherent components corresponding to other frequency ranges. The components we selected to maximize the CMC at peak frequency could also contribute to the CMC in other frequency ranges.

Table 2 shows the results of increase of CMC corresponding to Peak 2 using this method, along with the results obtained using Wavelet Threshold Denoising (WTD) and Coherent Wavelet Enhanced Independent Component Analysis (COWICA) [7]. Note that in Table 2, the best results of those achieved with Daubechies, Symlets and Coiflet wavelet families and different number of scales of the wavelet transform are presented for WTD. Results shown for COWICA are obtained with Daubechies wavelet $db1$ and 7 scales of the wavelet transform. It can be noticed that the proposed method achieves a much more pronounced increase in CMC levels than the other two methods.

Table 2. Increase of CMC achieved by WTD, COWICA and the proposed method based on sparse signal processing after the further component selection.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Coherence increase of Peak 2 (%) by WTD</th>
<th>by COWICA</th>
<th>by proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>3.69</td>
<td>18.81</td>
<td>313.57</td>
</tr>
<tr>
<td>J</td>
<td>5.30</td>
<td>21.02</td>
<td>64.96</td>
</tr>
<tr>
<td>K</td>
<td>8.99</td>
<td>36.71</td>
<td>71.48</td>
</tr>
<tr>
<td>L</td>
<td>5.51</td>
<td>15.55</td>
<td>118.42</td>
</tr>
<tr>
<td>N</td>
<td>3.27</td>
<td>73.48</td>
<td>244.98</td>
</tr>
</tbody>
</table>

4. CONCLUSION

In this study we propose a novel method for increasing the level of coherence between EEG and sEMG signals recorded synchronously during motor control task. The method combines dictionary learning and sparse expansion techniques with a component selection algorithm to extract relevant EEG and sEMG components. Evaluations which use physiological data show that the method has the ability to achieve a substantial increase in CMC levels.
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