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Abstract

The predictive coding/biased competition (PC/BC) model is a specific implementation of predictive coding theory that has previously been shown to provide a detailed account of the response properties of orientation tuned cells in primary visual cortex (V1). Here it is shown that the same model can successfully simulate psychophysical data relating to the saliency of unique items in search arrays, of contours embedded in random texture, and of borders between textured regions. This model thus provides a possible implementation of the hypothesis that V1 generates a bottom-up saliency map. However, PC/BC is very different from previous models of visual salience, in that it proposes that saliency results from the failure of an internal model of simple elementary image components to accurately predict the visual input. Saliency can therefore be interpreted as a mechanism by which prediction errors attract attention in an attempt to improve the accuracy of the brain’s internal representation of the world.
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1 Introduction

A number of psychophysical experiments suggest that primary visual cortex (V1) may be involved in the computation of visual salience (Koene & Zhaoping, 2007; Zhaoping, 2008; Zhaoping et al., 2009a; Zhaoping & May, 2007; Zhaoping et al., 2009b). These experiments thus support the hypothesis that V1 operates as a bottom-up, pre-attentive, saliency map (Li, 2002). Previous work (Spratling, 2010, 2011) has demonstrated that a simple functional model (PC/BC), derived from the predictive coding and biased-competition theories of cortical function (Spratling, 2008a,b), can simulate a very wide range of V1 response properties including orientation tuning, size tuning, spatial frequency tuning, temporal frequency tuning, cross-orientation suppression, and surround suppression. This article extends that work by showing that the PC/BC model of V1 can also simulate a wide range of psychophysical experiments on visual salience, and hence, demonstrates that PC/BC provides a possible implementation of the V1 saliency map hypothesis.

Predictive coding is a scheme for combining bottom-up evidence with prior knowledge to infer the most likely causes of a sensory stimulus (Bubic et al., 2010; Rao & Ballard, 1999). This is achieved through an iterative process in which a prediction about the underlying causes of the sensory data (e.g., an internal representation of the world), is used to reconstruct the expected sensory input. These predicted inputs are compared with the actual stimulus-driven activity in order to calculate the residual error between the predicted data and the sensory evidence. This error is then used to modify the predicted causes to form a more accurate internal model of the world, which will in turn reduce the residual error. Predictive coding is a specific example of more general theories of efficient encoding or redundancy reduction (Attnave, 1954; Barlow, 2001; Olshausen & Field, 1996b, 1997), of generative models of inference and learning (Hinton, 2002; Hinton et al., 1995; Hoyer, 2004; Hoyer & Hyvärinen, 2000; Lee & Seung, 1999; Olshausen & Field, 1996a), and of theories of hierarchical perceptual inference or analysis-by-synthesis (Barlow, 1994; Friston, 2005; Lee & Mumford, 2003; Mumford, 1992; Yuille & Kersten, 2006). See Spratling (in press) for a more in-depth discussion of the relationship between predictive coding and other theories of cortical function.

Predictive coding is also a particular instantiation of the free-energy principle (Friston, 2010, 2009). Free-energy suggests that sensory prediction errors give rise to action that will reduce this error (Friston, 2010; Friston et al., 2010). Hence, if perceptual salience has a role in the control of action (e.g., in directing eye movements or in the allocation of endogenous attention) then saliency should be correlated with the prediction errors generated in a predictive coding model. In order to test this hypothesis, measurements were made of the residual errors generated by the PC/BC model. For a very wide range of images, the relative strength of the error calculated by PC/BC at different locations in the image was found to be consistent with the perceptual saliency of those different parts of the image. The model was tested by comparing the saliency values calculated from the residual error generated by the PC/BC model with psychophysical measures of saliency (i.e., reaction times and response accuracy) recorded in experiments on texture segmentation, visual search, and contour integration. The model was found to provide an accurate account of perceptual saliency in all of these domains.
Specifically, in tasks evaluating the saliency of the border between textured regions, the model is shown to account for: the effects of orientation contrast (section 3.1); the effects of element spacing (section 3.2); and of superimposed irrelevant texture elements (section 3.3). In tasks evaluating the saliency of unique elements in search arrays, the model is shown to account for the range of search efficiencies (‘pop-out’, ‘serial’, and ‘parallel’ search) found in psychophysical experiments (section 3.4); asymmetries in visual search (section 3.5); the effects of element spacing (section 3.6); the effects of superimposed irrelevant texture elements (section 3.7); the effects of abrupt element onsets (section 3.8); to account for the preview effect (section 3.9); and to account for ‘flicker’ induced change blindness (section 3.10). The model is also used to explore the possible effects on saliency of cortical feedback generated by expectation, attention, or object familiarity. In these experiments, the model is shown to account for the saliency of a contour embedded in random texture elements (section 4.1); the effects of element novelty and familiarity in feature search (section 4.2); the effects of prior exposure to features of either the target or distractors in a subsequent search array, i.e., “priming of pop-out” and the “distractor previewing effect” (section 4.3); the preview effect (section 4.4); the increase in target saliency when distractor elements form a familiar contour (section 4.5); the effects of contextual guidance in feature search (section 4.6); and the saliency of objects that are incongruous with the scene (section 4.7). The results of these experiments also suggest that predictive coding can provide a natural explanation for the faster recognition of objects congruent with a visual scene despite the fact that incongruent objects are more likely to attract attention (section 4.7), and inhibition-of-return (section 4.8).

For all these seemingly diverse experiments on visual saliency, the model provides a single computational explanation of the results. The model proposes that V1 encodes visual information using an over-complete set of Gabor basis functions, which provided a means of accurately and efficiently representing natural images (Field, 1987, 1994; Olshausen & Field, 1997, 2005). Salient locations in an image are those locations where this representation is least accurate.

2 Model Description

2.1 The Retina/LGN Model

To simulate the effects of circular-symmetric center-surround receptive fields (RFs) in LGN and retina, the input to the PC/BC model of V1, described below, was an input image ($I$) pre-processed by convolution with a Laplacian-of-Gaussian (LoG) filter ($l$) with a standard deviation equal to 1.5 pixels. The output from this filter was subject to a multiplicative gain (the strength of which was determined by parameter $\kappa$) followed by a saturating non-linearity, such that:

$$X = \tanh \{\kappa(I \ast l)\}$$ (1)

A value of $\kappa = 2\pi$ was used in all experiments reported here.

The positive and rectified negative responses were separated into two images $X_{ON}$ and $X_{OFF}$ simulating the outputs of cells in retina and LGN with on-center/off-surround and off-center/on-surround RFs respectively. These on- and off-channels provided the input to the PC/BC model of V1. This pre-processing stage described above is illustrated on the left of Figure 1.

2.2 The V1 Model

The PC/BC model of V1 is illustrated on the right of Figure 1 and described by the following equations:

$$E_o = X_o \odot \left(\epsilon_2 + \sum_{k=1}^{p} (\hat{w}_{ok} \ast Y_k)\right)$$ (2)

$$Y_k \leftarrow (\epsilon_1 + Y_k) \odot \sum_{o} (w_{ok} \ast E_o)$$ (3)

$$Y_k \leftarrow Y_k \odot (1 + \eta A_k)$$ (4)

Where $o \in \{ON, OFF\}$; $X_o$ is a 2-dimensional array, equal in size to the input image, that represents the input to the model of V1; $E_o$ is a 2-dimensional array, equal in size to the input image, that represents the error-detecting neuron responses; $Y_k$ is a 2-dimensional array, equal in size to the input image, that represents the prediction neuron responses; $A_k$ is a 2-dimensional array, equal in size to the input image, that represents the weighted sum of top-down predictions arising from extrastriate cortical regions not explicitly modeled here; $w_{ok}$ is a 2-dimensional kernel representing the synaptic weights for a particular class ($k$) of neuron normalized so that the
sum of all the weights is equal to $\psi$; $w_{ok}$ is a 2-dimensional kernel representing the same synaptic weights as $w_{ak}$ but normalized so that the maximum value is equal to $\psi$; $p$ is the total number of kernels; $\epsilon_1$, $\epsilon_2$, $\eta$ and $\psi$ are parameters; $\otimes$ and $\odot$ indicate element-wise division and multiplication respectively; $\ast$ represents cross-correlation (which is equivalent to convolution without the kernel being rotated $180^\circ$); and $\bullet$ represents convolution (which is equivalent to cross-correlation with a kernel rotated by $180^\circ$). Parameter values $\psi = 5000$, $\epsilon_1 = 0.0001$, $\epsilon_2 = 250$, and $\eta = 1$ were used in the simulations reported in this article. These equations were evaluated in the order 2, 3, 4 and the values of $Y_k$ given by equation 4 were then substituted back into equations 2 and 3 to recursively calculate the changing neural activations at each time-step.

Equation 2 describes the calculation of the neural activity for each population of error-detecting neurons. These values are a function of the activity of the input to V1 divisively modulated by a weighted sum of the outputs of the prediction neurons in V1. The activation of the error-detecting neurons can be interpreted as representing the residual error between the input and the reconstruction of the input generated by the prediction neurons. The values of $E$ indicate the degree of mismatch between the reconstruction of the input and the actual input (assuming $\epsilon_2$ is sufficiently small to be negligible\(^1\)). When a value within $E$ is greater than $\frac{\eta}{\psi}$ it indicates that a particular element of the input is under-represented in the reconstruction, a value of less than $\frac{\eta}{\psi}$ indicates that a particular element of the input is over-represented in the reconstruction, and a value of $\frac{1}{\psi}$ indicates that the reconstruction perfectly predicts the bottom-up stimulation. In the simulations reported here, the activation of each error-detecting neuron was assumed to be related to the saliency at the corresponding image location, with high error values (indicating parts of the stimulus that are under-represented by the prediction neurons) corresponding to high saliency.

Equation 3 describes the updating of the prediction neuron activations. The values of $Y_k$ represent predictions of the causes underlying the inputs to the model of V1. The response of each prediction neuron is a function of its activation at the previous iteration and a weighted sum of afferent inputs from the error-detecting neurons. The strength of this feedforward input will be influenced by the strength of the error neuron outputs (which are in turn influenced by the sensory-driven input and the accuracy of the predictions, as described in the preceding paragraph) and by the similarity between this activity and the synaptic weights. If the input remains constant, the values of $Y_k$ will converge over multiple iterations to steady-state values that reconstruct the input with minimum error (Spratling, in press), and hence, this pattern of activations constitutes the best estimate of the causes of the

\(^1\)Although $\epsilon_2 = 250$ seems large, it is negligible in comparison to typical values calculated by $\sum_{k=1}^{p} (w_{ok} \ast Y_k)$, which is a sum of many products calculated (due to the large value of parameter $\psi$) using values of $w_{ok}$ that are large.
input, given the prior knowledge stored in the synaptic weight values. Whether or not a particular prediction neuron is included in the set of active neurons forming the best estimate of the causes of the input, will depend not only on how well that neuron’s RF matches features of the input stimulus, but also on how well other prediction neurons can represent the same features of the stimulus. Hence, the iterative procedure to determine the prediction neuron responses can also be interpreted as a mechanism of competition between the prediction neurons, in which prediction neurons with overlapping RFs compete for the right to represent the features of the stimulus falling within their RFs.

Equation 4 describes the effects of cortical feedback connections, as described in the next section.

2.3 Modeling the Effects of Cortical Feedback

PC/BC is a hierarchical model, and hence, it proposes that the V1 model is one part of a larger hierarchy of processing stages. Equation 4 describes the effects on the V1 prediction neuron activations of top-down inputs from prediction neurons at later processing stages (i.e., in extrastriate cortical regions). These top-down inputs have a purely modulatory effect that enables predictions generated by neurons higher up a processing hierarchy to influence the strength of each prediction made at the current processing stage. Rather than attempting to simulate a large number of interacting extrastriate cortical regions, the effects of cortical feedback are more conveniently and controllably modeled by using an array of inputs \( A \) to the V1 model which represent the sum of the top-down predictions generated at the subsequent processing stages. There is one element of \( A \) for each element of \( Y \), and hence, one top-down input to each V1 prediction neuron. This makes it possible to specify exactly which prediction neurons will receive feedback. In the simulations reported in section 4, feedback is selectively applied to neurons with particular orientation preferences, to neurons with RFs within a particular range of spatial locations, or neurons with a particular combination of both location and orientation preference. For all prediction neurons receiving top-down feedback, the corresponding element of \( A \) was set to a value of 0.25, and all other elements of \( A \) were set to zero. For all simulations reported in section 3, top-down predictions from extrastriate regions were assumed to be negligible, and all elements of \( A \) were given a value of zero, in which case equation 4 has no effect.

Cortical feedback might be generated by numerous different cortical regions for different purposes. For example, it might be generated by visually-driven neurons with larger receptive fields when the stimulus forms some familiar shape. It might alternatively be driven by endogenous attention mechanisms. While these different forms of feedback are clearly not functionally equivalent, they are treated identically in the current model. Whatever the source, top-down activity will have two effects on the PC/BC model of V1. (1) Increasing the response of the prediction neurons that represent information consistent with the top-down expectation (see equation 4). This will result in these prediction neurons sending stronger feedforward activation, and hence, make this information more conspicuous for cortical regions at subsequent stages along the processing hierarchy. (2) The enhanced activity in the prediction neurons consistent with top-down expectations will in turn decrease the response of the error-detecting neurons from which these prediction neurons receive their input (see equation 2). Since the strength of the responses of the error-detecting neurons are assumed to be related to saliency, this will result in the salience of the corresponding location being reduced, and hence, making those locations less likely to capture attention.

2.4 Defining the RFs of V1 Model Neurons

The RF of a simple cell in primary visual cortex can be accurately modeled by a 2-dimensional Gabor function (Daugman, 1980, 1988; Jones & Palmer, 1987; Lee, 1996; Marcelja, 1980). Hence, the Gabor function was used to define the weights of each kernel \( w_{ok} \). A definition of a Gabor function of the form proposed by Lee (1996) was used, which includes a term to remove the D.C. response of the filter:

\[
g(\sigma, \gamma, \lambda, \phi, \theta) = \exp \left\{ -\frac{x'^2 + (y'/\gamma)^2}{2\sigma^2} \right\} \left[ \cos \left\{ \frac{2\pi y'}{\lambda} + \phi \right\} - \cos(\phi) \exp \left\{ -\left( \frac{\pi \gamma}{\lambda} \right)^2 \right\} \right]
\]

Where \( \sigma = 4 \) pixels was a constant that defined the standard deviation of the Gaussian envelope (which determines the spatial extent of the RF); \( \gamma = \frac{1}{\sqrt{2}} \) was a constant that defined the aspect ratio of Gaussian envelope (which determines the ellipticity of the RF); \( \lambda = 6 \) pixels was a constant that defined the wavelength of the sinusoid; \( \phi \) was the phase of the sinusoid; and \( x' = x \cos(\theta) + y \sin(\theta) \) and \( y' = -x \sin(\theta) + y \cos(\theta) \) where \( \theta \) defined the orientation of the RF. A family of 32 Gabor functions with eight orientations (\( \theta = 0 \) to 157.5° in steps of 22.5°) and four phases (\( \phi = 0°, 90°, 180°, \) and 270°) were used to define the RFs of the neurons in the model. The weights were separated into distinct ON and OFF channels which represented the positive and negative parts of the Gabor function using separate sets of non-negative weights. The cross-correlation and convolution performed in Equations 2 and 3 mean that neurons with these RFs are reproduced at every pixel location in the image.
The size of the RF of a model neuron is specified, above, in pixels. This value should have a direct linear relationship with the size of the RF of a cortical cell measured in degrees of visual angle (ignoring changes in V1 RF size with eccentricity, which is not considered in the model). Similarly, the size, in pixels, of a visual stimulus presented to the model should have the same direct linear relationship with the size of a visual stimulus used in psychophysical experiments. To enable a more direct comparison between the simulation results presented below and the psychophysical data, the parameters of the stimuli used in the simulations are reported in degrees, where a scale factor of 0.16 degrees of visual angle being equivalent to 1 pixel has been used. This scale factor is purely arbitrary, and has been chosen to fit the simulation data to the psychophysical results. For clarity, the symbol \( \hat{o} \) will be used to refer to the tilt of orientation defined stimuli (measured clockwise from the vertical), while the word “degrees” will be used to refer to the size of stimuli in terms of visual angle.

The results produced by the model are sensitive to the spacing between, and the length of, the texture elements used to define the stimuli. Similarly, results for human observers are also sensitive to these parameters, see sections 3.2 and 3.6. Hence, certain results for the model are dependent on the spacing between the centers of the texture elements and the dimensions of the texture elements used to create the stimuli. Except for those experiments where the spacing or length of the elements is being varied (sections 3.2 and 3.6) all other results have been generated using only two sets of stimulus parameters: (1) a bar length of 1.2 degrees, width of 0.12 degrees, and a spacing of 1.6 degrees (corresponding to the stimulus parameters used in Zhaoping & May, 2007); (2) a bar length of 1.5 degrees, width of 0.15 degrees, and a spacing of 2.5 degrees.

### 2.5 Calculation of the Saliency Index

At the start of each simulation the prediction neuron responses (Y) were initialized to zero. Then equations 2, 3 and 4 were applied recursively for 10 iterations (results were not sensitive to the exact number of iterations used). At the end of this period the values of E were recorded at all image locations except those within 20 pixels (3.2 degrees) of the edges of the image (these values were ignored to avoid any possible edge effects). Since each image location is represented by two error neurons (one from the ON-channel and one from the OFF-channel) the maximum of these two values was recorded and used to determine the saliency at that location.

The absolute value of E is uninformative since an image region with a high error will not necessarily be salient if other regions of the image have similar or higher error. Hence, it is the relative strength of the error signal within a “target” region of the image compared to the strength of the error signal across the rest of the image that is important in determining the saliency of the target region (Zhaoping & May, 2007). As a measure of this relative saliency the recorded error values were used to calculate a saliency index, SI, as follows:

\[
SI = \left\{ \begin{array}{ll}
\frac{\hat{E}_{\text{target}} - \hat{E}_{\text{perif}}}{\hat{E}_{\text{target}} + \hat{E}_{\text{perif}}} & \text{if } \hat{E}_{\text{target}} \neq 0 \\
0 & \text{otherwise}
\end{array} \right.
\]

Where \( \hat{E}_{\text{target}} \) was the maximum response across all error-detecting neurons within the target region, \( \hat{E}_{\text{perif}} \) was the maximum response across all error-detecting neurons across the rest of the image (excluding the edge regions), and \( f(v) = \text{sign}(v)\sqrt{|v|} \) provided a nonlinear enhancement of small differences in error. The value of SI can vary from \(-1\) to \(+1\) with values less than (or greater than) zero indicating that the error in the target region was less than (more than) the error away from the target region, and hence, that the saliency of the target region was less than (more than) the saliency of the surrounding region.

The regions within which error-detecting neuron responses contributed to the calculation of \( \hat{E}_{\text{target}} \) and \( \hat{E}_{\text{perif}} \) for a typical texture segmentation stimulus, a typical feature search stimulus, and a typical contour integration stimulus are illustrated in Figure 2. For a texture segmentation stimulus (Fig. 2a) the saliency of the border was presumed to be related to the relative strength of the error-detecting neuron responses near and far from the border. A feature search stimulus can be considered as an extreme case of a texture segmentation stimulus, in which one texture is made up of a single element (Zhaoping & May, 2007). Hence, for a feature search stimulus (Fig. 2b) the saliency of the unique feature was presumed to be related to the relative strength of the error-detecting neuron responses near and far from the target/distractor border. Similarly, a contour could be considered to be a one element wide texture. Hence, for a contour stimulus (Fig. 2c) the saliency was calculated by comparing the strength of the error-detecting neuron responses near and far from the border formed by the contour. In each case the size of the target region was defined to be \( d \) pixels on either side of the texture border (for texture segmentation tasks), or within \( d \) pixels of the center of the target stimulus (for feature search tasks), or within \( d \) pixels of the elements forming the contour (for contour integration tasks). The value of \( d \) was taken to be large enough to encompass one texture element either side of the border, but had a maximum value of 21 pixels (3.36 degrees), to prevent it becoming unreasonably large in widely spaced textures. Results were not sensitive to the exact value used. For experiments where the stimuli were generated randomly, the saliency index is the mean calculated from
Figure 2: Calculation of the saliency index for (a) a texture segmentation stimulus, (b) a feature search stimulus, and (c) a contour integration stimulus. Each figure shows a pattern of black oriented bars on a white background. The dashed and dotted lines do not form part of the stimulus, but indicate the borders between different regions of the stimulus used to calculate the saliency index. The values of the error-detecting neurons at spatial locations within the dashed box in each image were used to calculate $\hat{E}_{\text{target}}$, while the values of the error-detecting neurons within the dotted box, but outside the dashed box, were used to calculate $\hat{E}_{\text{perif}}$. The error-detecting neurons outside the dotted box were ignored to avoid any possible edge effects.

20 trials with different randomly generated stimuli. Except where explicitly stated otherwise, the icons used to represent the stimulus configurations in each figure show only the central, 51 by 51 pixel (8.16 by 8.16 degree), portion of the actual images presented to the model.

Note that the calculation of SI described above, is a post-hoc analysis of the output of the model that provides a convenient numerical summary of the result. Importantly, the PC/BC model knows nothing of the location of the target, or the different regions of the image that contribute to $\hat{E}_{\text{target}}$ and $\hat{E}_{\text{perif}}$.

In psychophysical experiments a number of different measures of saliency have been used: reaction times for the detection of a target; accuracy in the detection of a target; the slope of the function relating reaction times to the number of distractors in a visual search array; the preferred targets for eye movements; the saliency of a target defined by one parameter (e.g., orientation) relative to another target defined by a different parameter (e.g., luminance); and the detectability threshold measured by adjusting the parameter under study (such as orientation). The saliency index calculated for the model should be related to all these psychophysical measures. For example, SI should be inversely related to reaction time, and directly related to accuracy of response. However, the relationship between SI and psychophysical measures of saliency need not be linear. For example, there is a minimum time required for a subject to react, and hence, once the SI of the target has reached a certain value increasing the SI further is unlikely to lead to further improvement in reaction times. Furthermore, a target with low SI might still be found reasonably efficiently. For example, if the target region contained the second highest error in the image, the SI of the target region would be negative. If we presume that the strength of the error at each location influences the probability with which a serial search mechanism visits that location, then the target location (having the second highest error) might still be located rapidly. In another condition, there might be many non-target locations giving rise to an error higher than the target region. In such a case, a serial search method might take a long time to visit all these higher error locations before examining the target. However, in both the above cases the saliency index might be the same. Hence, a zero or negative SI suggests less efficient search than a positive SI, but this less efficient search could have a very large range of efficiencies.

2.6 Code

Software, written in MATLAB, that implements the PC/BC model described above and performs the simulation experiments described below, is available at http://www.corinet.org/mike/Code/v1_saliency.zip.
Figure 3: (a) The response of the error-detecting neurons in the PC/BC model to isolated bars and uniform textures formed from oriented bars. The lower row shows the central part of the image presented to the PC/BC model. The first three images are of isolated bar stimuli with orientations 0°, 45°, and 70°. The last three images are uniform textures composed of identical bar stimuli oriented at 0°, 45°, and 70°. The top row shows the strength of the response of the error-detecting neurons (the maximum of $E_{ON}$ and $E_{OFF}$ at each pixel). Black pixels show responses of $\leq 2\psi$, while lighter pixels show larger responses. (b) The response of the error-detecting neurons in the PC/BC model to non-uniform textures. The format of the figure, and the gray-scale used to represent the prediction errors, is identical to that used in (a).

3 Simulation Results Without Cortical Feedback

This section describes results obtained using the PC/BC model of V1 when there is no feedback from extrastriate areas (i.e., when all elements of $\mathbf{A}$ are equal to zero and equation 4 can be ignored; see section 2.3). The model is applied to simulating saliency effects in simple luminance defined patterns like those typically used for psychophysical experiments on perceptual saliency. Simulations of texture segmentation and feature search are presented.

The model provides the same explanation for all the results presented below. It proposes that saliency is high in regions of the image which are poorly represented using an over-complete set of Gabor basis functions. To help understand why certain image regions are poorly represented, and hence salient, consider a single active prediction neuron. This neuron will contribute to reducing the error-detecting neuron responses at all locations from which it receives non-zero afferent weights. If the response of the prediction neuron is being driven by a particular feature of the input stimulus, it will reduce the error associated with that feature. However, if the RF of the prediction neuron is larger than that stimulus, it will also reduce the error at neighboring locations. Hence, the error at image location $\mathbf{a}$ will be effected by the presence of stimuli at neighboring locations that can drive the responses of prediction neurons with RFs that overlap $\mathbf{a}$.

Isolated image features are therefore generally associated with high prediction error, and hence, high saliency. For example, an isolated bar stimulus is not particularly accurately represented using Gabor functions, and hence, the responses of the error-detecting neurons at image locations near the bar are high. This is true for all bar orientations, as is illustrated by the first three columns of Fig. 3a. However, when a number of oriented bar elements are combined together to form a texture, this can reduce the error generated by, and hence, the salience associated with elements in the texture (as is illustrated by the last three columns of Fig. 3a). This occurs when the spacing between co-aligned texture elements is smaller that the RF size of the prediction neuron RFs. If that is the case, then prediction neurons representing one element of the texture will generate a reconstruction of the stimulus that is non-zero at locations occupied by neighboring texture elements. This additional contribution to
the reconstruction from neighboring prediction neurons has the effect of reducing the error.

The reduction in prediction error is particularly strong when neighboring texture elements are collinear. This is due to oriented bar stimuli activating prediction neurons with the corresponding orientation preference, and the fact that these prediction neurons have RFs that are elongated along that orientation. Hence, as illustrated in the fourth column of Fig. 3a, when texture elements are placed at locations defined by a square grid, error is relatively small for a texture composed of elements at 0°. The same is true for a texture composed of elements at 90°, result not shown. This is because the spacing between collinear elements is smallest in these textures. The reduction in error is weaker, but still considerable, for a texture composed of elements at 45° (see Fig. 3a, column 5). The same is true for a texture composed of elements at −45°, result not shown. However, for texture elements placed at locations defined by a square grid, the reduction in error is weak in textures composed of elements at other angles, as the spacing between collinear elements is large compared to the size of each prediction neuron’s RF (see the right-hand column of Fig. 3a).

If a texture is not regular (e.g., if there are elements missing or at a different orientation to their neighbors), then there will be locations where some texture elements have no collinear neighbors: at the edges of the texture, or where there is a bar with a unique orientation. At these locations the error will be high (see Fig. 3b). In the following sections, it is shown that these effects, caused by the presence or absence of neighboring texture elements, result in prediction errors that are consistent with psychophysical measures of the perceptual salience across a wide variety of different stimuli.

### 3.1 Texture Segmentation from Orientation Contrast

For textures composed of oriented bars, segmentation generally becomes more efficient as the orientation contrast between the elements making up two textured regions is increased (Nothdurft, 1985, 1991, 1992; Wolfson & Landy, 1995). The model is mostly consistent with this data, with the saliency of the border generally increasing with orientation contrast (Fig. 4a). However, it has been noted that orientation contrast is not the whole story (Ben-Shahar & Zucker, 2004b; Wolfson & Landy, 1995) and in particular, that human segmentation performance improves when texture elements align with the border between the two textured regions (Ben-Shahar & Zucker, 2004b; Giora & Casco, 2007; Nothdurft, 1992; Olson & Attnave, 1970; Wolfson & Landy, 1995). Hence, for a 90° orientation contrast, segmentation is more efficient when the texture elements are oriented at 0° and 90° to the border rather than at +45° and −45° to the border (Giora & Casco, 2007; Wolfson & Landy, 1995). The results of the model are consistent with this observation, as is shown in Fig. 4a by the higher saliency at an orientation contrast of 90° for the results plotted with the diamond and triangular markers compared with those plotted with circular and square markers. The influence of this configural effect is so strong that the efficiency of human texture segmentation is greater for textures oriented at 0° and 45° to the border, and (to a lesser extent) for textures oriented at 90° and 45° to the border, than for textures oriented at +45° and −45° to the border (Wolfson & Landy, 1995). The results of the model are also consistent with this data, as is shown by the higher saliency of the results plotted with the diamond and triangular markers at a 45° orientation contrast compared with the results plotted with circular and square markers at a 90° orientation contrast.

The fall in saliency at an angle of 67.5° seen for the results plotted with the triangular markers is due to a regular texture with elements at this angle being poorly represented (this is the case for many textures with oblique orientations, see the right-hand column of Fig 3a for an example). Hence, in this condition there are high reconstruction errors for all elements of this texture, both within and outside the border area, which reduces the relative saliency of the border.

Texture segmentation generally becomes less efficient as the orientation contrast between the elements within each region is increased (Nothdurft, 1992; Wolfson & Landy, 1995). Fig. 4b shows simulation results equivalent to those shown in Fig. 4a, when the orientation within each texture varies by up to ±15° from the nominal orientation. The heterogeneity of the textures causes a reduction in the saliency of the border across all conditions. This results from there being elements outside the border region which have neighbors that are only roughly collinear. These elements are thus poorly represented by the PC/BC model, reducing the relative saliency of the border. It is only when the orientation contrast at the border is high, that elements that are most poorly represented by the PC/BC model are always located next the border. Note that the saliency index at 0° orientation contrast is less than zero. This is to be expected, as the location with the highest error will be randomly determined by the orientations chosen for neighboring texture elements. Since there are more texture elements outside the border area, there is a higher probability that the highest error will be away from the border, and hence, that the saliency of the border region is negative.
Figure 4: Saliency of the border between orientation defined textures as a function of orientation contrast. (a) The images presented to the model were made up of two uniform textures divided by a vertical border. Each texture was created from oriented bars. The saliency index of the border region is shown as a function of the difference in orientation (orientation contrast) of the texture elements making up the two textures. Results are shown for four configurations of textures, as illustrated by the icons on the right-hand side of the figure. From left to right the icons show stimuli for 0°, 45° and 90° orientation contrast in each of the four configurations. Square and circular markers show results when the elements in each texture made the same angle with the border, starting with both sets of texture elements being parallel to the border in the case of the square markers, and starting with both sets of texture elements being perpendicular to the border in the case of the circular markers. Diamond markers show results when the elements in one texture were always parallel to the border. Triangular markers show results when the elements in one texture were always perpendicular to the border. (b) Saliency of the border between orientation defined textures as a function of orientation contrast in the presence of within texture heterogeneity generated by randomly choosing the orientation of each texture element from a uniform distribution of angles in the range ±15° to ±15° around the nominal orientation of the texture. Error bars show the standard error of the mean over the twenty trials performed for each condition. Note that many error bars are smaller than the corresponding markers, and are hence, not visible. The format of the diagram is otherwise identical to (a) as described above.

3.2 Texture Segmentation with Varying Element Spacing

The ability of human observers to distinguish two textures is known to vary with both the spacing of the texture elements and the length of the texture elements (Nothdurft, 1985). Specifically, for a fixed length of bar the detectability of the border was found to be greatest at small element spacings and fell for larger spacings (Nothdurft, 1985). The reduction in detectability happened at larger spacings for bars of longer length (Nothdurft, 1985). Similar results for the model are shown in Fig. 5a. For a fixed spacing, the ability of human observers to detect the texture border increased with increasing length of the elements making up the textures (Nothdurft, 1985). The in-
Figure 5: Saliency of the border between orientation defined textures as a function of spacing between, and length of, the texture elements. (a) The effect of changing the spacing between the centers of the texture elements for elements 0.65 degrees long (square markers) and elements 1.3 degrees long (circular markers). (b) the effect of changing the length of the texture elements for textures with a 1.17 degree spacing between the centers of the elements (square markers) and for textures with a 2.33 degree spacing between the centers of the elements (circular markers).

Figure 6: Saliency of a luminance defined border between two textures as a function of texture element spacing. Both textures are made up of square elements (of width 0.22 degrees), but the left-hand texture is dimmer than the right-hand texture. The icons show, from left to right, spacings of 0.48, 1.12, 1.76, and 2.72 degrees.

cresce in detectability occurred at shorter bar lengths for more closely packed texture elements (Nothdurft, 1985). Similar results for the model are shown in Fig. 5b. Both sets of simulation results are explained by the increase in distance between collinear texture elements caused by increasing the inter-element spacing or by decreasing the element length. When the distance between collinear elements increases, the prediction error increases. Hence, in these condition there are high reconstruction errors for all elements of both textures, both within and outside the border area, which reduces the relative saliency of the border. The non-monotonic reduction in saliency with increased spacing between the texture elements seen in Fig. 5a is due to interactions between the reconstructions generated by neighboring prediction neurons with parallel orientation preferences. Whether the contribution from such neighboring prediction neurons helps reduce the reconstruction error or not will depend on whether of not the wavelength of the Gabor function matches the spacing of the texture elements.

The effect of spacing is not unique to orientation defined textures. Nothdurft (1985) also showed that for luminance defined textures, the detectability of the border decreased (a greater difference in luminance was required to make the border visible) as the spacing of the elements increased (Nothdurft, 1985). In the model, the saliency of the border region between two textures that differ only in luminance also decreases with increasing spacing, Fig. 6. In the PC/BC model, the strength of the response of a prediction neuron is proportional to the strength
of the input it receives. Hence, strong inputs will generate strong responses, and weak inputs will generate weak prediction neuron responses. If a prediction neuron receives both strong and weak inputs from different parts of its RF, it will produce an intermediate strength of response, which will necessarily underestimate the strength of the strong inputs in the reconstruction, leading to high errors. Hence, in these simulations, at small spacings, the highest errors occur along the border between the regions with the different luminances. As spacing increases, this effect diminishes due to the elements with different luminances becoming increasingly represented by distinct prediction neurons.

3.3 Texture Segmentation with Superimposed Irrelevant Textures

In order to test predictions of the V1 saliency map hypothesis, Zhaoping & May (2007) performed a series of psychophysical experiments to assess the effects of task-irrelevant features on visual search and texture segmentation. Simulations of their results from the visual search experiments are presented in Section 3.7, while simulations of their results from the texture segmentation experiments are presented in this section. Fig. 7 shows the stimuli used in these experiments, and the corresponding saliency index measured from the model, filled bars, together with the reciprocal of the reaction times measured by Zhaoping & May (2007), unfilled bars. It can be seen that for a border defined by texture elements at $\pm 45^\circ$ the superposition of a regular horizontal or vertical texture slightly reduces the efficiency of border detection in the human subjects, and the saliency measured in the model (compare columns 2 and 3 with column 1 of Fig. 7). In the model, this is due to competition between prediction neurons representing superimposed texture elements. This slightly reduces the responses of those prediction neurons in comparison to the case when only one bar is presented at each location. This reduction in prediction neuron response strength, increases the reconstruction error. This small increase in reconstruction error, both within and outside the border area, slightly reduces the relative saliency of the border.

The superposition of a texture in which the orientation of the elements alternates between horizontal and vertical has a much larger effect, markedly reducing the detectability of the border for the human observers and reducing the saliency index measured from the model (compare column 4 with column 1 of Fig. 7). In the model, this is due to the irrelevant texture elements not having collinear neighbors. The reconstruction error for these elements is thus greatly increased, which further reduces the relative saliency of the border.

For a border defined by texture elements at $0^\circ$ and at $90^\circ$ the efficiency with which human subjects could detect the border was relatively unaffected by the superposition of either a uniform texture (at $-45^\circ$) or a texture with alternating elements (at $\pm 45^\circ$). In the model, the saliency index is reduced by these task-irrelevant textures,
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Figure 8: Saliency of the border around an orientation defined singleton in a search array. Results are shown for reducing the orientation contrast between the target and the distractors (columns 1 and 2), introducing heterogeneity in the distractors (columns 3 to 5) and for a target defined by the conjunction of two orientations (right-hand column).

but remains high in each case (compare columns 6 and 7 with column 5 of Fig. 7). Saliency was reduced in the model for the same reason (given above) that it was reduced in the results shown in columns 2 and 3 of Fig. 7 (note that for a uniform texture of $-45^o$, and for an alternating texture with elements at $\pm45^o$, elements have the same number of collinear neighbors). The greatest discrepancy between the simulation results and the psychophysical results is for the condition shown in column 5 of Fig. 7. In other psychophysical experiments (as described in section 3.1), the saliency of the border between texture elements oriented at $0^o$ and $90^o$ was found to be greater than the saliency of the border between texture elements oriented at $+45^o$ and $-45^o$. This effect was not found by Zhaoping & May (2007).

3.4 Visual Search Efficiency

Human performance in visual search tasks shows a range of efficiencies, ranging from fast and accurate (“parallel” or “pop-out”) searches at one extreme, to slow and inaccurate (“serial”) searches at the other (Wolfe, 1998). Generally, search becomes less efficient as the similarity between the target and distractors increases, or the similarity between the distractors decreases (Duncan & Humphreys, 1989; Wolfe, 1998; Wolfe & Horowitz, 2004). Hence, for orientation defined stimuli, the search for a target which has a large orientation difference to the distractors is efficient, but the efficiency of the search is reduced as the orientation contrast between the target and the distractors decreases (Wolfe, 1998; Wolfe & Horowitz, 2004). In the model, the saliency index for the region around a uniquely oriented target (at $45^o$) falls as the orientation contrast of the distractors is reduced from $90^o$ to $15^o$ (Fig. 8, first and second columns). Feature search becomes much less efficient when the distractors are heterogeneous (Duncan & Humphreys, 1989; Wolfe, 1998, 2003; Wolfe et al., 1992; Wolfe & Horowitz, 2004). In the model, the target becomes less salient when the distractors are made heterogeneous either by allowing a range of orientation contrasts (between $45^o$ and $15^o$), by decreasing the uniformity of the background texture (by randomly selecting elements at an orientation contrast of $30^o$ to be present with probability 0.5), or by randomly choosing the distractors to be tilted either at $+20^o$ or at $-20^o$ from the orientation of the target (Fig. 8, third to fifth columns). In all these simulations, the target consists of a bar with a unique orientation. Like the examples shown in Fig. 3, this bar is poorly represented by the PC/BC model of V1, and is hence salient when the surrounding texture is uniform. However, all the manipulations that increase the heterogeneity of the distractors, result in the distractors containing elements that are poorly represented by the PC/BC model (elements with fewer or more poorly aligned collinear neighbors). The distractors thus contain elements that are associated with similar, or higher, reconstruction errors than the target and the target ceases to be salient.

Search is also inefficient for targets defined as the conjunctions of two orientations (Wolfe, 1998). In the model, the target becomes less salient than the distractors for such a conjunction search (in this example, the target is a conjunction of $0^o$ and $45^o$ bars among distractors consisting of $90^o$ and $45^o$ bars together with $0^o$ and $-45^o$ bars, with one of the two distractors selected at random for each location in the background texture, Fig. 8, right most column). The distractors in this condition contain two superimposed, irregular, textures many elements of which do not have collinear neighbors, and are hence salient.

Generally, as the similarity between the target and distractors increases, human search performance becomes less efficient (Duncan & Humphreys, 1989; Wolfe, 1998; Wolfe & Horowitz, 2004). However, a $50^o$ target among
−50° distractors has been found to be harder to find than a 50° target among −10° distractors (Wolfe, 1998), despite the increased similarity between the target and distractors in the latter case. This effect can be simulated by the model, as shown in Fig. 9a, columns 1 and 2. In both cases the target element has no collinear neighbors, and hence, is salient in the model. When the distractors are oriented at −10°, each distractor has roughly collinear neighbors in close proximity. In contrast, when the distractors are oriented at −50° the roughly collinear neighbors are more distant. Hence, in the latter case the error in reconstructing the distractors is greater, and the relative saliency of the target is less.

In addition, it has been found that a −10° target among distractors oriented at both −70° and +30° is harder to find than a −10° target among distractors at −50° and +50° (Wolfe, 1998; Wolfe et al., 1992). This is despite the fact that the orientation of the target differs by 40° from that of the most similar distractor in both cases. The model also succeeds in simulating these effects (Fig. 9a, columns 3 and 4). The explanation provided by the model is that the distractors in the −70°/ +30° condition all have roughly collinear neighbors, whereas in the −50°/ +50° condition, distractors do not have collinear neighbors. The distractors are more salient in the latter case, reducing the relative saliency of the target.

Wolfe & Friedman-Hill (1992) found that when two orientations of distractor were used, a target was easier to find when the distractors were symmetrical around the vertical axis than when the distractors were symmetrical around an oblique axis at 50°. Using an identical set of target and distractor orientations as was used in the psychophysical experiments (Wolfe & Friedman-Hill, 1992), the model successfully simulates this result as the saliency index is higher for vertically symmetrical distractors than for obliquely symmetrical distractors, Fig. 9b. The simulation results suggest that this effect is due to placing the elements of the search array on a square grid with vertical columns and horizontal rows. On such a grid, elements that are symmetrical about the vertical (or horizontal axis) will have roughly collinear neighbors. Hence, in the vertical symmetry condition the distractors have a relatively low saliency. However, when the distractors are rotated, at fixed positions in the grid, this produces a texture in which elements do not have collinear neighbors. Hence, in the condition where the elements are rotated by 50° the distractors are more salient, and hence, the relative saliency of the target is reduced.

Changes in search efficiency have also been observed for targets and distractors which are not straight lines. For example, for the task of finding a circle among distractor circles containing a gap, the search efficiency reduces as the size of the gap in the distractors gets smaller (Treisman & Gormican, 1988; Treisman & Souther, 1985). In the model the saliency of the target also reduces as the gap in the distractors reduces; see the first three columns of Fig. 10. For the task of finding a target line among curved distractors, the search efficiency of human observers reduces as the distractors become less curved (Treisman & Gormican, 1988). The same effect is observed in the model; see the last three columns of Fig. 10. In all these simulations, the distractors are more salient than the target: the error generated by the PC/BC model of V1 is greater for circles with gaps than it is for complete circles, and the
error is greater for curved lines than it is for straight ones. However, interactions between the prediction neurons representing the target, and prediction neurons with overlapping RFs that represent the neighboring distractors result in the location with the highest error always being on a distractor that neighbors the target. This makes the boundary between the target and the surrounding texture salient. As the distractors become more similar to the target, so the effect is decreased.

Similar effects on search efficiency have been observed for luminance defined elements. Hence, as the similarity between the target and distractors increases, so search becomes less efficient (Nagy & Sanchez, 1992; Nothdurft, 2006; Pashler et al., 2004). In the model, for a bright target against a dark background, the salience of the target becomes smaller as the luminance of the distractors increases, and hence, becomes more similar to the target (Fig. 11a, first three columns). For bright distractors against a dark background, the salience of a dull target becomes smaller as the luminance of the target increases, and hence, becomes more similar to the distractors (Fig. 11a, columns four to six). Distractor heterogeneity reduces the salience of the target. Hence, a bright target among medium and dim distractors (Fig. 11a, column 7) is less salient than the same bright target among homogeneously dim or medium distractors (Fig. 11a, columns 2 and 3). Similarly, a dim target among medium and bright distractors has a low saliency index (Fig. 11a, column 8). For colored elements search is found to be particularly inefficient when the target color is chromatically intermediate between the distractor colors (Bauer et al., 1996; D’Zmura, 1991). Similarly, in the model a medium target among bright and dim distractors is less salient than the distractors (Fig. 11a, last column). These results are unaffected by contrast polarity, as shown in Fig. 11b. In the PC/BC model, the strength of the response of a prediction neuron is proportional to the strength of the input it receives. Hence, strong inputs will generate strong responses, and weak inputs will generate weak prediction neuron responses. If a prediction neuron receives both strong and weak inputs from different parts of its RF, it will produce an intermediate strength of response, which will necessarily underestimate the strength of the strong inputs in the reconstruction, leading to high errors. Hence, in these simulations, locations where there are the largest differences in luminance levels within a neighborhood (which includes pixels both on the squares and on the background between the squares) will have the highest errors, and highest salience. Because the V1 model receives input from both the ON and OFF channels of the LGN model, both high and low luminance inputs are treated identically, and the results are unaffected by contrast polarity.

3.5 Asymmetry in Feature Search

Search asymmetries are said to occur when searching for feature $a$ among distractors of type $b$ is more efficient than searching for feature $b$ among distractors of type $a$ (Treisman & Gormican, 1988; Treisman & Souther, 1985; Wolfe, 2001). Simulation results for the model when applied to a number of these search tasks are shown in Fig. 12. Each pair of columns shows the saliency index of the target region when tested with a pair of stimuli in which the roles of target and distractors are reversed. In each case the saliency calculated by the model is in agreement with the efficiency of the corresponding search task for human observers. Specifically:

Figure 11: Saliency of the border around a luminance defined singleton in a search array. (a) Results are shown for reducing the contrast between a fixed luminance, bright, target and the distractors (columns 1 to 3), reducing the contrast between a variable luminance target and bright distractors (columns 4 to 6), and for targets with heterogeneous distractors: a bright target among dim and medium distractors (column 7), a dim target among bright and medium distractors (column 8), and a medium target among bright and dim distractors (column 9). (b) Results are shown for stimuli with reversed contrast polarity in comparison to (a).

- A unbroken target bar among distractor bars containing a vernier offset is harder to find than a target bar containing a vernier offset among unbroken distractor bars (Fahle, 1991).
- A target bar among crosses is harder to find than a target cross among bars (Li, 2002), a specific example of the general finding that search for the presence of a feature is more efficient than search for the absence of a feature (Treisman & Gormican, 1988; Treisman & Souther, 1985).
- A pair of converging lines among pairs of parallel lines is easier to find than a pair of parallel lines among pairs of converging lines (Treisman & Gormican, 1988).
- A circle among ellipses is harder to find than an ellipse among circles (Treisman & Gormican, 1988).
- A straight target bar among curved distractor bars is harder to find than a curved target among straight distractor (Fahle, 1991; Treisman & Gormican, 1988; Wolfe, 1998).
- An unbroken target circle among distractor circles containing a gap is harder to find than a broken target circle among unbroken circular distractors (Treisman & Gormican, 1988; Treisman & Souther, 1985).
- A target “O” among distractor “Q”s is harder to find than a target “Q” among distractor “O”s (Saiki et al., 2005; Treisman & Souther, 1985).

For all the simulation shown in Fig. 12a, the higher salience condition occurs when the distractors form a regular texture, in which the elements have nearby, collinear, neighbors. Under these conditions the distractor elements are less salient, increasing the relative saliency of the target. For all the simulation shown in Fig. 12b,
Figure 12: Saliency of the border around a singleton in a search array for pairs of search arrays in which the roles of target and distractor are reversed. (a) a 0° target among 20° distractors (column 1), a 20° target among 0° distractors (column 2), an unbroken 0° target among 0° distractors containing a 1 pixel (0.16 degrees) vernier offset (column 3), a 0° target containing a 1 pixel (0.16 degrees) vernier offset among unbroken 0° distractors (column 4), a bar target among cross distractors (column 5), a cross target among bar distractors (column 6), a parallel target among converging distractors (column 7), a converging target among parallel distractors (column 8). (b) a circular target among elliptical distractors (column 1), an elliptical target among circular distractors (column 2), a straight target among curved distractors (column 3), a curved target among straight distractors (column 4), a circular target among distractor circles containing a gap (column 5), a circular target containing a gap among circular distractors (column 6), a circular target among distractor circles with a superimposed bar (column 7), a target circle with a superimposed bar among circular distractors (column 8).

the higher salience condition occurs when the target is a shape that is less accurately represented by the set of Gabor functions used by the PC/BC model of V1. As shown in Fig. 13, reconstruction error is higher for ellipses compared to circles, curved lines compared to straight lines (see Fig. 3a for the straight line stimulus), broken circles compared to unbroken circles, and “Q”s compared to “O”s.

3.6 Feature Search with Varying Element Spacing

Nothdurft (2000) found that for human observers the saliency of an orientation defined target varied as the spacing of the elements in the search array varied. Specifically it was found that the saliency peaked for a spacing of around 1 to 2 degrees of visual angle and decreased both for denser and sparser search arrays (Nothdurft, 2000). Similar results are obtained with the model, Fig. 14. The explanation for these results proposed by the model is identical to that proposed for the equivalent experiments performed on texture segmentation, see section 3.2. Namely, that the individual elements in the texture formed by the distractors become more salient as they become more isolated, due to the lack of overlap with prediction neuron RFs representing collinear elements. Furthermore, as in the texture experiments, the non-monotonic reduction in saliency is a result of interactions, at small spacings, between prediction neuron RFs representing parallel distractor elements.
Figure 13: The response of the error-detecting neurons in the PC/BC model to the elements used to create the search arrays shown in Fig. 12b. The lower row shows the central part of the image presented to the PC/BC model. The top row shows the strength of the response of the error-detecting neurons (the maximum of \( E_{ON} \) and \( E_{OFF} \) at each pixel). Black pixels show responses of \( \leq 2 \psi \), while lighter pixels show larger responses. The gray-scale used to represent the prediction errors is identical to that used in Fig. 3.

Figure 14: Saliency around an orientation defined singleton in a search array as a function of the spacing between the elements in the search array. The icons show, from left to right, spacings of 0.8, 1.76, 3.52, and 5.76 degrees. The dimensions of the texture elements were 0.66 x 0.15 degrees.

3.7 Feature Search with Superimposed Irrelevant Textures

The effect of superimposing task-irrelevant textures on the search for a unique orientation is shown in Fig. 15. The filled bars show the saliency index for the region around the target measured from the model. The unfilled bars show the reciprocal of the reaction times measured by Zhaoping & May (2007). It can be seen that for a \(-45^\circ\) target among \(+45^\circ\) distractors the superposition of a regular horizontal or vertical texture reduces the efficiency of target detection in the human subjects, and the saliency measured in the model (compare columns 2 and 3 with column 1 in Fig. 15). The superposition of a texture in which the orientation of the elements alternates between horizontal and vertical has an even greater effect in reducing human search efficiency and the modeled saliency index (compare column 4 with column 1 in Fig. 15). For a \(90^\circ\) target among \(0^\circ\) distractors, search efficiency for the human subjects is reduced by the superposition of a uniform texture (at \(-45^\circ\)) and by a texture of alternating elements (at \(\pm 45^\circ\)). In the model, the saliency index is also reduced by both these the task-irrelevant textures (compare columns 6 and 7 with column 5 in Fig. 15). The model proposes the same explanation for these results as it does for the equivalent experiments performed on texture segmentation, see section 3.3.

3.8 Feature Search with Abrupt Onset

Salience is also affected by the relative timing at which elements appear. For example, search is efficient when the target in a search array appears via an abrupt onset, while the other elements are revealed by removing elements from a mask (Jonides & Yantis, 1988; Yantis & Jonides, 1984). The model simulates these results by showing high salience for an onset target, see column 1 of Fig 16. In a similar experiment, Mounts & Tomaselli (2005) found that reaction times were shorter when an abrupt onset target was flanked by non-onset distractors (i.e., ones that were already present) than when the target was flanked by onset distractors (i.e., that appeared simultaneously with the target). The model also simulates these results, compare columns 2 and 3 of Fig 16. This behavior in the model is due to prediction neuron activity taking time to change in response to changes in the input. An abrupt
Figure 15: Saliency of a unique target orientation in the presence and absence of a superimposed task-irrelevant texture. Unfilled bars show the reciprocal of the reaction times (averaged over five subjects) measured in the psychophysical experiments (data taken from Table 2 in Zhaoping & May, 2007). The scale is shown on the right-hand y-axis. Filled bars show the saliency index of the border region measured in the model. The scale is shown on the left-hand y-axis. The first column shows the saliency of a $-45^\circ$ target among distractors at $+45^\circ$, and the next three columns show the effects of superimposing on this stimulus regular, task-irrelevant, textures. The fourth column shows the saliency of a $90^\circ$ target among distractors at $0^\circ$, and the next two columns show the effects of superimposing on this stimulus regular, task-irrelevant, textures.

Figure 16: Saliency of the border region around a singleton in a search array as a function of onset of the target and the distractors. The icons show the temporal sequence of images presented to the model (only the images presented at iterations 2, 4, 6, 8 and 10 of the algorithm are shown for clarity). In the first column masks are initially shown at the locations of the distractors, and at iteration six the target abruptly onsets and the distractors are revealed by removing one element from the masks. In the second column the distractors onset at iteration one, and the target onsets at iteration six. In the third column both target and distractors abruptly onset at iteration six.

onset stimulus will thus be particularly salient until the prediction neurons have had time to respond strongly to that stimulus, and hence, provide an accurate reconstruction of it. In contrast, stimuli that have been present for some time will have already generated strong responses in the prediction neurons that represent them, and hence, be represented with smaller reconstruction error. The reduction in saliency for the condition shown in column 1, compared to column 2, of Fig 16 is due to the competition between the prediction neurons representing the mask and distractor stimuli at each location. Such competition results in the prediction neuron responses to the distractors being slightly weaker when the mask is present and for some time after the removal of the mask. Hence, the reconstruction error is slightly higher for the distractors, reducing the relative saliency of the target.
3.9 Preview Search

In a preview search experiment, one set of distractors (the old elements) appears followed, after a time interval, by a second set of elements (the new elements) consisting of additional distractors and the target (Donk, 2005, 2006; Donk & Theeuwes, 2001; Olivers et al., 2006; Theeuwes et al., 1998; Watson & Humphreys, 1997). Search efficiency is similar to that obtained in a standard search task using only the new elements, hence, the old elements have little effect on search efficiency. The model shows similar behaviour, with new elements being more salient than old ones (see Fig. 17). Watson & Humphreys (1997) proposed that the preview benefit could be explained by “visual marking”; a suppression of the initial set of distractors. The model is consistent with this view in the sense that prior exposure to one set of distractors will activate the corresponding prediction neurons. These neurons will generate predictions about the locations/features of those distractors, which will in turn decrease the error generated in response to those distractors. Hence, items added later will be relatively more salient. Donk & Theeuwes (2001) proposed that the preview effect was the result of the abrupt onset of the new elements capturing attention. The model is also consistent with this explanation, since the onset of an element generates high saliency until the prediction neurons have formed a representation of the input. Hence, the PC/BC model is consistent with the idea that both old-element suppression, and new-element attention capture, operate together (Donk, 2005, 2006; Olivers et al., 2006). However, the PC/BC model proposes that both of these behaviors are side-effects of a more general computational principle: predictive coding.

3.10 Change Blindness

If visual stimuli consistently change in predictable ways, it would be possible for the PC/BC model to learn an internal representation of the world that provided predictions of these changes to make such foreseeable changes less salient2. However, in the absence of such a model, or in the presence of unpredictable changes to the visual input, the predictive coding model makes the default assumption that the input will remain constant. Hence, sudden changes at specific locations in the input become salient, and lead to the results described above in sections 3.8 and 3.9. If however, the whole image changes rather than only certain parts of it, then all locations in the image will be salient due to the unpredictable changes that have occurred everywhere. This behavior of the model is consistent with change blindness induced in human subjects by a visual disruption or ‘flicker’ (Rensink et al., 1997, 2000).

---

2Such a model might be encoded by the prediction neurons in an extended PC/BC model of V1, or more likely by prediction neurons modeling higher cortical regions with these higher-level predictions being fed-back to V1.
Figure 18: Simulation of change blindness. The icons show the temporal sequence of images presented to the model (only the images presented at iterations 2, 4, 6, 8 and 10 of the algorithm are shown for clarity). In the first column, starting at iteration 6, one bar located at the center of the image changes orientation from $-45^\circ$ to $+45^\circ$. In column 2 the same change occurs, however, the changed image is preceded by a blank image shown during iterations 6 and 7. The third and fourth column show results for unchanging inputs. In column 3, the first of the two stimuli used in the preceding experiments is shown throughout the simulation. In column 4, the second of the two stimuli is shown throughout the simulation.

When a stimulus at one location changes, this change is highly salient, as shown in the first column of Fig. 18. However, when the same change in the stimulus is preceded by a briefly presented blank image, the change is not salient, as shown in the second column of Fig. 18. The blank stimulus causes the responses of all prediction neurons to become weak (effectively, the model starts to predict that the input will remain blank). Hence, when the changed image is presented the prediction is poor at all locations occupied by texture elements, and hence, the reconstruction error in the border region around the changed feature is approximately the same as the error at locations outside the border region.

In the simulation described above the first of the two images is the same as that used to generate the result shown in column 4 of Fig. 15. The border region around the singleton in this search array is only weakly salient, as is illustrated in column 3 of Fig. 18 where this image is presented to the model at all iterations. The second of the two images does not contain a singleton, and hence, the border region around the central element is not salient, as is illustrated in column 4 of Fig. 18. Hence, the high saliency caused by the change in input without the intervening blank stimulus (shown in column 1 of Fig. 18) is entirely due to the change in the image, not the saliency of either the image presented before or after the change.

4 Simulation Results With Cortical Feedback

So far all simulations have ignored the influences of cortical feedback connections. In contrast, this section describes results obtained using the PC/BC model of V1 when there is feedback from extrastriate areas (i.e., when elements of $A$ are not all equal to zero and equation 4 can not be ignored; see section 2.3).

The model provides the same explanation for all the results presented below. Consider two texture segmentation tasks, one of which has a salient border and one of which has a far less salient border (the same stimuli as used in columns 1 and 4 of Fig. 7). The activity of the error-detecting neurons, when there is no top-down excitation, is shown in Fig. 19a. When top-down excitation is provided to the right-hand side of each image, this increases the response of the prediction neurons representing elements on that side of the image. The increased prediction neuron responses lead to a stronger reconstruction of the input and a reduction in the responses of the error-detecting neurons in that part of the image, as shown in Fig. 19b. However, the saliency index of the border
Figure 19: The activation of the error-detecting neurons in response to two texture segmentation stimuli (a) with no cortical feedback, (b) with cortical feedback to the right-hand half of the image. The lower row shows the central part of the image presented to the PC/BC model. The top row shows the strength of the response of the error-detecting neurons (the maximum of $E_{ON}$ and $E_{OFF}$ at each pixel). Black pixels show responses of $\leq \psi$, while lighter pixels show larger responses. The grey-scale is the same in (a) and (b). In each case the saliency index (SI) of the border region is indicated.

Figure 19: The activation of the error-detecting neurons in response to two texture segmentation stimuli (a) with no cortical feedback, (b) with cortical feedback to the right-hand half of the image. The lower row shows the central part of the image presented to the PC/BC model. The top row shows the strength of the response of the error-detecting neurons (the maximum of $E_{ON}$ and $E_{OFF}$ at each pixel). Black pixels show responses of $\leq \psi$, while lighter pixels show larger responses. The grey-scale is the same in (a) and (b). In each case the saliency index (SI) of the border region is indicated.

is increased, considerably so in the case of the harder segmentation task. As described in section 3, error, and hence saliency, tends to be high at locations where the regularity of the texture breaks-down. Top-down input emphasizes the change in texture across the border, and hence, increases the saliency.

Several of the simulations described below suggest that feedback from higher-level perceptual representations modulates V1 saliency. One objection to this proposal might be a concern about the time required for information to propagate up and down the cortical hierarchy, and hence, for top-down influences to affect processing (Summerfield & Egner, 2009). However, as with models of cortical hierarchies which only contain feedforward connections (e.g., Riesenhuber & Poggio, 1999; Serre et al., 2007b; Thorpe et al., 2004; Wallis & Rolls, 1997), PC/BC is capable of performing rapid processing via the first feedforward wave of activity traveling up the hierarchy. In situations where the stimulus is sufficiently well encoded by the synaptic weights, this rapid, feedforward only, processing may be sufficient to activate appropriate high-level representations, as appears to be the case for human observers (Keysers et al., 2001; Li et al., 2002; Serre et al., 2007a; VanRullen & Thorpe, 2001). Once these high-level representations are active, this information can just as quickly propagate back down the hierarchy to affect ongoing processing in V1. The prediction errors calculated within higher processing stages might also be output to the thalamus to affect behavior (see Discussion) reducing the time required for higher-level influences on behavior. Furthermore, in situations where there is an expectation about a stimulus before it appears, top-down influences on V1 may be present before stimulus onset, and hence, have an even more rapid influence.

4.1 Contour Detection

When a number of oriented elements align so that they appear to form a contour, they pop-out of a surrounding texture of randomly oriented elements (Field et al., 1993; Hess et al., 2003). The detectability of the contour increases as the path length increases (Li & Gilbert, 2002; Watt et al., 2008). In the model the salience of the border region surrounding a contour also increases with the number of elements forming that contour (see Fig. 20). The model treats contour integration as just another form of texture segmentation, where one texture happens to be one element wide. As shown in Figs. 4a and 4b when one set of texture elements are collinear with the border (i.e., as are the elements forming the contour), the saliency of the border will be maximum when the elements forming the other texture are perpendicular to the border and will be minimum when the elements forming the other texture are parallel to the border. This is consistent with recent psychophysical results showing that when the orientation of the surrounding distractors is parallel to the contour it is much less salient than when the surrounding distractors are perpendicular to the contour (Dakin & Baruch, 2009). When, as is the case in Fig. 20, top-down excitation is provided to the prediction neurons representing the contour the saliency of the locations occupied by these elements decreases, but the error in encoding neighboring elements increases so that the saliency of the border is increased. Such top-down excitation might come from higher-level perceptual representations of contours that have been activated by the presence of multiple co-aligned elements.
Figure 20: Saliency of the border around a contour embedded in a random texture with cortical feedback targeting the contour. Results are shown for increasing contour length: from left to right contour length equals 3, 5, and 7 elements. In contrast to all other figures, the icons used to represent the stimulus configurations show the central 101 by 101 pixel portion of the actual images presented to the model.

Figure 21: The saliency of the border around a singleton in a search array, with (column 1) no cortical feedback, (column 2) cortical feedback to V1 prediction neurons with orientation preferences of $0^\circ$ and $-45^\circ$ (i.e., the features of the target), (column 3) cortical feedback to V1 prediction neurons with orientation preferences of $0^\circ$ and $+45^\circ$ (i.e., the features of the distractors).

4.2 Feature Search with Novel and Familiar Elements

The reduction in prediction error for familiar shapes would also explain the asymmetry that is observed between efficient searches for novel targets among familiar distractors compared to less efficient searches for familiar targets among novel ones. For example, search is efficient for a mirror reversed letter among the same letters presented normally, but is less efficient for a target letter among mirror-reversed distractors (Frith, 1974; Reicher et al., 1976; Saiki et al., 2005; Shen & Reingold, 2001; Wang et al., 1994; Wolfe, 2001). A simple simulation of this effect is shown in Fig. 21. The stimulus presented to the model contains a unique “shape” made up of bars oriented at $0^\circ$ and $-45^\circ$ among distractors made up of a conjunction of bars oriented at $0^\circ$ and $+45^\circ$. Hence, the target and distractors are mirror-reversed versions of each other. When neither shape is familiar and there is no top-down activation of the V1 prediction neurons, the border region around the target is reasonably salient (Fig. 21, column 1).

When the target shape is familiar, there will be higher-level perceptual representations of this shape which will be activated by its presence in the search array. These higher-level representations will subsequently send top-down activation to V1. Hence, to simulate familiarity for the target, all prediction neurons in the V1 model with an orientation preferences of $0^\circ$ or $-45^\circ$ received top-down activation. The effects of this are shown in Fig. 21, column 2. The “familiarity” of the target increases the saliency of the border region around the target. This is due to increased error at locations occupied by distractors neighboring the target.

When the shape of the distractors is familiar, there will be higher-level perceptual representations of this shape which will be activated by its presence in the search array and which will in turn provide top-down activation to
V1. Hence, to simulate familiarity for the distractors, all prediction neurons in the V1 model with an orientation preferences of $0^\circ$ or $+45^\circ$ received top-down activation. The effects of this are shown in Fig. 21, column 3. The “familiarity” of the distractors reduces the saliency of the distractors, and increases the relative saliency of the border region around the target by an even greater amount than familiarity of the target. Hence, these results are consistent with the psychophysical data showing that search for a novel target among familiar distractors is more efficient than search for a familiar target among novel distractors (Frith, 1974; Lubow & Kaplan, 1997; Reicher et al., 1976; Shen & Reingold, 2001; Wang et al., 1994; Wolfe, 2001). Furthermore, the difference in saliency between the results shown in columns 1 and 3 of Fig. 21 is consistent with data showing that search for a novel target is easier when the distractors are familiar rather then novel (Lubow & Kaplan, 1997).

4.3 Feature Search with Prior Exposure to Target or Distractor Features

While the psychophysical experiments described above have employed over-learned familiar stimuli, such as letters, the same effects can also be observed with a familiarity bias acquired only briefly before testing (Lubow & Kaplan, 1997). The model can also account for these results, if it is assumed that brief prior exposure to certain stimulus features will activate representations of those features at higher levels in the PC/BC model. In that case, these higher-level predictions will generate feedback to the PC/BC model of V1 which will affect processing of subsequent stimuli in an identical fashion to that shown in Fig. 21. Under this assumption, the model makes the reasonable prediction that visual input will remain constant (see section 3.10).

The difference in saliency between the results shown in the first two columns of Fig. 21 is therefore consistent with data showing that search is more efficient if human observers have prior knowledge about the nature of the target in a search array, either due to verbal instruction, or due to multiple trials with the same target being performed in blocks (Wolfe et al., 2003). This result is also consistent with the “priming of pop-out” effect, in which prior exposure to the features of the target increases the saliency of the target (Maljkovic & Nakayama, 1994). In addition, the difference between the results shown in the last two columns of Fig. 21 is consistent with the “distractor previewing effect”, in which prior exposure to the features of the distractors improves search efficiency more than does prior exposure to the features of the target (Wan & Lleras, 2010).

4.4 Preview Search

The priming that occurs during a preview search experiment could be interpreted as an even more recent familiarity bias, one obtained during a trial rather than immediately or shortly prior to a trial (section 4.3), or in the distant past (section 4.2). The PC/BC model of V1 can simulate the preview effect without feedback from extrastriate area (section 3.9). In the model, increased saliency of the new items is due to the V1 prediction neurons taking time to accurately represent new items after onset. Hence, initially after onset the new items generate higher errors in comparison to the old items which the V1 prediction neurons have had time to represent more accurately. This effect would be increased by top-down predictions from higher-level processing stages. Specifically, during the preview the old items might be expected to activate higher-level perceptual representations encoding the location, features, or both, of the old items. Feedback from these neurons after the onset of the new items, would enhance the response of the V1 prediction neurons representing the old items, and hence, further reduce the error associated with these old items, enhancing the relative saliency of the new items.

4.5 Feature Search with Distractors in a Familiar Configuration

As described above, in the model a top-down prediction reduces the saliency of items consistent with that prediction. The effect is consistent with psychophysical experiments showing that search for a uniquely oriented line among heterogeneous distractors is easier when the distractors are tangent to a circle (Moraglia, 1989). In other words, the target becomes more salient when it does not conform to the circular shape formed by the other elements. The model would explain this by suggesting that the distractors organized in a circle would activate a higher-level representation of a circle which would in turn provide top-down excitation to the V1 prediction neurons representing those elements forming that circle. The error corresponding to these elements would then decrease, making the target (which is not part of the circle, and hence, not receiving top-down excitation) relatively more salient. In this account, the circle might be described as a familiar shape: one that is more easily predicted, and hence, less salient.

4.6 Feature Search with Contextual Guidance

Search efficiency is known to improve when the arrangement of distractors in a search array is repeated over many trials (Chun, 2002; Chun & Jiang, 1998). Top-down effects in the model can also explain this effect of contextual
guidance on visual search. If higher-level areas learn about the distractor array, then subsequent repetition of this array would activate the (recently learned) higher-level representation which would in turn provide feedback to V1. This feedback would increase the response of the prediction neurons at the learned locations and in turn reduce the error at those location. Increasing the relative salience of the target in a manner identical to that illustrated in Fig. 21, column 3.

4.7 Saliency of Incongruous Objects

Objects that are incongruous with the rest of the visual scene (like an octopus in a bathroom) are more likely to attract attention (Loftus & Mackworth, 1978; Underwood & Foulsham, 2006; Underwood et al., 2008). The explanation offered by the PC/BC model is as follows. Prediction neurons at higher-levels in the cortical hierarchy, representing the brain’s internal model of bathrooms, are strongly activated by the many parts of the scene consistent with this interpretation. Activity fed-back from these neurons will subsequently increase the response of V1 prediction neurons consistent with this interpretation, and hence, the error at these locations will be reduced. Lower-level representations that are inconsistent with the top-down interpretation will not receive feedback, and hence, the error at these locations is not decreased, making such locations relatively more salient than locations consistent with the high-level interpretation.

The combined effect of top-down predictions from extrastriate cortical areas is to increase the response of V1 prediction neurons encoding information consistent with the top-down expectation, and to reduce the response of error-detecting neurons encoding information consistent with the top-down expectation. The effect of the former is to make consistent information more conspicuous for cortical regions at subsequent stages along the processing hierarchy, and hence, make it more likely to be perceived. The effect of the latter is to make locations containing inconsistent information more salient, and hence, make these locations more likely to attract attention. These dual effects might explain the seemingly contradictory observations that congruent objects can be recognized more quickly than incongruent ones (Bar, 2004; Biederman et al., 1982; Boyce et al., 1989), but that incongruent objects are more likely to attract attention (Loftus & Mackworth, 1978; Underwood & Foulsham, 2006; Underwood et al., 2008), and more generally the distinction between attended and expected stimuli (Summerfield & Egner, 2009). In the PC/BC model, saliency is distinct from perceptibility: activation in prediction neurons, which can be enhanced by top-down attention or expectation, is related to object recognition while activation in the error-detecting neurons, which can be enhanced by violations of expectation, is related to saliency.

4.8 Inhibition of Return in Serial Search Tasks

In order to efficiently perform a serial search task, the brain’s attentional system has a preference to explore new locations in an image rather than re-fixate locations that have already been searched (Gilchrist & Harvey, 2000; Klein, 2000; Mirpour et al., 2009). This is believed to be due to the suppression of the saliency of previously visited locations, a mechanism referred to as “Inhibition of Return” (IoR; Gilchrist & Harvey, 2000; Itti & Koch, 2001; Klein, 2000; Mirpour et al., 2009; Posner & Cohen, 1984).

In the PC/BC model, attention to a specific spatial location would be expected to have similar effects as expectations generated by prior exposure to an image or features of an image, and to have similar effects to those caused by the familiarity of a shape or spatial configuration (as described in the preceding sections). Namely, attention would generate excitatory feedback (Spratling, 2008a) that would reduce the prediction error at, and saliency of, the attended location. By lowering saliency this increases the likelihood that attention will be attracted elsewhere. Furthermore, if it is assumed that fixating a location with the high resolution fovea, allows a more accurate representation of that location to be formed in extrastriate cortical areas, then this improved internal model will enable a more accurate reconstruction of the input at that location, reducing the saliency of that location, and hence making it less likely to attract attention in the future. This does not preclude the same location being fixated multiple times, since as the internal model is updated following further eye movements, old information may be overwritten or forgotten, making previously fixated locations salient again. Hence, the PC/BC model proposes that behavior consistent with IoR occurs as a side-effect of predictive coding.

5 Discussion

5.1 Comparison with Other Computational Models of Visual Saliency

In addition to hypothesizing that V1 is involved in calculating perceptual saliency, Zhaoping Li has proposed a specific model of how V1 might implement this saliency calculation (Li, 1999a,b, 2000, 2002; Zhaoping, 2003). In this model each location in the image is processed by a number of neurons selective for different orientations.
The response of each neuron is determined both by the feedforward activation from the image, and by lateral connections that enable the response to be modified by contextual influences. Excitatory lateral connections link neurons with spatially separate RFs but with orientation preferences that align to form part of a smooth contour. Inhibitory lateral connections link neurons with spatially separate RFs that are selective for approximately parallel orientations. This model is thus one specific example of a large class of models that postulate an “association field” of long-range lateral excitatory and inhibitory connections (e.g., Ben-Shahar & Zucker, 2004a; Bosking et al., 1997; Dakin & Baruch, 2009; Field et al., 1993; Hess & Field, 1999; Hess et al., 2003; Kapadia et al., 1995, 2000; Mundhenk & Itti, 2005; Parent & Zucker, 1989; Yen & Finkel, 1998).

Filter-rectify-filter (FRF) models of texture segmentation have also been successfully applied to some of the tasks described in this article (e.g., Baker & Mareschal, 2001; Bergen & Landy, 1991; Field et al., 1993; Landy & Bergen, 1991; Malik & Perona, 1990). Such models initially apply a number of filters to the image in order to generate separate maps of filter responses for a number of image properties. A nonlinear operation is then performed on the outputs of these filters, such as half-wave rectification or squaring, before a second set of filters are applied to find locations where the outputs of the first stage change. The V1 model of Zhaoping Li can be interpreted as a specific implementation of this general class of models, one in which the RFs of the orientation tuned neurons perform the first stage filtering, and the lateral connections perform the second stage of filtering (Zhaoping et al., 2009a).

“Saliency map” models of visual saliency have also been highly influential (e.g., Bruce & Tsotsos, 2009; Itti & Koch, 2001; Koch & Ullman, 1985; Navalpakkam & Itti, 2006; Treisman & Souther, 1985; Treisman & Gelade, 1980; Wilder et al., 2011; Wolfe, 1994). These models propose that the stimulus is analyzed in parallel by a number of separate feature maps, within which the saliency of each location is determined by the degree to which the stimulus differs from its neighbors within that feature dimension. The outputs of these separate feature maps are then combined to determine the overall saliency at each location. Zhaoping Li’s model is also closely related to saliency maps models, differing only in the following three respects (Koene & Zhaoping, 2007; Zhaoping et al., 2009b): (1) in assuming that the overall saliency is the max (rather than the sum) of the saliencies calculated across different feature dimensions; (2) in the identification of neural circuitry implementing the model, specifically that the saliency across individual feature dimensions are all calculated in V1 rather than in physically separate feature maps; and (3) that saliency may be calculated across specific feature combinations corresponding to the tuning properties of V1 cells.

The similarity between Zhaoping Li’s model and FRF and saliency map models is not surprising since all these existing models implement the same fundamental computation in order to identify locations with high saliency. In all these models, salient locations are identified as those where the stimulus differs from its surroundings with respect to some feature or features. This mechanism can be thought of as a crude implementation of predictive coding: one where feature values at one location are predicted to be the same as feature values at neighboring locations, and salient locations are those where this prediction proves most erroneous. This is identical to the form of predictive coding that has been proposed to operate in the retina and which is believed to be implemented by the center-surround receptive field properties of retinal ganglion cells (Laughlin, 1990; Srinivasan et al., 1982).

The form of predictive coding implemented in PC/BC is distinct in:

1. Proposing a more general and flexible model of the world: one that is defined by the receptive fields of the prediction neurons. These RFs could take any form and the model would equate salient locations with those that are most under-represented by the responses of the prediction neurons. However, for the purposes of this article the prediction neuron RFs have been defined as Gabor functions to be similar to V1 simple cell RFs. Even with this very simple model of the world, PC/BC successfully accounts for a very wide range of empirical results.

2. Maintaining a separate representation of the world. PC/BC employs distinct populations of neurons to represent predictions about the underlying causes of the sensory input, and to represent the error between the reconstruction of the input and the actual input. This enables the model to distinguish perception from salience (see section 4.7). Furthermore, this enables the errors to be used to iteratively update the predictions, and hence, to recursively improve the representation of the world encoded by the activity of the prediction neurons. In Zhaoping Li’s model, and most implementations of saliency map models, the prediction errors overwrite the predictions.

The differences between the mechanism used by PC/BC to determine saliency, and the mechanism used by Zhaoping Li’s model, saliency map models, and FRF models leads to several predictions that are distinct from those made by these previous models, as described in the next section.

A Bayesian surprise model of saliency has recently been proposed (Baldi & Itti, 2010; Itti & Baldi, 2009) that is distinct from the other models discussed above. In the Bayesian surprise model, saliency is related to the magnitude of the change in the brain’s model of the world induced by the presentation of the data. In PC/BC,
the internal world model is represented by the response of the prediction neurons. Hence, in terms of PC/BC, Bayesian surprise would correspond to a measure of the change in the response of the prediction neurons from one iteration to the next. As a result, the Bayesian surprise model makes different predictions compared to PC/BC.

5.2 Novel Predictions of the PC/BC Model

Bayesian surprise proposes that when the model of the world provides a poor prediction of a stimulus, that stimulus will not be salient (Baldi & Itti, 2010). In contrast, PC/BC proposes the opposite; that an erroneous prediction will be salient in order to induce action or learning to improve the internal model.

As described in the previous section, all other models of visual saliency (Zhaoping Li’s model of V1, FRF models, and saliency map models) presume that high saliency is correlated with a strong response from those neurons representing that stimulus. This mechanism necessarily confounds contrast and salience, and hence, high contrast stimuli will always be salient in such models. In the PC/BC model high salience is correlated with a strong response from neurons representing the error. It is thus possible for high contrast stimuli to be less salient than low contrast stimuli, as shown in Fig. 11.

Previous models assume that if V1 (or the range of feature maps available) lacks neurons with appropriate selectivities to encode the incoming information, the firing of the neurons in the model will be weak, and hence, the saliency low. In contrast, in the PC/BC model the lack of prediction neurons appropriate for representing the stimulus will result in a high salience due to an inaccurate reconstruction of the input.

Association field models, including Zhaoping Li’s model, propose that contours are salient due to the mutual lateral excitation between neurons representing elements lying on a smooth contour. Hence, one would expect that if eye movements are driven by saliency then observers would fixate locations on the contour. In contrast, the PC/BC model proposes that it is the border between the elements forming the contour and the distractors that is salient. Observers would thus be expected to fixate distractor elements neighboring the contour at least as frequently as the contour itself. Similarly, during a search for a familiar target among novel distractors, the PC/BC model predicts the highest saliency, and hence, the most likely location for fixations would be on the distractors neighboring the target. In contrast, for a novel target among familiar distractors, the PC/BC model predicts that the target location will have the highest saliency, and hence, be the most likely target for saccades.

At the border between two textures made up of elements at 0° and 90° the PC/BC model predicts that the highest salience will occur on those elements adjacent and perpendicular to the border (see column 5 of Fig. 3b). In contrast, Zhaoping Li’s model proposes that the highest saliency will occur on those elements adjacent and parallel to the border (Jingling & Zhaoping, 2008; Popple, 2003). Prior work to test this specific prediction of Zhaoping Li’s model (Jingling & Zhaoping, 2008; Popple, 2003) has equated salience with the ability of an observer to perceive a change in a texture, or with the location at which an observer perceives the border. However, there is no reason to presume that either of these behavioral measures actually correlates with saliency.

Finally, the PC/BC model predicts that in an experiment on the contextual guidance in visual search, a familiar distractor array will speed the detection of the target even in situations where the target appears in different locations at each presentation.

5.3 Summary and Conclusions

PC/BC is an abstract, mathematical, model of cortical information processing (Spratling, 2011). As such it is intended to explore possible computational mechanisms, rather than the physiological mechanisms, underlying cortical function. Hence, the principal concern is with accurately simulating the behavior (of subjects or of single cells), and providing a computational explanation for this observed behavior, rather than describing the biological mechanisms through which it is achieved (Spratling, 2011). Nevertheless, the success of the model will be assessed below in terms of its ability to explain physiological data, as well as, its ability to explain psychophysical data.

5.3.1 Plausibility of the Model at the Implementation Level

It has previously been found that the computation preformed by the prediction neurons in the PC/BC model correlates very well with the behavior of orientation tuned cells in V1 (Spratling, 2010, 2011). There is also increasingly good evidence that the large-scale response of cortical populations, as measured using fMRI, is consistent with predictive coding (Egner et al., 2010). However, as discussed in several previous publication about PC/BC (Spratling, 2008b, 2010, 2011), while many aspects of the model are directly consistent with cortical anatomy and physiology, other aspects are not. Given the emphasis in this work on the behavior of the error-detecting neurons, it is interesting to speculate about how the function of these computational elements of the model might be implemented in the brain.
One possibility is that the structure of the model is fairly directly mapped onto cortical circuitry, and the error-detecting neurons represent a sub-population of cortical cells that has not been identified experimentally. The error-detecting neurons in the model have centre-surround RFs. While there is evidence for centre-surround cells in cortical layer IV of V1 in some species, there is no evidence for such cells in other species (Van Hooser, 2007). However, the error-detecting neurons make up a very small minority (one in 33) of the neurons in the PC/BC model of V1. If the model was extended to simulate other aspects of V1 behavior (such as color selectivity, disparity tuning, motion selectivity, etc.) this would require additional prediction neurons with a greater range of RF properties, and hence, error-detecting neurons would be predicted to make up an even smaller proportion of V1 cells. Furthermore, error-detecting neurons in the model are almost completely unselective to different stimuli (See Spratling, 2010, Supplemental Material, Fig.S6). Such rare and unselective cells could easily be overlooked in physiological experiments. Cortical cells with response properties that are influenced by context (e.g., that exhibit surround suppression and modulation of firing rate by flankers), are often assumed to be the neural correlates of saliency computations and of texture segmentation. However, in the PC/BC model these contextual effects are accurately modeled by the behavior of the prediction neurons (Spratling, 2010).

A second possibility is that the very simple circuitry of the model does not map in a straightforward way onto cortical circuitry. In other words, the complex circuitry of the cortex might achieve predictive coding in a very different manner from that suggested by a literal interpretation of PC/BC. In this case, the computation performed by the error-detecting neurons in the model, might be performed by the combined action of many different classes of cortical cell, including different sub-populations of inhibitory inter-neuron. A third possibility is that the error-detecting neurons do not reside in cortex, but instead the prediction values might be read out from V1 and the error calculated subcortically by local comparison of these predictions and the retinal input. In this case, the error-detecting neurons might reside in the superior colliculus (SC) or pulvinar.

The PC/BC model proposes that prediction error influences covert and overt attention. This influence over behavior might be achieved via connections to the SC and pulvinar (Shipp, 2004). This is the case whether those connections transmit error signals calculated cortically, or if they transmit predictions to allow error to be calculated locally. However, for the sake of convenience, the rest of this paragraph assumes the former. Many different areas of the cortex which process visual information send connections to SC and pulvinar (Shipp, 2004). Hence, each stage in the cortical visual processing hierarchy might calculate error signals which are combined in SC. Furthermore, V1 represents the top of a cortical hierarchy of feedback connections (Casagrande et al., 2005), and the error calculated in V1 could be influenced by a cascade of feedback, thereby enabling higher cortical areas to affect the output sent to SC from V1. These two options are not mutually exclusive and either could account for the saliency of certain higher-level image properties, such as an element with a unique apparent 3D depth/shape (Enns & Rensink, 1990; Nakayama & Silverman, 1986; Smith et al., 2007) or an incongruous object in a natural scene (Loftus & Mackworth, 1978; Underwood & Foulsham, 2006; Underwood et al., 2008).

5.3.2 Plausibility of the Model at the Behavioral and Computational Levels

The PC/BC model succeeds in simulating a very large range of psychophysical data concerning the saliency of borders between orientation and luminance defined textures, the range of saliencies for unique orientations, shapes and contrasts in search arrays, asymmetry in feature search, preview search, the saliency of abrupt onsets, the effects of element novelty and familiarity in feature search, contextual guidance in feature search, priming of pop-out, the distractor previewing effect, change blindness, and the saliency of contours embedded in random texture.

Importantly, the model also successfully simulates experiments designed to demonstrate that V1 is involved in the calculation of saliency (Zhaoping & May, 2007). Hence, the model provides an alternative mechanism by which a bottom-up V1 saliency map could be implemented. However, the performance of the PC/BC model goes beyond that of the only other model of the V1 saliency map hypothesis (Li, 1999a,b, 2000, 2002; Zhaoping, 2003) in several respects:

- Modeling the effects of luminance on salience.
- Modeling the effects of spacing on salience.
- Modeling the effects of abrupt onsets.
- Modeling the preview benefit.
- Modeling change blindness.
- Modeling the effects of familiarity and top-down knowledge on salience.
• Suggesting a mechanism for IoR.


• Modeling a wide range of neurophysiological data on the effects of endogenous attention (Spratling, 2008a).

Despite the success of the current model there are clear ways in which it could be improved. One is by explicitly modeling the behavior of extrastriate areas rather than simulating their effects via an additional input to the model of V1. This could be done by modeling each extrastriate area as a processing stage in a PC/BC hierarchy. The challenge would be to define appropriate synaptic weights for the neurons in these higher levels. Another obvious improvement that could be made to the current model is to incorporate mechanisms for processing color information. This would require the inclusion of V1 prediction neurons with RFs selective for color. This would be especially useful since many visual search tasks employ colored stimuli. Another problem is that the model is somewhat over sensitive to the exact position and orientation of stimuli. This seems to be the result of modeling V1 RFs using a very regular and uniform set of Gabor functions. There is thus a very limited range of RF shapes and sizes. This might easily be fixed by defining a wider range of RFs, however, this has not been done here in order that this model of V1 is identical to that used previously to simulate other aspects of V1 behavior (Spratling, 2010, 2011).

The PC/BC model provides a single computational explanation for a very wide range of saliency effects. The model proposes that high saliency occurs at locations in an image where the brain’s internal representation of the world (which is encoded by the activity of neurons in V1 and multiple extrastriate cortical regions) is least able to account for the sensory data. Given that salient locations are known to attract eye movements or be targets for covert attention, PC/BC further proposes that locations at which the brain’s internal model of the world are least accurate will give rise to action that can reduce this error. Specifically, directing the high acuity fovea to a location where the model is poor will provide information at a finer resolution which can be used to update and increase the fidelity of the internal model. Furthermore, if high prediction error captures endogenous attention then this will increase the response of prediction neurons representing that location, and so increase the likelihood that this information propagates up the cortical hierarchy to be represented by other prediction neurons and so become included in the internal model. In addition to short-term effects on the currently active representation of the world, saliency might also have long-term effects by enabling learning to adapt the cortical representation where this representation is poorest (Bubic et al., 2010). The role of prediction errors in driving action to reduce those errors, in both the short and long term, is consistent with the free-energy principle (Friston, 2010; Friston et al., 2010).
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