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Abstract

It is well-known that density estimation on the unit interval is asymptotically equivalent to a Gaussian white noise experiment, provided the densities have Hölder smoothness larger than $1/2$ and are uniformly bounded away from zero. We derive matching lower and constructive upper bounds for the Le Cam deficiencies between these experiments, with explicit dependence on both the sample size and the size of the densities in the parameter space. As a consequence, we derive sharp conditions on how small the densities can be for asymptotic equivalence to hold. The related case of Poisson intensity estimation is also treated.
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1 Introduction

In nonparametric density estimation on the unit interval, we observe $n$ i.i.d. random variables from an unknown probability density $f$ supported on $[0, 1]$. This model is closely related to Poisson intensity estimation, where we observe a Poisson process on $[0, 1]$ with unknown intensity function $nf$. The notion of “closeness” between these problems can be made precise via the Le Cam deficiency $\delta$ and Le Cam (pseudo-)distance $\Delta$, which we recall
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in Appendix E. If the parameter space $\Theta$ consists of densities $f$ on $[0,1]$ that are uniformly bounded away from zero and have Hölder smoothness larger than $1/2$, then a seminal result of Nussbaum [25] establishes that these models are asymptotically equivalent in the Le Cam sense to the Gaussian white noise model where we observe the Gaussian process $(Y_t)_{t \in [0,1]}$ such that

$$dY_t = 2\sqrt{f(t)}dt + n^{-1/2}dW_t, \quad t \in [0,1], \quad f \in \Theta,$$

with $(W_t)_{t \in [0,1]}$ a Brownian motion. Brown and Zhang [3] constructed a parameter space with Hölder smoothness exactly $1/2$ such that asymptotic equivalence fails to hold, thereby establishing the sharpness of the smoothness constraint.

The main goal of this article is to sharply quantify the rate of the Le Cam distance between these three models with explicit dependence on both the smoothness of the underlying function class and the size of the functions contained therein. To this end, we derive matching upper and lower bounds for the rates of the various Le Cam deficiencies under general conditions. As a by-product, we characterize exactly how small densities can be for asymptotic equivalence to hold between these models. This is of particular interest in Poisson intensity estimation, where low count data is characteristic of many applied problems. Furthermore, since our upper bound is constructive and provably sharp, it provides a blueprint to transform Poisson data into Gaussian data in an optimal way with respect to the Le Cam distance.

We henceforth take the parameter space $\Theta = \Theta_n$ to be a sample size dependent subspace of $\beta$-smooth Hölder densities. Such a notion is widely used in high-dimensional statistics and turns out to be natural in our setting as well. Density estimation is a qualitatively different problem for densities taking values near zero, both in terms of estimation rates [26, 29] and asymptotic equivalence, as we show below. Indeed, an $n$-dependent threshold turns out to be the correct notion to characterize “small densities”, much as in the case of high-dimensional statistics. We show that under general conditions, the squared Le Cam deficiencies between either the density estimation experiment or Poisson intensity experiment and the corresponding Gaussian white noise model are of the order

$$1 \wedge n^{1/2(1-2\beta)} \sup_{f \in \Theta} \int_0^1 f(x)^{-2\beta+3} dx,$$

where $\wedge$ denotes the minimum. Our main restriction is that for the upper bound we require smoothness $\beta \leq 1$. Recall that two experiments are said to be asymptotically equivalent if both deficiencies tend to zero. In particular, if $f$ is uniformly bounded away from zero, we recover the rate $1 \wedge n^{(1-2\beta)/(2\beta+1)}$ and so asymptotic equivalence holds if and only if $\beta > 1/2$. 

2
The Le Cam distance between two experiments controls the maximal difference in statistical
risk of decision problems with loss function bounded by one, see Strasser [35] and Le Cam
and Yang [18]. In particular, if one solves any such decision problem by transforming Poisson
data into Gaussian data, which is a common approach as discussed below, then the rate
(1.2) provides a bound on the contribution to the risk from the data transformation when
using an optimal transformation, for instance the one considered in this article. The Le
Cam distance thus provides a sharp description of the statistical cost associated to reducing
one problem to another and allows one to characterize the optimal such reduction.

Whilst explicit formulas for the Le Cam deficiency are known for some parametric models
(cf. Torgersen [36], Section 8.5-8.6), the existing theory for the Le Cam distance between
nonparametric models focuses on necessary and sufficient conditions for asymptotic equiv-
alence. Explicit upper bounds for the Le Cam distance are, however, sometimes available.
For the models we consider, Carter [5] obtained suboptimal upper bounds using a multinomial
approximation. In view of the lower bound we prove here, the approach of Brown et
al. [2] yields the correct rate in terms of \( n \), but not \( \Theta \), even though their result is not stated
in this form. Our upper bound construction is related to the quantile coupling employed in
[2], though obtaining the correct dependence on the density \( f \) in (1.2) imposes significant
additional technical challenges. Explicit upper bounds have also been obtained for various
regression models [10, 33, 32, 34]. Existing lower bound results have focused on proving
asymptotic nonequivalence of models rather than lower bounding the rate of the Le Cam
deficiency, see [7, 3, 38, 31].

To understand the advantage of having rates for the Le Cam deficiency beyond simply
asymptotic equivalence, one can make the analogy with consistency versus convergence
rates for an estimator. Consistency specifies that an estimator will eventually be close to
the true parameter, but this may occur only for extremely large sample sizes. In contrast,
rates of convergence allow for a much finer understanding of the performance of estimators
and provide a framework to compare different procedures. Asymptotic equivalence is a
qualitative statement that the experiments will be close in the limit, while the rates at
which the deficiencies tend to zero provide a quantitative insight into the speed of this
convergence.

A major motivating application for this work is nonparametric Poisson intensity estimation,
where there is a long list of techniques on transforming Poisson data into approximately
Gaussian data. These methods typically use local binning together with variations of the
parametric square root transform, see for instance [8, 1, 20] or the recent survey article
[12]. Given that there are multiple proposed transformations, one would like a theoretical
concept to compare the quality of the different transformations, in particular against
some information-theoretic optimal benchmark. With regards to a large class of decision procedures, such a benchmark is provided by the Le Cam distance.

More abstractly, given two sequences of statistical experiments $E_n(\Theta) = (\Omega_n, A_n, (P^n_\theta : \theta \in \Theta))$ and $F_n(\Theta) = (\Omega'_n, A'_n, (Q^n_\theta : \theta \in \Theta))$, a (measurable) map $M$ that sends probability measures $P^n_\theta$ to probability measures on the measurable space $(\Omega'_n, A'_n)$ represents a method to transform data arising in $E_n(\Theta)$ into data comparable to that generated in $F_n(\Theta)$. In particular, one seeks a method to convert data arising from $P^n_\theta$ into a “synthetic” observation that is a good approximation to true data generated from the corresponding $Q^n_\theta$, uniformly over $\theta \in \Theta$. The quality of such an approximation can be measured by the total variation distance $\sup_{\theta \in \Theta} \|MP^n_\theta - Q^n_\theta\|_{TV}$. If this converges to zero, then no statistical test can asymptotically tell whether given data are transformed data originating from $E_n(\Theta)$ or true data from $F_n(\Theta)$. The Le Cam deficiency therefore provides a benchmark for optimality in this regard and a rate-optimal approximation can be defined as one such that the corresponding map $M^*$ attains this lower bound (up to constants):

$$\sup_{\theta \in \Theta} \|M^*P^n_\theta - Q^n_\theta\|_{TV} \leq \inf_{M} \sup_{\theta \in \Theta} \|MP^n_\theta - Q^n_\theta\|_{TV} =: \delta(E_n(\Theta), F_n(\Theta)).$$

In particular, since our upper bound on the Le Cam deficiency is constructive, one can deduce from it an approximation of the Poisson model by the Gaussian white noise model \((1.1)\) that is rate-optimal in this sense.

While the sharpness of the smoothness condition in Nussbaum’s result has been established, the extent to which one can relax the assumption that the densities must be uniformly bounded away from zero has received little study. A notable exception is Mariucci [22], who studies densities of the form $f \cdot g$, where $g$ is known and possibly small and $f$ is unknown and uniformly bounded away from zero. From an applied perspective, a uniform lower bound on the density is artificial and one would like to weaken this condition. Low Poisson counts occur in applications, such as image denoising, and existing results can rely on Gaussian approximations [20]. This regime is not well-understood and it would therefore be useful to understand how such a Gaussian approximation behaves for small densities.

The rate \((1.2)\) allows us to characterize exactly how small a density can be for asymptotic equivalence to hold between density estimation or Poisson intensity estimation and the Gaussian model \((1.1)\). For example, if $\inf_{f \in \Theta} \inf_x f(x) \gg n^{(1-2\beta)/(2\beta+3)}$, then asymptotic equivalence still holds. Since “small” is defined in \((1.2)\) in an integrated sense, even weaker assumptions are required if the densities are small on a shrinking set: for example asymptotic equivalence still holds if $\Theta$ contains densities of the form $f(x) \propto x^\beta + n^{-\beta/(\beta+1)}s_n$, where $s_n \to \infty$. Densities can therefore come arbitrarily close to the threshold $n^{-\beta/(\beta+1)}$, which turns out to be the absolute lower limit since, under very weak assumptions, asymp-
totic equivalence fails if \( \inf_{f \in \Theta} \inf_{x} f(x) \lesssim n^{-\beta/(\beta+1)} \), see Theorem 1 of [31].

One might naturally wonder why the rate of the Le Cam deficiency becomes slower if the parameter space contains small densities. A possible explanation is that the information about \( f \) contained in the data is not the same in the different models. If \( f \) is small in some interval, then in density estimation we observe very few observations in this region, whereas in the Gaussian white noise model [1.1] the whole path \( (Y_t)_{t \in [0,1]} \) is observed and the difficulty lies rather in separating small signal from noise. Due to the different structures of these estimation problems, it seems reasonable that they are further apart in the Le Cam distance when the densities are small.

By the localization principle, it suffices to consider a local parameter space for upper bounds on the Le Cam distance. Sharp estimation rates are therefore crucial, since they determine the size of the local parameter space. In both density estimation and the Gaussian white noise model [1.1], small densities can be estimated with a faster pointwise rate of convergence recently derived in [26] and [29]. If \( f \) is \( \beta \)-smooth in an appropriate sense, then the pointwise estimation rate at any \( x \in (0,1) \) is, up to \( \log n \) factors,

\[
n^{-\frac{\beta}{2\beta+1} + \left( \frac{f(x)}{n} \right)^{\frac{\beta}{2\beta+1}}}.
\]  

(1.3)

If \( f(x) \) is larger than \( n^{-\beta/(\beta+1)} \) then the rate is of order \( (f(x)/n)^{\frac{\beta}{2\beta+1}} \), while if \( f(x) \) is very small, in the sense that \( f(x) \leq n^{-\beta/(\beta+1)} \), then the convergence rate is \( n^{-\frac{\beta}{2\beta+1}} \). Small densities can therefore be estimated with faster rates of convergence. Note that if \( f \) is bounded from below, we recover the standard \( n^{-\beta/(2\beta+1)} \)-rate of convergence. We shall refer to \( f(x) \geq n^{-\beta/(\beta+1)} \) as the regular regime and to \( f(x) \leq n^{-\beta/(\beta+1)} \) as the irregular regime. While the faster convergence rate for small densities means we can localize better, this does not translate into better rates for the Le Cam distance, since for small densities the local approximations are much worse.

Assuming known smoothness \( \beta \), one can use a density or Poisson intensity estimator \( \hat{f}_n \) to find a local parameter space \( \Theta(\hat{f}_n) \) containing the true density with high probability and whose size is determined by the estimation rate. It then suffices to restrict to this local parameter space and the rate of the Le Cam distance is of the possibly much faster order

\[
1 \wedge n^{\frac{1-2\beta}{2\beta+1}} \sup_{f \in \Theta(\hat{f}_n)} \int_0^1 f(x)^{\frac{2\beta+3}{2\beta+1}} dx \asymp 1 \wedge n^{\frac{1-2\beta}{2\beta+1}} \int_0^1 \hat{f}_n(x)^{\frac{2\beta+3}{2\beta+1}} dx,
\]

provided \( \hat{f}_n \) achieves the pointwise estimation rate (1.3). We may thus obtain faster rates for the local asymptotic equivalence of these models compared with their global asymptotic equivalence. Local asymptotic equivalence has been studied for example in [11, 4]. Given this, \( \hat{f}_n \) can also be used to check whether the density lies in the regime where
local asymptotic equivalence holds. Plugging $\hat{f}_n$ into the rate (1.2) yields the estimate $I_n(\hat{f}_n) := 1 \land n^{(1-2\beta)/(2\beta+1)} \int_0^1 \hat{f}_n(x)^{-2(\beta+3)/(2\beta+1)} dx$, which with high probability gives the order of the Le Cam distance over the local parameter space $\Theta(\hat{f}_n)$. In particular, if $f_0$ has points in the irregular regime, then $I_n(\hat{f}_n)$ will typically be close to one. This provides a practical pre-test to verify, for example, if a Gaussian approximation is suitable for low-count Poisson data.

Although for small densities, density estimation and the Gaussian white noise model (1.1) are no longer asymptotically equivalent, many aspects of their statistical theory, such as consistent testing, remain the same, see [31] for further discussion. Indeed, the fact that many statistical decision problems have nearly the same asymptotic properties in these three models irrespective of the underlying density size makes it difficult to prove lower bounds for the Le Cam deficiencies. In the regular regime, that is if $\inf_{f \in \Theta} \inf_x f(x) \gtrsim n^{-\beta/(\beta+1)}$, we bound the Le Cam deficiency from below by the difference of the Bayes risks for a decision problem on a discrete parameter space equipped with a non-uniform prior. Considering non-uniform priors seems necessary here in order to achieve the correct rate. The construction of the lower bounds provides many insights regarding the sense in which these models differ.

Mathematically, many of our techniques build on earlier works on asymptotic equivalence, in particular Nussbaum [25], Brown and Zhang [3], Brown et al. [2] and Low and Zhou [19]. While the upper bounds expand many existing techniques, the lower bounds require several new concepts. Other works on asymptotic equivalence include Jähnisch and Nussbaum [14] for density estimation and Genon-Catalot et al. [9] and Meister and Reiß [24] for Poisson intensity estimation.

**Notation:** For two positive sequence $(a_n)_n$ and $(b_n)_n$, we write $a_n \lesssim b_n$ if there is exists a constant $C$ independent of $n$, such that $a_n \leq C b_n$ for all $n \geq n_0$ and some $n_0 \geq 1$. If $a_n \lesssim b_n$ and $b_n \lesssim a_n$, we write $a_n \asymp b_n$. Similarly, $a_n \ll b_n$ means $\lim_{n \to \infty} a_n/b_n = 0$. In some proofs, we additionally require that the constant does not depend on certain parameters and we always indicate this at the beginning of the proof. For two functions $f, g$ defined on the same domain, we write $f \leq g$ if $f(x) \leq g(x)$ for all $x$. Let $\| \cdot \|_p$ denotes the usual $L^p$-norm. Given two probability measures $P, Q$ defined on the same measurable space, the total variation distance, Hellinger distance and Kullback-Leibler divergence are denoted by $\| P - Q \|_{TV}$, $H(P, Q)$ and $KL(P, Q)$ respectively.

## 2 Main results

We now formally define the three statistical experiments considered in this article.
Density estimation $\mathcal{E}^D_n(\Theta)$: We observe $n$ i.i.d. copies $X_1, \ldots, X_n$ of a random variable on $[0,1]$ with unknown Lebesgue density $f$. The corresponding statistical experiment is $\mathcal{E}^D_n(\Theta) = \{([0,1]^n, \sigma([0,1]^n), (P^n_f : f \in \Theta))\}$ with $P^n_f$ the product probability measure of $X_1, \ldots, X_n$. 

Poisson intensity estimation $\mathcal{E}^P_n(\Theta)$: We observe a Poisson process on $[0,1]$ with intensity function $nf$ and unknown density $f \in \Theta$. We thus observe the point process $\sum_{i=1}^N \delta_{X_i}$, where $X_1, X_2, \ldots$ are i.i.d. random variables with density $f$, $N$ is an independent Poisson($n$) random variable and $\delta_x$ is the Dirac measure at $x$. This is equivalent to observing $X_1, \ldots, X_N$. Denoting the distribution of this point process by $P^n_f$, we can write the corresponding statistical experiment as $\mathcal{E}^P_n(\Theta) = (\mathcal{M}, \mathcal{M}, (P^n_f : f \in \Theta))$, where $\mathcal{M}$ is the space of point measures equipped with the appropriate $\sigma$-algebra, see Section 4 of [25] for further details.

Gaussian white noise experiment $\mathcal{E}^G_n(\Theta)$: We observe the Gaussian process $(Y_t)_{t \in [0,1]}$ given by $dY_t = 2\sqrt{f(t)}dt + n^{-1/2}dW_t$, $t \in [0,1]$, where $f \in \Theta$ is unknown and $W$ is a Brownian motion. The Gaussian white noise experiment is $\mathcal{E}^G_n(\Theta) = (\mathcal{C}([0,1]), \sigma(\mathcal{C}([0,1])), (Q^n_f : f \in \Theta))$ with $Q^n_f$ the distribution of $(Y_t)_{t \in [0,1]}$, $\mathcal{C}([0,1])$ the space of continuous functions on $[0,1]$ and $\sigma(\mathcal{C}([0,1]))$ the $\sigma$-algebra generated by the open sets with respect to the uniform norm.

Function spaces: Denote by $\lfloor \beta \rfloor$ the largest integer strictly smaller than $\beta$. The Hölder semi-norm is given by $\|f\|_{C^\beta} := \sup_{x \neq y, x, y \in [0,1]} |f^{(\lfloor \beta \rfloor)}(x) - f^{(\lfloor \beta \rfloor)}(y)|/|x - y|^\beta - \lfloor \beta \rfloor$ and the Hölder norm is $\|f\|_{C^\beta} := \|f\|_\infty + \|f^{(\lfloor \beta \rfloor)}\|_\infty + |f|_{C^\beta}$. Consider the space of $\beta$-smooth Hölder densities with Hölder norm bounded by $R$,

$$C^\beta(R) := \{f : [0,1] \to \mathbb{R} : f \geq 0, \int_0^1 f(u)du = 1, f^{(\lfloor \beta \rfloor)} exists, \|f\|_{C^\beta} \leq R\}.$$

If $f$ is allowed to depend on $n$ and $0 < \beta \leq 2$, the pointwise rate of estimation at any $x \in (0,1)$ over the parameter space $C^\beta(R)$ is given by $[1.3]$, up to log $n$-factors (see Theorems 3.1 and 3.3 of [26] and Theorems 1 and 2 of [29]). This rate of convergence does not extend beyond $\beta = 2$ using the usual definition of Hölder smoothness (Theorem 3 of [29]). To take advantage of higher order smoothness, we must therefore modify our function class.

A natural way to extend such rates to smoothness $\beta > 2$ is to impose a shape constraint. On $C^\beta$ define the flatness seminorm $|f|_{\mathcal{H}^\beta} = \max_{1 \leq j \leq \beta} \|f^{(j)}\|^\beta/\|f\|^\beta$ with 0/0 defined as 0 and $|f|_{\mathcal{H}^\beta} = 0$ for $\beta \leq 1$. The quantity $|f|_{\mathcal{H}^\beta}$ measures the flatness of a function near zero in the sense that if $f(x)$ is small, then the derivatives of $f$ must also be small in a neighbourhood of $x$. Define $\|f\|_{\mathcal{H}^\beta} := \|f\|_{C^\beta} + |f|_{\mathcal{H}^\beta}$ and consider the space of densities

$$\mathcal{H}^\beta(R) := \{f \in \mathcal{C}^\beta(R) : \|f\|_{\mathcal{H}^\beta} \leq R\}.$$
Notice that $\mathcal{H}^\beta(R) = C^\beta(R)$ for $\beta \leq 1$. Properties of the function space $\mathcal{H}^\beta(R)$ are studied in [30].

We are now ready to state the main results, beginning with the upper bound for Poissonization. The proof of the following theorem is given in Section 3.

**Theorem 1** (Upper bound between density and Poisson intensity estimation). If $\Theta \subset \mathcal{H}^\beta(R)$ for $\beta > 0$, then

$$\Delta(\mathcal{E}_n^D(\Theta), \mathcal{E}_n^P(\Theta))^2 \lesssim n^{-2\beta \tau} \log^2 n \sup_{f \in \Theta} \int_0^1 \left( \frac{1}{f(x)} \wedge n^{\beta / \tau} \right)^{\frac{1}{2\beta + 1}} dx.$$ 

We deduce that the squared Le Cam distance is of order at most $n^{-\beta / \tau} \log^2 n$ and so asymptotic equivalence holds for any $\beta > 0$ irrespective of the size of the densities in $\Theta$. If the densities are uniformly bounded away from zero then this rate improves to $n^{-2\beta \tau} \log^2 n$. The $\log n$ factor is an artifact of the proof.

Poisson intensity estimation is equivalent to observing $N \sim \text{Poi}(n)$ i.i.d. observations from the density $f$. Since $N = n + O_P(\sqrt{n})$, one can compare this to the statistical information contained in $\sqrt{n}$ additional observations. Mammen [21] showed that for smooth parametric i.i.d. models, adding $r_n$ observations changes the squared Le Cam distance by $O(r_n^2 / n^2)$. Heuristically, the corresponding bound for a $d$-dimensional parameter with explicit dependence on $d$ is $O(dr_n^2 / n^2)$. The rate in Theorem 1 can be viewed as a nonparametric analogue. Indeed, we show in Section 5 that there is an effective parameter dimension $m_n \to \infty$ such that the rate equals

$$\frac{m_n r_n^2}{n^2}$$

with $r_n = \sqrt{n}$. In the parametric case “$\beta = \infty$”, we recover the rate $O(r_n^2 / n^2) = O(1/n)$.

**Theorem 2** (Upper bound between Poisson intensity estimation and Gaussian white noise). Let $\frac{1}{2} < \beta \leq 1$. If $\Theta \subset \mathcal{H}^\beta(R)$ and $\inf_{f \in \Theta} \inf_x f(x) \gg n^{-\beta / \tau} \log^8 n$, then

$$\Delta(\mathcal{E}_n^G(\Theta)) \lesssim n^{-\frac{2\beta + 3}{2\beta + 1}} \sup_{f \in \Theta} \int_0^1 f(x)^{-2\beta + 1} dx.$$ 

The statement assumes smoothness $\beta > 1/2$ since for $\beta \leq 1/2$, asymptotic equivalence fails even if all densities are uniformly bounded away from zero [3]. The main restriction of this result is the assumption that $\beta \leq 1$. As in [2], our proof relies on a Haar wavelet decomposition and heavily exploits the fact that the Haar basis functions are locally constant and have disjoint support at a fixed resolution level, see Section 4.4. For tight upper bounds in the case $\beta > 1$, expansions with respect to more regular wavelets are required, but without
the specific structure of the Haar wavelet the coupling of the empirical wavelet coefficients in our construction becomes infeasible. Since in dimension \( d > 1 \) asymptotic equivalence is expected to hold for \( \beta > d/2 \), the multivariate extension of our result requires different techniques. A heuristic discussion of the rate in Theorem 2 is deferred to Section 5 since it relies on technical devices introduced in Section 4.

The Le Cam distance \( \Delta \) is a pseudo-metric on the class of statistical experiments with the same parameter space, see Appendix E. To prove Theorem 2 it is therefore enough to establish the rate for \( \Delta(ED_n(\Theta), EG_n(\Theta)) \) since by Theorem 1,

\[
\Delta(ED_n(\Theta), EG_n(\Theta)) \leq 2\Delta(EP_n(\Theta), EG_n(\Theta)) + o\left(1 \wedge n^{1-2\beta/(\beta+1)} \sup f \int_0^1 f(x)^{-2\beta/(\beta+1)} dx \right).
\]

For the lower bounds on the Le Cam deficiencies, we must take the supremum over densities which are not isolated in the parameter space and thus need to introduce a suitable notion of interior parameter space. As a neighbourhood of a density \( f^* \), consider the band

\[
U(f^*) := \{ f \in \mathcal{H}^\beta(R) : \frac{1}{2} f^* \leq f \leq 2 f^* \}.
\]

Given a parameter space \( \Theta \subset \mathcal{H}^\beta(R) \), let \( R' < R \) be fixed. Define the interior parameter space \( \Theta_0 \) as the space of all \( f \in \Theta \cap \mathcal{H}^\beta(R') \) such that \( U(f) \subset \Theta \). The dependence of \( \Theta_0 \) on \( R' \) is omitted. For example, for an arbitrary sequence \( (\delta_n) \) consider the parameter space \( \Theta = \{ f \in \mathcal{H}^\beta(R) : f \geq \delta_n \} \). The corresponding interior parameter space is then \( \Theta_0 = \{ f \in \mathcal{H}^\beta(R') : f \geq 2\delta_n \} \).

For the lower bounds, we distinguish between the regular and irregular regimes, that is whether \( \inf_{f_0 \in \Theta_0} \inf x_0 f(x_0) \) is larger or smaller than \( n^{-\beta/(\beta+1)} \). In the irregular case, asymptotic equivalence always fails under very weak assumptions on the parameter space, see Theorem 1 of [31]. The level \( n^{-\beta/(\beta+1)} \) is a fundamental threshold separating the “small” and “large” density regimes from a statistical perspective, as can be seen by the qualitatively different minimax estimation rates in (1.3). One way to view this is through the bias-variance tradeoff for estimation in the Gaussian model (1.1). In the regular regime, one obtains the classical nonparametric bias-variance tradeoff, while in the irregular regime, the variance of an optimal estimator is strictly larger than its bias. Another perspective is the information geometry of the problem, measured through the Hellinger distance, which behaves differently in these two regimes. In the “large regime”, it behaves like the \( L^2 \)-distance, thereby leading to the usual classical nonparametric behaviour, including the rate. As a density approaches zero however, the Hellinger distance behaves more like the \( L^1 \)-distance, leading to the same rates occurring in irregular models, such as in nonparametric regression with one-sided errors [15]. For further discussion see [26, 29].
Theorem 3 (Lower bound between Poisson intensity estimation and Gaussian white noise). If \( \Theta \subset \mathcal{H}^\beta(R) \) for \( \beta > 0 \) and \( \inf_{f_0 \in \Theta_0} \inf_{x_0} f_0(x_0) \gg n^{-\beta/(\beta+1)} \), then there exists an integer \( n_0 \) such that for all \( n \geq n_0 \),

\[
\delta(\mathcal{E}_n^P(\Theta), \mathcal{E}_n^G(\Theta))^2 \wedge \delta(\mathcal{E}_n^G(\Theta), \mathcal{E}_n^P(\Theta))^2 \gtrsim n^{1-2\beta} \sup_{f \in \Theta_0} \int_0^1 f(x)^{-\frac{2\beta+3}{2\beta+1}} dx.
\]

For sufficiently large \( n \), the lower bound matches the rate obtained in Theorem 2 provided that the supremum over \( f \in \Theta \) is of the same order as the supremum over \( f \in \Theta_0 \). As in \cite{3}, the proof is based on the construction of a decision problem and comparison of the Bayes risk in the two experiments, which yields a lower bound on the Le Cam deficiency. Since we are interested in the rates of the Le Cam deficiencies, the exact Bayes risks must be approximated up to second order. In fact, we explicitly construct a separate decision problem for every parameter \( f \in \Theta_0 \), which quantifies how well we can separate \( f \) from elements in the local neighbourhood \( U(f) \).

Theorem 4 (The Le Cam deficiencies between density estimation and Gaussian white noise). Let \( \frac{1}{2} < \beta \leq 1 \). If \( \Theta \subset \mathcal{H}^\beta(R) \), \( \inf_{f \in \Theta} \inf_x f(x) \gg n^{-\frac{\beta}{\beta+1}} \log^8 n \) and

\[
1 \wedge n^{1-2\beta} \sup_{f \in \Theta_0} \int_0^1 f(x)^{-\frac{2\beta+3}{2\beta+1}} dx \times 1 \wedge n^{1-2\beta} \sup_{f \in \Theta} \int_0^1 f(x)^{-\frac{2\beta+3}{2\beta+1}} dx,
\]

then there exists an integer \( n_0 \) such that for all \( n \geq n_0 \),

\[
\delta(\mathcal{E}_n^D(\Theta), \mathcal{E}_n^G(\Theta))^2 \asymp \delta(\mathcal{E}_n^G(\Theta), \mathcal{E}_n^D(\Theta))^2 \asymp n^{1-2\beta} \sup_{f \in \Theta_0} \int_0^1 f(x)^{-\frac{2\beta+3}{2\beta+1}} dx.
\]

The remaining sections are structured as follows. In Sections 3 and 4 we derive upper bounds for the Le Cam distance and prove Theorems 1 and 2. Some heuristics behind the rates for Poissonization and Gaussian approximation are presented in Section 5. Lower bounds can be found in Section 6 where we provide the proofs of Theorems 3 and 4. Technical results are deferred to the appendix, which also contains a brief summary of the Le Cam deficiency in Appendix E.

3 Asymptotic equivalence between density estimation and Poisson intensity estimation

We now prove Theorem 1 which states that if \( \Theta \subset \mathcal{H}^\beta(R) \) for some \( \beta > 0 \), then

\[
\Delta(\mathcal{E}_n^D(\Theta), \mathcal{E}_n^P(\Theta))^2 \lesssim n^{-\frac{2\beta}{\beta+1}} \log^2 n \sup_{f \in \Theta} \int_0^1 \left( \frac{1}{f(x)} \wedge n^{\frac{\beta}{\beta+1}} \right)^{\frac{1}{\beta+1}} dx
\]

\[
\leq n^{-\frac{\beta}{\beta+1}} \log^2 n \to 0.
\] (3.1)
The two experiments differ in the number of i.i.d. copies of \( X \sim f \) which are observed. In the density estimation model, we observe \( n \) copies and in the Poisson intensity model \( N \) copies, where \( N \) is drawn from a Poisson distribution with intensity \( n \). One strategy to bound the Le Cam distance is to ‘synchronize’ the models in the sense that (pseudo)-observations are generated in the model with fewer observations. Proposition 4.1 in [25] and [18], p.73 establish bounds based on this idea (see also the related earlier work of Le Cam [17] and Mammen [21]). Asymptotic equivalence of the density and Poisson experiments then holds for Hölder balls whenever the Hölder index is larger than 1/2. A slightly different approach was employed by Low and Zhou [19], which gives asymptotic equivalence for all Hölder balls with positive smoothness index. Below, we show that combining this technique with the faster convergence rates for estimation of small signals yields the rate (3.1).

A key ingredient in the proof of Theorem 5 is the localization principle that we recall in Appendix E. More precisely, we apply Lemma 12 to the local parameter space

\[
\Theta_{0,1}^\beta(f_0) := \left\{ f \in \Theta : \| f(x) - f_0(x) \| \leq C \left( \frac{\log n}{n^{\beta/2}} \right) + C \left( \frac{\log n^{\beta} f_0(x)}{n^{\beta/2}} \right), \forall x \in [0, 1] \right\}
\]

with \( C \) some sufficiently large constant. The constants \( R \) and \( C \) are of no importance and therefore omitted in the notation. The right-hand side is the upper bound on the pointwise convergence rate given in (1.3), up to logarithmic factors. The next result establishes the rate of convergence for the Le Cam distance on the local parameter space \( \Theta_{0,1}^\beta(f_0) \). The proof is given in Appendix A.

**Theorem 5.** For any \( \beta > 0 \),

\[
\Delta(\mathcal{E}_n^D(\Theta_{0,1}^\beta(f_0)), \mathcal{E}_n^P(\Theta_{0,1}^\beta(f_0)))^2 \lesssim n^{-2\beta/(\beta+1)} \log^2 n \int_0^1 \left( \frac{1}{f_0(x)} \wedge n^{\beta/(\beta+1)} \right)^{1/(\beta+1)} dx.
\]

**Theorem 6.** Let \( \beta > 0 \) and \( \Theta \subset \mathcal{H}^\beta(R) \). In the nonparametric density estimation experiment \( \mathcal{E}_n^D(\Theta) \), there exists an estimator \( \hat{f}_n \) taking values in a finite subset of \( \Theta \) which satisfies

\[
\inf_{f_0 \in \Theta} P_{f_0} \left( f_0 \in \Theta_{0,1}^\beta(\hat{f}_n) \right) = 1 - O(n^{-1}),
\]

provided the constant \( C \) in the definition of \( \Theta_{0,1}^\beta(f_0) \) is chosen large enough. Moreover, there exists an estimator in \( \mathcal{E}_n^P(\Theta) \) with the same properties.

The proof can be found in Appendix C. The rate (3.1) is now a direct consequence of Lemmas 12 and 13 which allow one to piece together a global Markov kernel using the estimator from Theorem 6 and local Markov kernels from Theorem 5. This completes the proof of Theorem 1.
4 Asymptotic equivalence between Poisson intensity estimation and Gaussian white noise

To establish the rate of the Le Cam distance between the Poisson intensity estimation experiment and the Gaussian white noise experiment, Section 4.1 introduces a suitable local parameter space together with an orthonormal basis of $L^2[0,1]$ which depends on this space. The Poisson process is expanded with respect to this basis in Section 4.2. The same is done for the Gaussian white noise model in Section 4.3. It then remains to couple the empirical basis coefficients in the Gaussian and Poisson models. In Section 4.4 we discuss general bounds on the Hellinger distance, which are then applied to the specific problem in Section 4.5. The proof is completed in Section 4.6.

4.1 Localization and basis expansion

As in the proof of Theorem 1, we apply the localization principle (see Section E) and consider for any $f_0 \in \Theta \subset H^\beta(R)$ the local parameter space

$$
\Theta^\beta(f_0) = \Theta^\beta_{C,R}(f_0) := \left\{ f \in \Theta : \frac{1}{32} f_0 \leq f \leq 32 f_0 \text{ and } n \int_0^1 \left( f(x) - f_0(x) \right)^4 \frac{1}{f_0(x)^3} dx \leq C n^{\frac{1-2\beta}{2\beta+1}} \int_0^1 f_0(x)^{\frac{2\beta+3}{2\beta+1}} dx \right\},
$$

for a sufficiently large constant $C$, depending only on $R$ and $\beta$. By (1.3), the convergence rate for estimation of $f(x)$ in the regular regime is $(f_0(x)/n)^{\beta/(2\beta+1)}$ up to log $n$ factors. Replacing $f(x) - f_0(x)$ by $C^{1/4}(f_0(x)/n)^{\beta/(2\beta+1)}$ in the definition of $\Theta^\beta(f_0)$ then yields equality. The localization constraint is written via integrals rather than pointwise to prevent unnecessary log $n$ factors in the rate of the Le Cam distance. Localization using integral constraints was also used in Section 2.2 of Dalalyan and Reiß [6].

From now on let us work on $\Theta^\beta(f_0)$. A common approach in asymptotic equivalence is to further split the localized experiment into so-called doubly local experiments (cf. Grama and Nussbaum [10]), such that on each of these single subexperiments, the unknown parameter can be estimated at the localization rate in the definition of $\Theta^\beta(f_0)$. Since $f_0$ is known in the local experiment, we may use it to define a partition of $[0,1]$, which provides the appropriate shrinking intervals generating the doubly local experiments. Define $z_0 := 0$ and $z_{i+1} := z_i + (f_0(z_i)/n)^{1/(2\beta+1)}$. Let $m$ be the index of the largest $z_i$ smaller than 1. Define the boundary corrected version $x_i := z_i$ for $i < m$ and $x_m := 1$.

$$
(4.1)
$$
Further write
\[ \Delta_i := x_i - x_{i-1} = \left( \frac{f_0(x_{i-1})}{n} \right)^{1/(2\beta+1)} + (1 - z_m)1(i = m). \] 
(4.2)

By assumption \( \inf f_0 \in \Theta \inf f_0(x) \gg n^{-\frac{\beta}{\beta+1}} \) and so, for any positive constant \( c \) and sufficiently large \( n \), \( (f_0(x)/n)^{1/(2\beta+1)} \leq c(f_0(x)/R)^{1/\beta} \) for all \( x \). Applying Lemma 6 gives \( \frac{1}{2}f_0(z_{j-1}) \leq f_0(x) \leq 2f_0(z_{j-1}) \) for all \( x \in [z_{j-1}, z_j] \) and all \( j = 1, \ldots, m \). Since \( 1 - z_m \leq (f_0(z_m)/n)^{1/(2\beta+1)} \), we obtain for the remainder term
\[ (f_0(x_{m-1})/n)^{1/(2\beta+1)} \leq \Delta_m \leq 3(f_0(x_{m-1})/n)^{1/(2\beta+1)}. \] 
(4.3)

This also shows that for any fixed positive constant \( c \), \( \Delta_m \leq c(f_0(x_{m-1})/R)^{1/\beta} \) provided \( n \) is sufficiently large. Applying Lemma 6 and \( z_j = x_j \) for \( j = 1, \ldots, m - 1 \) yields
\[ \frac{1}{2}f_0(x_{j-1}) \leq f_0(x) \leq 2f_0(x_{j-1}) \quad \text{for all } x \in [x_{j-1}, x_j] \text{ and } j = 1, \ldots, m. \] 
(4.4)

We thus obtain a second localization by further restricting the data in the local experiment with parameter space \( \Theta^\beta(f_0) \) to the intervals \([x_{j-1}, x_j]\). We motivate the specific choice of this decomposition by a heuristic argument showing it is natural in terms of double localization. The local parameter space \( \Theta^\beta(f_0) \) is defined via an integral rather than pointwise constraint to avoid unnecessary \( \log n \) factors in the rate, so for simplicity consider instead \( \Theta^\beta_0(f_0) \) from Section 3. Since \( \inf x f_0(x) \gg n^{-\beta/(\beta+1)} \), this localization constraint essentially means that the density is known pointwise up to an error of order \( (f_0(x)/n)^{\beta/(\beta+1)} \). To show that decomposing \([0, 1]\) into the intervals \([x_{j-1}, x_j]\) is correct in the sense of double localization, we therefore have to show that on each interval \([x_{j-1}, x_j]\), the density can be estimated at the rate \( (f_0(x)/n)^{\beta/(\beta+1)} \). In the Poisson experiment, the number of observations in each interval is
\[ \#\{i : X_i \in [x_{j-1}, x_j]\} = n \int_{x_{j-1}}^{x_j} f(x)dx + O_P\left(\frac{1}{\sqrt{n}}\right). \]

and the estimator \( \hat{f}(x) := \#\{i : X_i \in [x_{j-1}, x_j]\}/(n\Delta_j) = f(x) + O_P((f_0(x)/n)^{\beta/(\beta+1)}), \) \( x \in [x_{j-1}, x_j] \), thus has the correct rate. A similar result holds in the Gaussian white noise model, which completes the argument. We also note that for rate-optimal estimation of \( f \) with smoothness \( \beta \leq 1 \), in both experiments it suffices to approximate \( f \) by a function that is constant on each such interval, see the proof of Theorem 7. The total number of such intervals \( m_n \) can thus be viewed as the effective parameter dimension.

We define an orthonormal basis of \( L^2[0, 1] \) by decomposing \([0, 1]\) into the intervals \([x_{i-1}, x_i]\). Let \( \psi = 1(\cdot \in [0, 1/2]) - 1(\cdot \in [1/2, 1]) \) be the Haar mother wavelet and set \( \psi_{j,k} := 2^j/2\psi(2^j \cdot -k) \) as usual. Then \( \{1\} \cup \{\psi_{j,k} : j = 0, 1, \ldots; k = 0, 1, \ldots, 2^j - 1\} \) forms an
Lemma 1. With convergence in $L^2[0,1]$ and consider the Haar basis on each of the intervals $[x_{i-1}, x_i]$, that is $\phi_i := \Delta_i^{-1/2} 1(c \in (x_{i-1}, x_i))$ and $\psi_{i,j,k} := \Delta_i^{-1/2} \psi_{j,k}(\Delta_i^{-1}(c - x_{i-1}))$. The support of $\psi_{i,j,k}$ is $I_{i,j,k} := [x_{i-1} + \Delta j/2^i, x_{i-1} + \Delta (k+1)/2^i]$ and $\psi_{i,j,k}$ is positive on $I_{i,j,k}^+ = I_{i,j+1,2k}$ and negative on $I_{i,j,k}^- := I_{i,j+1,2k+1}$. For any $i$, $\{\phi_i\} \cup \{\psi_{i,j,k} : j = 0, 1, \ldots; k = 0, 1, \ldots, 2^j - 1\}$ is an orthonormal basis of $L^2[0,1]$. For $f \in L^2[0,1]$ write $c_i := \int f(u) \phi_i(u) du = \Delta_i^{-1/2} \int_{x_{i-1}}^{x_i} f(u) du$ for the approximation coefficients and $d_{i,j,k} := \int f(u) \psi_{i,j,k}(u) du$ for the wavelet coefficients. With

$$\Lambda := \{(i, j, k) : i = 1, \ldots, m, j = -1, 0, 1, \ldots, k = 0, \ldots, 0 \vee (2^j - 1)\},$$

$d_{i,-1,0} := c_i$, and $\psi_{i,-1,0} := \phi_i$, any $f \in L^2[0,1]$ can be decomposed as

$$f = \sum_{i=1}^{m} c_i \phi_i + \sum_{i=1}^{m} \sum_{j=0}^{\infty} \sum_{k=0}^{2^j-1} d_{i,j,k} \psi_{i,j,k} = \sum_{(i,j,k) \in \Lambda} d_{i,j,k} \psi_{i,j,k}$$

with convergence in $L^2[0,1]$.

Lemma 1. If $f \in \mathcal{H}^\beta(R)$ with $0 < \beta \leq 1$, then for $j \geq 0$, $|d_{i,j,k}| \leq R(2^{-j} \Delta_i)^{\beta+1/2}$.

Proof. With $a_{i,j,k} := x_{i-1} + \Delta j/2^i$,

$$d_{i,j,k} = (\Delta_i 2^{-j})^{-1/2} \int_{a_{i,j,k}}^{a_{i,j,k} + \Delta_i/2^{j+1}} f(u) - f(u + \Delta_i/2^{j+1}) du.$$

Taking absolute values and using the Hölder continuity of $f$ yields the result. \(\square\)

4.2 Rewriting Poisson intensity estimation as a Poisson count model

We now decompose the Poisson intensity experiment with respect to the basis from the previous section. For that define a new statistical experiment as follows. Let $(X_1, \ldots, X_N)$ be the jump times of a Poisson process on $[0,1]$ with time-varying intensity $x \mapsto nf(x)$. Define the counts

$$N_{i,j,k} := \#\{X_\ell \in I_{i,j,k} : \ell = 1, \ldots, N\}, \quad (i, j, k) \in \Lambda, \ 0 \leq j \leq J + 1,$$

where $J$ is the smallest integer larger than $3 \log_2(n)$ and $I_{i,j,k}$ is the support of $\psi_{i,j,k}$ defined in the previous section. We thus have $N_{i,j,k} \sim \text{Poi}(n \int_{I_{i,j,k}} f(u) du)$, and the counts $N_{i,j,k}$ and $N_{i',j',k'}$ are independent whenever $I_{i,j,k}$ and $I_{i',j',k'}$ are disjoint. Denote by $\overline{P}_{1,f}^n$ the distribution of the vector $(N_{i,j,k})_{(i,j,k) \in \Lambda}, 0 \leq j \leq J + 1$ and by $s_n$ its length. With $\mathcal{P}(\mathbb{N}^{s_n})$ the power set of $\mathbb{N}^{s_n}$, the Poisson count experiment $\mathcal{E}_{1,n}^P(\Theta)$ is then defined as

$$\mathcal{E}_{1,n}^P(\Theta) := (\mathbb{N}^{s_n}, \mathcal{P}(\mathbb{N}^{s_n}), (\overline{P}_{1,f}^n : f \in \Theta)).$$

On the local parameter space this experiment is close to $\mathcal{E}_{n}^P(\Theta)$. 
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Proposition 1. Under the assumptions of Theorem 3, it holds that
\[ \Delta(\mathcal{E}_{1,n}^{P}(\Theta^{\beta}(f_0)), \mathcal{E}_{n}^{P}(\Theta^{\beta}(f_0)))^2 = o(n^{-1}). \]

Proof. The experiment \( \mathcal{E}_{n}^{P}(\Theta^{\beta}(f_0)) \) is by construction more informative than \( \mathcal{E}_{1,n}^{P}(\Theta^{\beta}(f_0)) \). It is thus enough to prove that the original Poisson intensity can be nearly reconstructed from the counts \( (N_{i,j,k})_{(i,j,k) \in \Lambda, \ 0 \leq j \leq J+1} \).

Consider a Poisson process on \([0, 1]\) with intensity \( n f_n \), where \( f_n = \sum_{(i,j,k) \in \Lambda, j \leq J} d_{i,j,k} \psi_{i,j,k}. \)

By construction, \( \psi_{i,j,k} \) is constant on the intervals \( I_{i,j,k} = I_{i,j+1,2k} \) and \( I_{i,j,k} := I_{i,j+1,2k+1} \). Thus, \( f_n \) is constant on the intervals \( I_{i,j+1,k} \) and therefore the counts on the highest resolution level \( j = J+1 \), that is \( (N_{i,J+1,k})_{i,k} \), form a sufficient statistic for \( f_n \). Since counts on lower resolution levels can be constructed from \( (N_{i,J+1,k})_{i,k} \), we conclude that \( (N_{i,J+1,k})_{(i,j,k) \in \Lambda, \ 0 \leq j \leq J+1} \) is also a sufficient statistic for \( f_n \).

By Lemma 11(i), it is enough to bound the squared Hellinger distance between a Poisson process with intensity \( n f \) and a Poisson process with intensity \( n f_n \), uniformly over \( f \in \Theta^{\beta}(f_0) \). Using Lemma 11(i), the squared Hellinger distance is bounded from above by \( n \int_{0}^{1} (\sqrt{f(x)} - \sqrt{f_n(x)})^2 dx \). Together with Lemma 1 and \( \inf_{f \in \Theta} \inf_{x} f(x) \geq n^{-1} \),

\[ \Delta(\mathcal{E}_{1,n}^{P}(\Theta^{\beta}(f_0)), \mathcal{E}_{n}^{P}(\Theta^{\beta}(f_0)))^2 \leq \sup_{f \in \Theta^{\beta}(f_0)} n \int_{0}^{1} (\sqrt{f(x)} - \sqrt{f_n(x)})^2 dx \]

\[ = \sup_{f \in \Theta^{\beta}(f_0)} n^2 \int_{0}^{1} (f(x) - f_n(x))^2 dx \]

\[ = \sup_{f \in \Theta^{\beta}(f_0)} n^2 \sum_{i=1}^{m} \sum_{j=0}^{2^i-2} \Delta_{i,j,k}^2 \]

\[ \leq R^2 n^2 \sum_{i=1}^{m} \Delta_{i,2^i+1}^2 = o(n^{-1}), \]

since \( \sum_{i=1}^{m} \Delta_{i,2^i+1}^2 \leq \sum_{i=1}^{m} \Delta_{i} = 1, J > 3 \log_2(n) \) and \( \beta > 1/2. \)

4.3 Sequence space representation of the Gaussian white noise experiment

Given \( f_0 \) define the step function approximation \( T_n f_0 = \sum_{i=1}^{m} f_0(x_{i-1}) \mathbf{1}(: \in [x_{i-1}, x_i]). \) On the local parameter space \( \Theta^{\beta}(f_0) \), we introduce the statistical experiment

\[ \mathcal{E}_{n}^{G}(\Theta^{\beta}(f_0)) = (\mathcal{C}[0, 1], \sigma(\mathcal{C}[0, 1]), (\tilde{Q}_n^{g} : f \in \Theta^{\beta}(f_0)) \). \]
where \( \tilde{Q}_n^0 \) is the distribution of the path \(( \bar{Y}_t )_{t \in [0,1]} \) satisfying

\[
d\bar{Y}_t = f(t)dt + n^{-1/2} \sqrt{T_n f_0(t)} dW_t, \quad t \in [0,1], \quad f \in \Theta(f_0).
\]

(4.5)

The following proposition generalizes Theorem 2.7 in [25] to small densities.

**Proposition 2.** Under the assumptions of Theorem 2, it holds that

\[
\Delta(\mathcal{E}_n^G(\Theta^\beta(f_0)), \mathcal{E}_n^G(\Theta^\beta(f_0)))^2 \lesssim n^{\frac{1-2\beta}{2\beta+3}} \int_0^1 f_0(x)^{-\frac{2\beta+3}{2\beta+1}} dx.
\]

Proof. On \( \Theta^\beta(f_0) \), the Gaussian white noise model is equivalent to observing \((U_t)_{t \in [0,1]}\) with \( dU_t = 2(\sqrt{f(t)} - \sqrt{T_n f_0(t)}) dt + n^{-1/2} dW_t \) and observing \((\bar{Y}_t)_{t \in [0,1]}\) is equivalent to observing \((V_t)_{t \in [0,1]}\) with \( dV_t = (f(t) - T_n f_0(t))/\sqrt{T_n f_0(t)} dt + n^{-1/2} dW_t \). Using (E.1), Lemma 11(ii), (4.4), \( f \in \Theta^\beta(f_0), f_0 \in \mathcal{H}^\beta(R) \) and (4.3), we can bound the squared Le Cam distance \( \Delta(\mathcal{E}_n^G(\Theta^\beta(f_0)), \mathcal{E}_n^G(\Theta^\beta(f_0)))^2 \) by the supremum over \( f \in \Theta^\beta(f_0) \) of

\[
\frac{n}{2} \int_0^1 \left( 2(\sqrt{f(t)} - \sqrt{T_n f_0(t)}) - \frac{f(t) - T_n f_0(t)}{\sqrt{T_n f_0(t)}} \right)^2 dt
\]

\[
= n \int_0^1 \frac{(f(t) - T_n f_0(t))^4}{2T_n f_0(t)} dt
\]

\[
\leq 2^4 n \sum_{i=1}^m \int_{x_{i-1}}^{x_i} \frac{(f(t) - f_0(t))^4 + (f_0(t) - f_0(x_{i-1}))^4}{f_0(x_{i-1})^3} dt
\]

\[
\leq 2^7 C n^{\frac{1-2\beta}{2\beta+1}} \int_0^1 f_0(x)^{-\frac{2\beta+3}{2\beta+1}} dx + 2^4 R^4 n \sum_{i=1}^m \int_{x_{i-1}}^{x_i} \frac{\Delta_i^{4\beta}}{f_0(x_{i-1})^3} dt
\]

\[
\leq (2^7 C + 2^7 3^{4\beta} R^4) n^{\frac{1-2\beta}{2\beta+1}} \int_0^1 f_0(x)^{-\frac{2\beta+3}{2\beta+1}} dx,
\]

which completes the proof. \( \square \)

In the next step, we approximate (4.5) by the following sequence space model. Denote by \( Q^n_{1,f} \) the joint distribution of the (rescaled) empirical scaling and wavelet coefficients,

\[
Z^n_{i,0} := n \frac{\Delta_i}{\phi_i(t)} \int_0^1 \phi_i(t) d\bar{Y}_t, \quad \text{for } i = 1, \ldots, m,
\]

\[
Z^n_{i,j,k} := \frac{n}{f_0(x_{i-1})} \int_0^1 \psi_{i,j,k}(t) d\bar{Y}_t, \quad \text{for } (i, j, k) \in \Lambda, \ 0 \leq j \leq J,
\]

where \( J \) is again the smallest integer larger than \( 3 \log_2(n) \) (as in experiment \( \mathcal{E}_{1,n}^P(\Theta^\beta(f_0)) \)). Notice that the observations are independent and normally distributed with

\[
Z^n_{i,0} \sim \mathcal{N} \left( n \int_{x_{i-1}}^{x_i} f(t)dt, n \Delta_i f_0(x_{i-1}) \right) \quad \text{and} \quad Z^n_{i,j,k} \sim \mathcal{N} \left( \sqrt{\frac{n}{f_0(x_{i-1})}} d_{i,j,k}, 1 \right), \quad \text{for } j \geq 0,
\]
where \( d_{i,j,k} = \int f(t)\psi_{i,j,k}(t)dt \). Write \( s'_n \) for the total number of coefficients and define the experiment

\[ E_{1,n}^G(\Theta) := (\mathbb{R}^{s'_n}, \sigma(\mathbb{R}^{s'_n}), (Q^n_{1,f} : f \in \Theta)). \]

**Proposition 3.** Under the assumptions of Theorem 2, it holds that

\[ \Delta(E_{1,n}^G(\Theta^\beta(f_0)), \tilde{E}_n^G(\Theta^\beta(f_0)))^2 = o(n^{-1}). \]

**Proof.** Arguing as in the proof of Proposition 1 using Lemma 11(ii) instead of Lemma 11(i) yields the result. \( \square \)

### 4.4 Information bounds for couplings

At this point, we have transformed the Poisson intensity estimation and Gaussian experiments into sequence space experiments, where the empirical scaling and wavelet coefficients are observed. To relate these sequence models to each other, bounds on the information divergences between (transformed) Poisson and Gaussian random variables are discussed.

We firstly transform a Poisson random variable \( N \) into a continuous random variable by adding an independent uniform variable \( U \) on \([-\frac{1}{2}, \frac{1}{2})\). From the sum \( N + U \), we can recover \( N \) by taking the nearest integer, which shows that this transformation is invertible. The sum can then be related to a normal random variable with the same mean and variance. To state the following result we write \( H(X,Y) := H(P_X, P_Y) \) and \( KL(X,Y) := KL(P_X, P_Y) \) if \( X \sim P_X \) and \( Y \sim P_Y \).

**Lemma 2.** Let \( N \sim \text{Poi}(\lambda) \) and \( U \) be uniformly distributed on \([-\frac{1}{2}, \frac{1}{2})\) and independent of \( N \). If \( Z \sim \mathcal{N}(\lambda, \lambda) \), then

\[ KL(N + U, Z) = \frac{1}{8\lambda}(1 + o(1)) \quad \text{as} \ \lambda \to \infty. \]

Moreover, if \( Z_0 \sim \mathcal{N}(\lambda, \lambda_0) \), then

\[ H^2(N + U, Z_0) \leq \frac{1}{4\lambda}(1 + o(1)) + 4 \left( \frac{\lambda}{\lambda_0} - 1 \right)^2 \quad \text{as} \ \lambda \to \infty. \]

**Proof.** Denote the Lebesgue density of \( N + U \) by \( p \) and observe that on the interval \([k-\frac{1}{2}, k+\frac{1}{2})\) this density equals \( e^{-\lambda k}/k! \). Since \( E[N + U] = \lambda, \ Var(N + U) = Var(N) + Var(U) = \lambda + \frac{1}{12} \) and using the asymptotic expansion for the Poisson entropy (for instance Theorem
\[ KL(N + U, Z) = \sum_{k=0}^{\infty} \int_{k-1/2}^{k+1/2} \log \left( e^{-\lambda \lambda_k / k!} \sqrt{2\pi \lambda} e^{\lambda / 2} (x-\lambda)^2 \right) p(x) dx \]

\[ = \log(\sqrt{2\pi \lambda}) + \frac{1}{2\lambda} \left( \lambda + \frac{1}{12} \right) + \sum_{k=0}^{\infty} \log(e^{-\lambda \lambda_k / k!}) e^{-\lambda \lambda_k / k!} \]

\[ = \log(\sqrt{2\pi \lambda}) + \frac{1}{24\lambda} - \frac{1}{2} \log(2\pi e\lambda) + \frac{1}{12\lambda} + O(\lambda^{-2}) \]

\[ = \frac{1}{8\lambda}(1 + o(1)) \]

as \( \lambda \to \infty \). For the second statement, using that the Hellinger distance satisfies the triangle inequality and that the squared Hellinger distance is bounded by the Kullback-Leibler divergence (Lemma 2.4 of [37]),

\[ H^2(N + U, Z_0) \leq 2KL(N + U, Z) + 2H^2(Z_0, Z) \leq \frac{1}{4\lambda}(1 + o(1)) + 4 \left( \frac{\lambda}{\lambda_0} - 1 \right)^2, \]

where the bound for \( H^2(Z_0, Z) \) follows from elementary computations.

If \( N \sim \text{Poi}(\lambda) \) and \( N' \sim \text{Poi}(\lambda') \) are independent, then \( N|(N+N') \sim \text{Bin}(N+N', \lambda/(\lambda+\lambda')) \), where \( \text{Bin}(m, p) \) denotes the binomial distribution with parameters \( m \) and \( 0 \leq p \leq 1 \). In experiment \( E_{1,n}^P(\Theta^\beta(f_0)) \), the conditional distribution of the Poisson counts at resolution level \( J+1 \) given the Poisson counts at lower resolution levels \( j \leq J \) is therefore

\[ N_{i,J+1,2k}|(N_{i,j,k})_{i,j,k} \in \Lambda, 0 \leq j \leq J = N_{i,J+1,2k}|N_{i,J,k} \sim \text{Bin}(N_{i,J,k}, p_{i,J,k}) \quad (4.6) \]

with success probability

\[ p_{i,J,k} := \frac{\int_{I_{i,j,k}} f(u) du}{\int_{I_{i,j,k}} f(u) du}, \quad (4.7) \]

where \( I_{i,j,k}, I_{i,j,k}^+ \) are defined in Section 4.1. This property is tied to the Haar wavelet expansion and there is no natural extension to other wavelets or approximation schemes.

In the corresponding Gaussian model \( E_{1,n}^G(\Theta^\beta(f_0)) \), the observations are independent and normally distributed and therefore the conditional distributions are also normal. Working conditionally on lower resolution levels, we therefore need to couple binomial and Gaussian random variables.

Notice that \( p_{i,J,k} \approx 1/2 \) with equality if \( f \) is constant on \( I_{i,J,k} \). As in the Poisson case, we can make the distribution of \( X_{m,p} \sim \text{Bin}(m, p) \) continuous if we consider \( X_{m,p} + U \) with \( U \) uniform on \((-\frac{1}{2}, \frac{1}{2}]\) and independent of \( X_{m,p} \). Denote the c.d.f. of \( X_{m,p} + U \) by \( G_{m,p} \) and consider \( \Phi^{-1} \circ G_{m,1/2}(X_{m,p} + U) \) with \( \Phi^{-1} \) the quantile function of the standard
normal distribution. The quantile transformation \( \Phi^{-1} \circ G_{m,1/2} \) depends on \( m \) but not on \( p \). Moreover, for \( p = 1/2 \), \( \Phi^{-1} \circ G_{m,1/2}(X_{m,1/2} + U) \sim \mathcal{N}(0,1) \). For general \( p \) this holds approximately and by Theorem 5 in [2],

\[
H^2(\mathcal{N}(\sqrt{m}(2p-1),1), \Phi^{-1} \circ G_{m,1/2}(X_{m,p} + U)) \lesssim (p - \frac{1}{2})^2 + m(p - \frac{1}{2})^4
\]

and the hidden constant does not depend on \( m \) or \( p \). Using the triangle inequality and elementary computations, we obtain for any real number \( \mu \),

\[
H^2(\mathcal{N}(\mu,1), \Phi^{-1} \circ G_{m,1/2}(X_{m,p} + U)) \lesssim (\mu - \sqrt{m}(2p-1))^2 + (p - \frac{1}{2})^2 + m(p - \frac{1}{2})^4.
\]

(4.8)

Lemma [2] and (4.8) are used in the next section to bound the Le Cam distance between the sequence space experiments \( \mathcal{E}_{1,n}^P(\Theta^\beta(f_0)) \) and \( \mathcal{E}_{1,n}^G(\Theta^\beta(f_0)) \).

### 4.5 Upper bound for the Le Cam distance between the Poisson and Gaussian sequence space experiments

In this section, the proof of Theorem 3 in Brown et al. [2] is generalized to small densities. Recall that in experiment \( \mathcal{E}_{1,n}^P(\Theta^\beta(f_0)) \) we observe the counts \( (N_{i,j,k})_{(i,j,k)\in \Lambda, 0 \leq j \leq J+1} \). Let \( (U_{i,j,k})_{(i,j,k)\in \Lambda, 0 \leq j \leq J+1} \) be an i.i.d. sequence of uniform random variables on \((-\frac{1}{2}, \frac{1}{2})\) which is independent of the Poisson counts. Motivated by the previous section, define a new statistical experiment \( \mathcal{E}_{2,n}^P(\Theta^\beta(f_0)) = (\mathbb{R}^s, \sigma(\mathbb{R}^s), (\mathcal{P}^\beta_{2,f} : f \in \Theta^\beta(f_0))) \), where \( \mathcal{P}^\beta_{2,f} \) is the distribution of the vector \( (Z_{i,j,k})_{(i,j,k)\in \Lambda, 0 \leq j \leq J+1} \) with

\[
Z_{i,-1,0} := N_{i,0,0} + U_{i,0,0}, \quad i = 1, \ldots, m,
\]

\[
Z_{i,j,k} := \Phi^{-1} \circ G_{N_{i,j+1,2k} + U_{i,j,k}}, \quad (i,j,k) \in \Lambda, \ 0 \leq j \leq J.
\]

(4.9)

Since the function \( \Phi^{-1} \circ G_{m,1/2} \) is invertible, we can successively recover the Poisson counts \( (N_{i,j,k})_{(i,j,k)\in \Lambda, 0 \leq j \leq J+1} \) from these observations and therefore

\[
\Delta(\mathcal{E}_{1,n}^P(\Theta^\beta(f_0)), \mathcal{E}_{2,n}^P(\Theta^\beta(f_0))) = 0.
\]

The experiment \( \mathcal{E}_{2,n}^P(\Theta^\beta(f_0)) \) can now be compared to the Gaussian sequence experiment \( \mathcal{E}_{1,n}^G(\Theta^\beta(f_0)) \).

**Proposition 4.** Under the assumptions of Theorem [3] it holds that

\[
\Delta(\mathcal{E}_{1,n}^G(\Theta^\beta(f_0)), \mathcal{E}_{2,n}^P(\Theta^\beta(f_0)))^2 \lesssim n^{\frac{1}{2m+1}} \int_0^1 f_0(x) \frac{2^{3/4}}{x^{3/4}} dx.
\]
Proof. Let us begin with some notation. Write \( p_{<J} \) and \( p_{=J} \) for the joint density of \((Z^*_{i,j,k})(i,j,k) \in \Lambda, -1 \leq j < J \) and \((Z^*_{i,j,k})(i,j,k) \in \Lambda, j = J \) respectively. Similarly, \( q_{<J} \) denotes the joint density of \((Z_{i,j,k})(i,j,k) \in \Lambda, -1 \leq j < J \) and \( q_{=J} \) the density of the conditional distribution \((Z_{i,j,k})(i,j,k) \in \Lambda, j = J | \{Z_{i,j,k}(i,j,k) \in \Lambda, -1 \leq j < J \} \).

The random variables \((Z^*_{i,j,k})\) are independent and thus their joint densities factor into products. Expanding the squared Hellinger distance in a telescoping sum and then using this fact,

\[
H^2(p_{<J+1}, q_{<J+1}) = 2(1 - \int \sqrt{p < q} \, dx) + 2 \sum_{0 \leq J \leq T} \left( \int \sqrt{p < q} \, dx - \int \sqrt{p_{=J+1} q_{<J+1}} \, dx \right)
\]

\[
= H^2(p_{<J}, q_{<J}) + 2 \sum_{0 \leq J \leq T} \int \sqrt{p_{<J} q_{<J}} \left( 1 - \int \sqrt{p_{=J} q_{=J}} \, dx \right)
\]

\[
= H^2(p_{<J}, q_{<J}) + \sum_{0 \leq J \leq T} \int \sqrt{p_{<J} q_{<J}} H^2(p_{=J}, q_{=J}).
\] (4.10)

On the lowest resolution level \( j = -1 \), the Gaussian and Poisson random variables are independent and so \( H^2(p_{<J}, q_{<J}) \leq \sum_{i=1}^{m} H^2(Z_{i,-1,0}^*, Z_{i,-1,0}) \) (33, Lemma 2.17). Together with (4.4) and Lemma 2 applied to \( \lambda = n \int f(x) \, dx \) and \( \lambda_0 = n \int f_0(x) \, dx \) (noting that \( \lambda, \lambda_0 \to \infty \) since \( \inf_{f \in \Theta} \inf_{x \in \Xi} f(x) \geq n^{-\frac{2}{2+\beta+1}} \)),

\[
H^2(p_{<J}, q_{<J}) \leq \sum_{i=1}^{m} \frac{1}{n} \int f(x) - f_0(x) \, dx \Delta_i f_0(x_{i-1})^2 =: (I) + (II),
\] (4.11)

where \((I)\) and \((II)\) denote the first and second terms respectively. Since \( f \in \Theta^\beta(f_0) \) and using (4.3) and (4.4), we find that \( \int f(x) \, dx \geq 2^{-6} \Delta_i f_0(x_{i-1}) \geq 2^{-6} \Delta_i n^{-\frac{2}{2+\beta+1}} \int f_0(x) \, dx \). Applying (4.4) again yields

\[
\frac{1}{n} \int f(x) - f_0(x) \, dx \Delta_i f_0(x_{i-1})^2 \leq 2^6 n^{-\frac{2}{2+\beta+1}} \int f_0(x) \, dx \leq 2^6 2^{2+\beta+1} n^{-\frac{2}{2+\beta+1}} \int f_0(x) \, dx
\] (4.12)

and therefore \( (I) \lesssim n^{-\frac{2}{2+\beta+1}} \int f_0(x) \, dx \). In order to bound the term \((II)\) in (4.11), we use Jensen’s inequality, that \( ab \leq a^2 + b^2 \) for real numbers \( a, b \), and (4.4),

\[
(II) \leq 16 \sum_{i=1}^{m} \frac{1}{n \Delta_i f_0(x_{i-1})} \left( \int f_0(x) - f_0(x_{i-1})^4 \, dx \right)^{1/2}
\]

\[
\leq 2^7 n \int f_0(x) - f_0(x_{i-1})^4 \, dx + 16 \sum_{i=1}^{m} \frac{1}{n \Delta_i f_0(x_{i-1})}.
\]

For the first term we use \( f \in \Theta^\beta(f_0) \) and for the second term we can argue as for \((I)\) to obtain the upper bound

\[
H^2(p_{<J}, q_{<J}) \leq (I) + (II) \lesssim n^{-\frac{2}{2+\beta+1}} \int f_0(x) \, dx.
\] (4.13)
We next bound the Hellinger distance $H^2(p=J, q=J<J)$. For that we show that conditional on the observations at the lower resolution levels $(Z_{i,j,k}(i,j,k)\in\Lambda, -1 \leq j < J$, the random vector $(Z_{i,j,k}(i,j,k)\in\Lambda, j=J$ has independent components. From the definition (4.3), we conclude that conditioning on $(Z_{i,j,k}(i,j,k)\in\Lambda, -1 \leq j < J$ is the same as conditioning on $(U_{i,j,k}(i,j,k)\in\Lambda, j=J$ and the counts $(N_{i,j,k}(i,j,k)\in\Lambda, j\leq J$. Since

$$N_{i,J+1,2k}|(N_{i,j,k}(i,j,k)\in\Lambda, j=J = N_{i,J+1,2k}|N_{i,j,k}, \quad k = 0, \ldots, 2^J - 1,$$

are independent, $(Z_{i,j,k}(i,j,k)\in\Lambda, j=J|(Z_{i,j,k}(i,j,k)\in\Lambda, -1 \leq j < J$ must also have independent components. This shows that $H^2(p=J, q=J<J) \leq \sum_{k=0}^{2^J-1} H^2(Z_{i,k}^*, Z_{i,j,k})$. Using moreover (4.6), (4.7) and (4.8), we can bound $H^2(p=J, q=J<J)$ by

$$\sum_{k=0}^{2^J-1} H^2(Z_{i,k}^*, Z_{i,j,k}) \leq \sum_{k=0}^{2^J-1} (\mathbb{E}[Z_{i,j,k}^*] - N_{i,j,k}^{1/2}(2p_{i,j,k} - 1))^2 + (p_{i,j,k} - \frac{1}{2})^2 + N_{i,j,k}(p_{i,j,k} - \frac{1}{2})^4$$

$$\leq \sum_{k=0}^{2^J-1} (\mathbb{E}[Z_{i,j,k}^*] - [EN_{i,j,k}]^{1/2}(2p_{i,j,k} - 1))^2 + (1 + (N_{i,j,k}^{1/2} - [EN_{i,j,k}]^{1/2})^2)(p_{i,j,k} - \frac{1}{2})^2$$

$$+ N_{i,j,k}(p_{i,j,k} - \frac{1}{2})^4.$$

With this inequality, we can now bound $\int \sqrt{p<q<J} H^2(p=J, q=J<J)$. By the Cauchy-Schwarz inequality, $\int \sqrt{p<q<J} \leq 1$, which yields a bound for the terms not depending on $N_{i,j,k}$. For the terms depending on $N_{i,j,k}$ we use that $\int \sqrt{p<q<J} h(x)dx \leq (f h^2(x)q<q<J(x)dx)^{1/2}$ for all integrable functions $h$. By Lemma 3 in [2], $\mathbb{E}[(N_{i,j,k}^{1/2} - [EN_{i,j,k}]^{1/2})^2] \leq 4$ and therefore,

$$\int \sqrt{p<q<J} H^2(p=J, q=J<J) \leq \sum_{i=1}^{m} \sum_{k=0}^{2^J-1} (\mathbb{E}[Z_{i,j,k}^*] - [EN_{i,j,k}]^{1/2}(2p_{i,j,k} - 1))^2$$

$$+ \sum_{i=1}^{m} \sum_{k=0}^{2^J-1} (p_{i,j,k} - \frac{1}{2})^2 + \sum_{i=1}^{m} \sum_{k=0}^{2^J-1} \sqrt{EN_{i,j,k}^2}(p_{i,j,k} - \frac{1}{2})^4$$

$$= (i) + (ii) + (iii). \quad (4.14)$$

We bound the three sums $(i)$ – $(iii)$ separately. We will frequently use the fact that with $d_{i,j,k} = \int f(x)\psi_{i,j,k}(x)dx$, (4.7) can be rewritten as

$$2p_{i,j,k} - 1 = \frac{\sqrt{\sum d_{i,j,k}}}{2\pi \int_{i,j,k} f(x)dx}.$$
(i): Observe that
\[
(E[Z^*_{i,J,k}] - [EN_{i,J,k}]^{1/2}(2p_{i,J,k} - 1))^2 = nd_{i,J,k}^2 \left( \frac{1}{\sqrt{f_0(x_{i-1})}} - \frac{\sqrt{\Delta_i}2^{-J/2}}{\sqrt{\int f_{i,J,k}(x)dx}} \right)^2.
\]
With \( f \in \Theta^\beta(f_0) \subset \mathcal{H}^\beta(R) \) for \( \beta \leq 1 \), [4.4], Jensen’s inequality, \( ab \leq a^2 + b^2 \), and Lemma 1 the right hand side of the last display can be bounded by
\[
2^6 nd_{i,J,k}^2 \left( 2^J \Delta_i^{-1} \int f_{i,J,k}(x) - f_0(x_{i-1})dx \right)^2 \leq 2^7 nd_{i,J,k}^2 \left( 2^J \Delta_i^{-1} \int f_{i,J,k}(x) - f_0(x)dx \right)^2 + R^2(2^{-J} \Delta_i)^{2\beta}
\]
\[
\leq 2^7 nd_{i,J,k}^2 \left( 2^J \Delta_i^{-1} \int f_{i,J,k}(x) - f_0(x)dx \right)^2 \leq 2^7 nd_{i,J,k}^2 \left( 2^J \Delta_i^{-1} \int f_{i,J,k}(x) - f_0(x)dx \right)^2 + R^2(2^{-J} \Delta_i)^{2\beta}
\]
\[
\leq 2^8 R^4 \frac{2^{-2\beta-1}}{f_0(x_{i-1})^3} \frac{\Delta_i^{3\beta+1}}{J_n} \int f_{i,J,k}(x) - f_0(x)dx.
\]
Using that \( f \in \Theta^\beta(f_0) \), [4.3], and [4.4],
\[
(i) \lesssim 2^{J-2\beta} n \frac{1}{2^{3/4} + 1} \int_0^1 f_0(x)^{-2^{\beta+3}/2^{3/4} + 1} dx.
\]
(ii): With \( f \in \Theta^\beta(f_0) \), [4.4] Lemma 1 and [4.3],
\[
(2p_{i,J,k} - 1)^2 \leq 2^{12} R^2 2^{-2\beta-1} \frac{\Delta_i^{3\beta+1}}{f_0(x_{i-1})^2} \leq 2^{12} 3^{2\beta-1} R^2 2^{-2\beta-1} \frac{\Delta_i^{3\beta+1}}{f_0(x_{i-1})^2}.
\]
Thus \( (ii) \lesssim 2^{J-2\beta} n \frac{1}{2^{3/4} + 1} \int_0^1 f_0(x)^{-2^{\beta+3}/2^{3/4} + 1} dx. \)
(iii): Since \( N_{i,J,k} \sim \text{Poi}(n \int f_{i,J,k}(u)du) \), we have \( [EN_{i,J,k}]^{1/2} \leq 1 + n \int f_{i,J,k}(u)du \). By definition \( 0 \leq p_{i,J,k} \leq 1 \) and therefore \( (2p_{i,J,k} - 1)^4 \leq (2p_{i,J,k} - 1)^2 \). Using [4.4] and the same bound as for (ii),
\[
[EN_{i,J,k}]^{1/2} (2p_{i,J,k} - 1)^4 \leq (2p_{i,J,k} - 1)^2 + 2^{25} 3^{4\beta} R^4 2^{-(4\beta+1)} \frac{\Delta_i^{3\beta+1}}{f_0(x_{i-1})^2}. \]
Together with the bound for (ii), this also shows that \( (iii) \lesssim 2^{J-2\beta} n \frac{1}{2^{3/4} + 1} \int_0^1 f_0(x)^{-2^{\beta+3}/2^{3/4} + 1} dx. \)
Combining the bounds for (i) – (iii) gives for [4.14],
\[
\int \sqrt{p_{<q<\alpha}} H^2 \int_0^1 f_0(x)^{-2^{\beta+3}/2^{3/4} + 1} dx.
\]
Summing over \( J \) and using that \( \beta > 1/2 \) shows that with [4.10] and [4.13],
\[
H^2(p, q) \leq n \frac{1}{2^{3/4} + 1} \int_0^1 f_0(x)^{-2^{\beta+3}/2^{3/4} + 1} dx,
\]
which proves the assertion.
4.6 Completion of the proof of Theorem 2

From Propositions 4 we deduce that under the assumptions of Theorem 2

$$\sup_{f_0 \in \Theta} \Delta(\mathcal{E}_n^P(\Theta^\beta(f_0)), \mathcal{E}_n^C(\Theta^\beta(f_0))) \preceq n^{\frac{1-2\beta}{2\beta+1}} \sup_{f \in \Theta} \int_0^1 f(x)^{-\frac{2\beta+3}{2\beta+1}} dx.$$ 

For the globalization step, the following result shows the existence of the required estimators satisfying the conditions of Lemma 12.

**Theorem 7.** Under the assumptions of Theorem 2 there exists an estimator $\hat{f}_n$ in $\mathcal{E}_n^P(\Theta)$ taking values in a finite subset of $\Theta$ and satisfying

$$\inf_{f_0 \in \Theta} \mathcal{P}^0_{f_0}(f_0 \in \Theta^\beta(\hat{f}_n)) = 1 - O(n^{-1}).$$

Moreover, there exists an estimator in $\mathcal{E}_n^C(\Theta)$ with the same properties.

Theorem 2 then follows from Lemmas 12 and 13.

5 Heuristics for the rates of the Le Cam deficiencies

Most results on asymptotic equivalence require minimal smoothness assumptions, which are often difficult to explain heuristically. It is therefore unsurprising that the rates we obtain for the Le Cam deficiencies can also be difficult to interpret. Perhaps the best way to motivate these rates is to consider the doubly local decomposition of experiments explained in Section 4.1. Each doubly local experiment is similar to a parametric problem and the number $m_n$ of such experiments can be viewed as the effective dimension of the problem. For the following heuristic argument, one should think of the total variation distance as always being of the same order as the Hellinger distance, which is typically the case in our situation. If the double localization splits the model into (nearly) independent subproblems, then the overall squared Le Cam deficiency is simply the sum of the squared Le Cam deficiencies for each of the doubly local experiments.

While we do not use a double localization for the Poissonization in the proof of Theorem 1, it is still instructive to consider such an approach. For Poissonization, the Le Cam deficiencies for the doubly local experiments are all of the same order and the full Le Cam deficiency is therefore proportional to the effective dimension $m_n$. For simplicity, we consider only the case $\inf_x f(x) \gg n^{-\beta/(\beta+1)}$. Let $\Delta_j$ be as in (4.2). By Lemma 6

$$m_n = \sum_{j=1}^{m_n} \Delta_j \Delta_j^{-1} \times n^{\frac{1}{2\beta+1}} \int_0^1 f_0(x)^{-\frac{1}{2\beta+1}} dx.$$  
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If $\inf_x f(x) \gg n^{-\beta/(\beta+1)}$ then the squared rate in Theorem 5 can be written as $m_n/n$, up to unnecessary log $n$ terms. The squared rate can therefore also be written as $m_n r_n^2/n^2$ for $r_n = \sqrt{n}$, which motivates (2.1).

For the rate of the Le Cam deficiencies between Poisson intensity estimation and the Gaussian white noise model, recall that we partition $[0,1]$ into the intervals $[x_{j-1}, x_j]$, with these shrinking intervals generating appropriate doubly local subexperiments. On each such independent subexperiment, we must couple a Poisson random variable with intensity parameter $\lambda_j = n \int_{x_{j-1}}^{x_j} f(u) du$ with a corresponding $\mathcal{N}(\lambda_j, \lambda_j)$ random variable. Since $\lambda_j \to \infty$ as $n \to \infty$, we may use Lemma 2 to couple a $\text{Poi}(\lambda_j)$ random variable with a $\mathcal{N}(\lambda_j, \lambda_j)$ variable with a squared Hellinger error of size $1/(4\lambda_j) + o(1/\lambda_j)$. Using the independence structure of the subexperiments, these $m_n$ couplings yield a total squared Hellinger loss of order $\sum_{j=1}^{m_n} 1/\lambda_j \approx 1 \land n^{-2\beta/(2\beta+1)} \int_0^1 f_0(x)^{-2\beta/(2\beta+1)} dx$, where the $\lesssim$ direction follows from (4.12) and the $\gtrsim$ part can be similarly deduced. This motivates the rate (1.2).

6 Lower bounds for Le Cam deficiencies in the regular regime

In this section, we prove Theorems 3 and 4. The difference in the Bayes risk for an arbitrary prior and loss function bounded by one yields a lower bound for the Le Cam deficiency. Let $E_1(\Theta)$ and $E_2(\Theta)$ be two experiments. If $E^{(j)}_\theta[\ell(\hat{\theta}_j, \theta)]$, $j = 1, 2$, denotes the risk in experiment $E_j(\Theta)$ of the estimator $\hat{\theta}_j$ with respect to the loss function $\ell$, then

$$\delta(E_1(\Theta), E_2(\Theta)) \geq \inf_{\hat{\theta}_1} \sup_{\hat{\theta}_2} \sup_{\theta \in \Theta} E^{(1)}_\theta[\ell(\hat{\theta}_1, \theta)] - E^{(2)}_\theta[\ell(\hat{\theta}_2, \theta)]$$

provided the loss is bounded by one (see Definition 1 in [18], p.13). This immediately implies that for an arbitrary prior $\Pi$ on $\Theta$,

$$\delta(E_1(\Theta), E_2(\Theta)) \geq \inf_{\hat{\theta}_1} \sup_{\hat{\theta}_2} \int_{\Theta} E^{(1)}_\theta[\ell(\hat{\theta}_1, \theta)]d\Pi(\theta) - \int_{\Theta} E^{(2)}_\theta[\ell(\hat{\theta}_2, \theta)]d\Pi(\theta)$$

(6.1)
and the right hand side is just the difference of the Bayes risks (see also [36], Corollary 6.3.7).

We argued in Section 4.1 that the doubly local decomposition is intrinsic to this problem. For the lower bound, it is thus natural to again partition [0, 1] into the intervals [x_{j-1}, x_j]. On each such doubly local experiment we construct a two hypothesis test, which are then combined into a global multiple testing problem. We compute the Bayes risk in both experiments, which, together with (6.1), provides a lower bound on the deficiencies.

**Proof of Theorem 3.** Throughout the proof, we write a_n \lesssim b_n if a_n \leq Cb_n for all n \geq n_0 and a finite constant C = C(\beta, R) which does not depend on j and the parameter \alpha defined below. In the same way we use \gtrsim and the big-O notation.

Pick a sequence \((f_{0n})_n \subset \Theta_0\) such that \(\int f_{0n}(x)^{-\frac{\beta+3}{2\beta+1}}dx \geq \frac{1}{2} \sup_{f \in \Theta_0} \int f(x)^{-\frac{\beta+3}{2\beta+1}}dx\). For convenience we omit the dependence of \(f_{0n}\) on \(n\), writing \(f_0 := f_{0n}\) and \(F_0 := \int_0 f_0(u)du\).

Set \(\beta' = \beta \vee 2\). Let \(K : \mathbb{R} \rightarrow \mathbb{R}\) be a \(\beta'\)-smooth Hölder function with support on \([0,1]\) such that \(\int_0^1 K(u)du = 0\), \(\int K(u)^2 du = 1\) and \(\int K^3(u)du > 0\). Suppose additionally that \(K'(u) = 0\) for only finitely many \(u \in [0,1]\). As an example of a kernel satisfying these conditions, consider the \(L^2\)-normalized version of \(u \mapsto -\frac{4}{3} h_{\beta'}(\frac{1}{3} u) + 4h_{\beta'}(4u-3)\), where \(h_{\beta'}\) is the density of a Beta(\(\beta' + 1, \beta' + 1\)) distribution.

Let \((x_j)_{j=1,...,m}\) be the sequence in (4.1) and define the functions

\[
x \mapsto \psi_j(x) = \frac{\alpha \gamma_j \Delta_j^{\beta}}{f_0(x_{j-1})} K\left(\frac{F_0(x) - F_0(x_{j-1})}{F_j}\right), \quad j = 1, \ldots, m,
\]

where

\[
F_j := F_0(x_j) - F_0(x_{j-1}), \quad \gamma_j := \frac{f_0(x_{j-1})}{\sqrt{n \Delta_j^{2\beta} F_j}}
\]

and \(0 < \alpha \leq 1\) is a constant that will be chosen later to be small enough. The function \(\psi_j\) has support \([x_{j-1}, x_j]\) and, since by assumption \(\inf_{x_0} f_0(x_0) \gg n^{-\frac{2}{3\beta+1}}\), we can apply (4.4) and (4.3) to obtain

\[
\frac{1}{2} \Delta_j f_0(x_{j-1}) \leq F_j \leq 2\Delta_j f_0(x_{j-1}) \quad \text{and} \quad \frac{1}{3} \leq \gamma_j^2 \leq 2.
\]

Since \(\inf_x f_0(x) \gg n^{-\frac{\beta}{3\beta+1}}\), this also implies

\[
\min_j nF_j \rightarrow \infty \quad \text{and} \quad \max_{j=1,\ldots,m} \|\psi_j\|_\infty \lesssim \max_{j=1,\ldots,m} \frac{\alpha \Delta_j^{\beta}}{f_0(x_{j-1})} \lesssim \max_{j=1,\ldots,m} \frac{\alpha}{\sqrt{nF_j}} \ll \alpha.
\]
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Define
\[ \mu_{j,r} := \int \psi_j(x)^r f_0(x) dx \]  \hspace{1cm} (6.5)
and observe that using the properties of \( K \) as well as the definitions of \( \Delta_j \) and \( \gamma_j, \mu_{j,1} = 0, \mu_{j,2} = \alpha^2 n^{-1} \) and
\[ \mu_{j,3} = \frac{\alpha^3 \gamma_j^3 \Delta_j^3}{f_0(x_{j-1})^3 F_j} \int K^3(u) du \geq \frac{\alpha^3}{n^{3/2} \sqrt{\Delta_j f_0(x_{j-1})}}. \]  \hspace{1cm} (6.6)
For higher moments, we frequently use the bound
\[ \mu_{j,r} \leq \| \psi_j \|_\infty^r F_j \lesssim \alpha^r F_j / (n F_j)^{r/2}. \]  \hspace{1cm} (6.7)
We are now ready to define the test densities. For \( \theta = (\theta_1, \ldots, \theta_m) \in \{-1,1\}^m \), consider
\[ x \mapsto f_\theta(x) = f_0(x) \left( 1 + \sum_{j=1}^m \theta_j \psi_j(x) \right). \]
From \( \mu_{j,1} = 0 \) it follows that \( \int f_\theta(x) dx = 1 \) and so \( f_\theta \) are indeed probability densities. Observe also that \( F_j = \int_{x_{j-1}}^{x_j} f_\theta(x) dx \). With the sup-norm bound (6.4), it follows immediately that for any \( \theta \in \{-1,1\}^m, f_\theta \in U(f_0) \subset \Theta \). By Lemma 4, we also know that \( f_\theta \in H^\beta(R) \) for all \( \theta \in \{-1,1\}^m \) and \( n \) large enough.

We now construct a prior on these densities. Renaming the parameters \( f_\theta \leftrightarrow \theta \), we can take \( \{-1,1\}^m \) as the parameter space and may also conveniently write \( P^n_\theta = P^n_{f_\theta} \) and \( Q^n_\theta = Q^n_{f_\theta} \).

We consider two priors called \( \pi^+ \) and \( \pi^- \), which are product priors on the parameter space \( \{-1,1\}^m \), that is for each \( \theta_0 = (\theta^0_1, \ldots, \theta^0_m) \in \{-1,1\}^m \),
\[ \pi_{\pm}(\theta_0) = \prod_{j=1}^m \pi_{\pm}(\theta^0_j), \quad \text{with} \quad \pi_{\pm}(\theta^0_j = 1) = 1 - \pi_{\pm}(\theta^0_j = -1) = e^{\pm 2\alpha} / (1 + e^{\pm 2\alpha}). \]
This prior is non-uniform. Indeed, \( \pi^+ \) assigns more weight to vectors which have more components being \(+1\) than \(-1\). Both experiments behave very similarly under uniform priors and non-uniformity seems necessary here to obtain a rate-optimal separation of the experiments. The effect of \( \alpha \) can best be seen in Proposition 3 below. The priors \( \pi^+ \) and \( \pi^- \) will lead to the lower bounds for the deficiencies \( \delta(\mathcal{E}^P_\theta(\Theta), \mathcal{E}^G_\theta(\Theta)) \) and \( \delta(\mathcal{E}^G_\theta(\Theta), \mathcal{E}^P_\theta(\Theta)) \) respectively.

Next we construct the loss function. Observe that with (4.2), (4.4), (4.3) and (6.3),
\[ \sum_{j=1}^m \frac{1}{n F_j} = \sum_{j=1}^m \Delta_j \frac{1}{n \Delta_j F_j} \asymp n^{1-2\beta} \int_0^1 f_0(x)^{-2^\beta+3} dx. \]  \hspace{1cm} (6.8)
Since \( f_0 \) is a density on \([0, 1]\), \( \{x : f_0(x) \geq 1\} \neq \emptyset \). Let \([x_{j_1}, x_{j_2}] \subset [0, 1], j_1, j_2 \in \{1, \ldots, m\}\), be a sequence of intervals such that \([x_{j_1}, x_{j_2}] \cap \{x : f_0(x) \geq 1\} \neq \emptyset\) for all \(n\) and

\[
\frac{1}{n^{2/3+1}} \int_{x_{j_1}}^{x_{j_2}} f_0(x)^{-\frac{2/3+3}{2/3+1}} dx \asymp 1 \wedge \frac{1}{n^{2/3+1}} \int_0^1 f_0(x)^{-\frac{2/3+3}{2/3+1}} dx. \tag{6.9}
\]

If the right-hand side is smaller than one, set \([x_{j_1}, x_{j_2}] = [x_0, x_m] = [0, 1]\). If the right-hand side is exactly one, then arguing as in (6.8) yields \(n^{1/2/3+1} \int_{x_{j-1}}^{x_j} f_0(x)^{-2/3+3} dx \asymp 1/(nF_j)\) for all \(j\). By (6.4), each interval \([x_{j-1}, x_j]\) thus makes a vanishing contribution to the integral, which proves the existence of sequences satisfying (6.9). Let

\[
\rho(\theta, \theta') = \sum_{j=1}^m \rho_j 1(\theta_j \neq \theta'_j) \quad \text{with} \quad \rho_j := \frac{1}{\sqrt{nF_j}} 1(j_1 < j \leq j_2n) \tag{6.10}
\]

and for any \(A > 0\), define the loss \(\ell_A(\theta, \theta') = 1(\rho(\theta, \theta') \geq A)\). This loss is one if the weighted sum of the misclassified \(\theta_j\)’s exceeds the threshold \(A\) and is zero otherwise. The reason for this particular weighting will become apparent later in the proof as a consequence of Proposition 5 and Lemma 3. Arguing as for (6.8),

\[
\sum_{j=1}^m \rho_j^2 \asymp 1 \wedge n^{1/2/3+1} \int_0^1 f_0(x)^{-2/3+3} dx \tag{6.11}
\]

and similarly

\[
\sum_{j=1}^m \rho_j^3 = \sum_{j=j_{j_1n+1}}^{j_{j_2n}} \frac{1}{(nF_j)^{3/2}} \asymp n^{1/2/3+1} \int_{x_{j_1n}}^{x_{j_2n}} f_0(x)^{-2/3+3} dx. \tag{6.12}
\]

The key step is the following factorization of the likelihood ratio. In the Poisson experiment \(\mathcal{E}_n^P\), define \(N_j := \#\{X_i : X_i \in (x_{j-1}, x_j]\}\) and write \(X_1^{(j)}, \ldots, X_{N_j}^{(j)}\) for the observations in the interval \((x_{j-1}, x_j]\). Under \(P_{\theta_0}\), the counts \(N_j\) are independent Poisson random variables with intensity parameters \(\{x_{j-1}, x_j]\} / F_j\). We can factorize

\[
\frac{dP^n_{\theta}}{dP^n_{\theta_0}} = \prod_{i=1}^N \frac{1 + \sum_{j=1}^m \theta_j \psi_j(X_i)}{1 + \sum_{j=1}^m \theta_j \psi_j(X_i)} = \prod_{j=1}^m \frac{1 + \theta_j \psi_j(X_j)}{1 + \theta_j \psi_j(X_j)} = \prod_{j=1}^m P_j(\theta_j) \tag{6.13}
\]

with \(P_j(\theta_j)\) being independent random variables. Define the estimators \(\hat{\theta}_P^0 = (\hat{\theta}_P^0)_{j=1,\ldots,m}\) componentwise via \(\hat{\theta}_P_{j} \in \arg \max_{\theta_j \in \{-1,1\}} P_j(\theta_j)\pi_{\pm}(\theta_j)\). Then \(\hat{\theta}_P_{j} \neq \theta_j^0\) iff \(P_j(-\theta_j^0) \geq e^{2\alpha \theta_j^0}\). The random variables \(1(\hat{\theta}_P_{j} \neq \theta_j^0)\) are therefore independent and Bernoulli distributed with success probabilities depending on the sign \(\pm\) of the prior and \(\theta_0\),

\[
p_{\pm,j}(\theta_0) := P^n_{\theta_0}(\hat{\theta}_P_{j} \neq \theta_j^0) = P^n_{\theta_0}(P_j(-\theta_j^0) \geq e^{2\alpha \theta_j^0}).
\]
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We denote the Bernoulli distribution with parameter $p$ by $\text{Ber}(p)$. For independent random variables $Z_j(a_j) \sim \text{Ber}(a_j)$, the risk of $\theta_{\pm}^E$ under the loss function $\ell_A$ becomes

$$P_{\theta_0}(\rho(\overline{\theta}_{\pm}, \theta_0) \geq A) = \mathbb{P}\left(\sum_{j=1}^{m} \rho_j Z_j(p_{\pm,j}(\theta_0)) > A\right). \quad (6.14)$$

A similar factorization into independent products holds in the Gaussian white noise experiment since by Girsanov’s formula,

$$\frac{dQ^n_{\theta}}{dQ^n_{\theta_0}} = \exp\left(2\sqrt{n} \int_{0}^{1} \left(\sqrt{f_{\theta}(s)} - \sqrt{f_{\theta_0}(s)}\right) dW_s - 2n\|\sqrt{f_{\theta}} - \sqrt{f_{\theta_0}}\|_2^2\right)$$

$$= \prod_{j=1}^{m} \exp\left(2\sqrt{n} \int_{x_{j-1}}^{x_j} \left(\sqrt{f_{\theta}(s)} - \sqrt{f_{\theta_0}(s)}\right) dW_s - 2n \int_{x_{j-1}}^{x_j} \left(\sqrt{f_{\theta}(s)} - \sqrt{f_{\theta_0}(s)}\right)^2 ds\right)$$

$$=: \prod_{j=1}^{m} Q_j(\theta_j).$$

In particular, $Q_j(\theta_j)$ are independent. In analogy with the Poisson model, define the estimators $\overline{\theta}_{\pm}^G = (\overline{\theta}_{\pm,j})_{j=1,\ldots,m}$ componentwise via $\overline{\theta}_{\pm,j} \in \text{arg max}_{\theta_j \in \{\pm 1\}} Q_j(\theta_j) \pi_{\pm}(\theta_j)$. Then $\overline{\theta}_{\pm,j} \neq \theta_j^0$ iff $Q_j(-\theta_j^0) \geq e^{\pm 2\alpha \theta_j^0}$. With $q_{\pm,j}(\theta_0) := Q^n_{\theta_0}(\overline{\theta}_{\pm,j} \neq \theta_j^0) = Q^n_{\theta_0}(Q_j(-\theta_j^0) \geq e^{\pm 2\alpha \theta_j^0})$ we find in the same way as for (6.14) that for independent $Z_j(q_{\pm,j}(\theta_0)) \sim \text{Ber}(q_{\pm,j}(\theta_0))$,

$$Q^n_{\theta_0}(\rho(\overline{\theta}_{\pm}^G, \theta_0) \geq A) = \mathbb{P}\left(\sum_{j=1}^{m} \rho_j Z_j(q_{\pm,j}(\theta_0)) > A\right).$$

**Proposition 5.** Let $\Phi$ be the c.d.f. of the standard normal distribution, $\phi = \Phi'$ be its density and $\mu_{j,r}$ be defined by (6.5). Then for sufficiently large $n$, there exists a constant $C$ independent of $\alpha, n, j$, such that

$$|q_{\pm,j}(\theta_0) - \Phi(-\alpha \mp \theta_j^0)| \leq \frac{C\alpha^2}{n F_j}, \quad \text{and} \quad \left|p_{\pm,j}(\theta_0) - \Phi(-\alpha \mp \theta_j^0) + \frac{n \mu_{j,r}}{6 \alpha^2} \phi(-\alpha \mp \theta_j^0)\right| \leq \frac{C\alpha^2}{\sqrt{n F_j}}.$$

With (6.6), we conclude that for sufficiently small $\alpha > 0$, the success probabilities differ by a term of order at least $\alpha/\sqrt{n F_j}$. This is the key ingredient to show that there is a difference in the Bayes risks for the two experiments. Recall that $\alpha$ is the parameter modeling the non-uniformity of the prior and the size of the local alternatives $\psi_j$. If the prior is uniform then $\alpha = 0$, and a close inspection of the proof shows that the difference in the success probabilities is then of the smaller order $1/(n F_j)$, so that non-uniformity of the prior is crucial in this construction.

The following proposition shows that $\overline{\theta}_{\pm}^E$ and $\overline{\theta}_{\pm}^G$ are Bayes estimators and uses that the deficiency is lower bounded by the difference of the Bayes risks. A proof can be found in Appendix B.
Remark 1. The probability inequality which are established next and proved separately in Appendix B. proof we need the following monotonicity property together with a change of measure type connected to weighted sums of independent Bernoulli random variables. To finish the We have therefore reduced lower bounding the Le Cam deficiency to computing probabilities

\[ \delta(\mathcal{E}_n^P(\Theta), \mathcal{E}_n^G(\Theta)) \geq \sum_{\theta_0 \in \Theta} \left( P_n^m(\rho(\theta_0) \geq A) - Q_n^m(\rho(\hat{\theta}_0^P, \theta_0) \geq A) \right) \pi_+(\theta_0) \]

\[ = \sum_{\theta_0 \in \Theta} \left( \mathbb{P}(\sum_{j=1}^m \rho_j Z_j(p_{+j}(\theta_0)) > A) - \mathbb{P}(\sum_{j=1}^m \rho_j Z_j(q_{+j}(\theta_0)) > A) \right) \pi_+(\theta_0) \]

(6.15)

and

\[ \delta(\mathcal{E}_n^G(\Theta), \mathcal{E}_n^P(\Theta)) \geq \sum_{\theta_0 \in \Theta} \left( \mathbb{P}(\sum_{j=1}^m \rho_j Z_j(q_{-j}(\theta_0)) > A) - \mathbb{P}(\sum_{j=1}^m \rho_j Z_j(q_{-j}(\theta_0)) > A) \right) \pi_-(\theta_0). \]

We have therefore reduced lower bounding the Le Cam deficiency to computing probabilities connected to weighted sums of independent Bernoulli random variables. To finish the proof we need the following monotonicity property together with a change of measure type inequality which are established next and proved separately in Appendix B.

Remark 1. The probability \( \mathbb{P}(\sum_{j=1}^m \rho_j Z_j(a_j) > A) \) is monotone increasing in the parameters \( a_j \). Indeed if \( a_j' \geq a_j \), then for \( \eta \sim \text{Ber}(a_j/a_j') \) independent, \( Z_j(a_j') \geq \eta Z_j(a_j') \sim \text{Ber}(a_j) \).

Lemma 3. Suppose that \( (p_j)_{j=1,...,m}, (q_j)_{j=1,...,m} \) and \( (\beta_j)_{j=1,...,m} \) are vectors with entries between zero and one such that for some \( 0 \leq \omega \leq 1/2 \), \( \rho_j = q_j + q_j(1-q_j)\omega )\beta_j \) for all \( j = 1, \ldots, m \). If \( (Z_j(p_j))_{j=1,...,m} \) are independent \( \text{Ber}(p_j) \) random variables, then

\[ \mathbb{P}(\sum_{j=1}^m \beta_j Z_j(p_j) > A) \geq \exp \left( \omega A - \omega \sum_{j=1}^m \beta_j q_j - 2\omega^2 \sum_{j=1}^m \beta_j^2 \right) \mathbb{P}(\sum_{j=1}^m \beta_j Z_j(q_j) > A). \]

Recall that the difference of the success probabilities in Proposition 5 is of the order at least \( \alpha/\sqrt{nF_j} \). Together with the change of measure formula in Lemma 4 this shows why the weights \( \rho_j = 1/\sqrt{nF_j} \) in the Hamming loss (6.10) are natural. Let us only consider the case where \( \theta_0 \) is drawn from \( \pi_+ \), that is the case (6.15). The other case can be proved analogously. By Proposition 5 \( q_j := q_{+j}(\theta_0) = \Phi(-\alpha - \theta_0^j) + O(\alpha^2/(n F_j)) \) and \( p_j := \Phi(-\alpha - \theta_0^j) + O(\alpha^2/(n F_j)) \). Choosing the constant \( \alpha \) small enough, \( \Phi(-2) \leq q_j \leq \Phi(1) \) and moreover by (6.6) we can always find a positive constant \( c > 0 \) such that \( p_j \geq q_j + cq_j(1-q_j)\alpha \rho_j \), for all \( j = 1, \ldots, m \). Denote the mean of \( q_j = q_{+j}(\theta_0) \) under
Throughout the remaining proof we make frequent use of the formula \( \sum_{j=1}^{m} \rho_j^2 \leq 1 \), which follows immediately from (6.11). In particular, this allows us to conclude from \( |\sum_{j=1}^{m} \rho_j (\bar{q}_j - r_\alpha)| \leq \alpha \sum_{j=1}^{m} \rho_j^2 \) that for sufficiently small \( \alpha \) and \( n \) large enough, \( |\sum_{j=1}^{m} \rho_j (\bar{q}_j - r_\alpha)| \leq (\sum_{j=1}^{m} \rho_j^2)^{1/2} \). Define the set

\[
D := \left\{ \theta_0 \in \Theta : \left| \sum_{j=1}^{m} \rho_j \bar{q}_j - \sum_{j=1}^{m} \rho_j q_j \right| \leq (\sum_{j=1}^{m} \rho_j^2)^{1/2} \right\}.
\]

Since \( p_j \geq q_j \), all the summands in (6.15) are non-negative in view of Remark 1. By Lemma 3 with \( \omega = \alpha \alpha \), the definition of \( A \) and \( e^x \geq x + 1 \), it follows that for sufficiently small \( \alpha \) and \( n \) large enough,

\[
\delta(\mathcal{E}_n^P(\Theta), \mathcal{E}_n^C(\Theta)) \geq \sum_{\theta_0 \in D} \left[ \exp \left( c_\alpha A - c_\alpha \sum_{j=1}^{m} \rho_j q_j - c^2 \alpha^2 \sum_{j=1}^{m} \rho_j^2 \right) - 1 \right] \mathbb{P} \left( \sum_{j=1}^{m} \rho_j Z_j(q_j) > A \right) \pi_+(\theta_0)
\]

\[
\geq c_\alpha (\sum_{j=1}^{m} \rho_j^2)^{1/2} \sum_{\theta_0 \in D} \mathbb{P} \left( \sum_{j=1}^{m} \rho_j Z_j(q_j) > A \right) \pi_+(\theta_0).
\]

Recall that the expectation and the variance of \( \sum_{j=1}^{m} \rho_j Z_j(q_j) \) are \( \sum_{j=1}^{m} \rho_j q_j \) and \( \sum_{j=1}^{m} \rho_j^2 q_j (1 - q_j) \) respectively. Let \( \xi \) be a Gaussian random variable with the same mean and variance. By Berry-Esseen’s theorem there exists a universal constant \( C_0 \) such that for \( \theta_0 \in D \),

\[
\mathbb{P} \left( \sum_{j=1}^{m} \rho_j Z_j(q_j) > A \right) \geq \mathbb{P} (\xi > A) - C_0 \frac{\sum_{j=1}^{m} \rho_j^3}{(\sum_{j=1}^{m} \rho_j^2)^{3/2}}
\]

\[
\geq 1 - \Phi \left( \frac{6}{\sqrt{\Phi(-2)(1 - \Phi(1))}} \right) - C_0 \frac{\sum_{j=1}^{m} \rho_j^3}{(\sum_{j=1}^{m} \rho_j^2)^{3/2}},
\]

where we used that \( q_j (1 - q_j) \geq \Phi(-2)(1 - \Phi(1)) \). From (6.11), (6.12) and Lemma 7 it follows that \( \sum_{j=1}^{m} \rho_j^3 \ll (\sum_{j=1}^{m} \rho_j^2)^{3/2} \). For all sufficiently large \( n \),

\[
\inf_{\theta_0 \in D} \mathbb{P} \left( \sum_{j=1}^{m} \rho_j Z_j(q_j) > A \right) \geq \frac{1}{2} \left( 1 - \Phi \left( \frac{6}{\sqrt{\Phi(-2)(1 - \Phi(1))}} \right) \right)
\]

and the right-hand side is positive. Denote by \( \text{Var}_{\pi_+} \) the variance with respect to the prior \( \pi_+ \). Since \( 0 \leq q_j \leq \Phi(1) \), Chebychev’s inequality yields

\[
\pi_+(D) = 1 - \pi_+(\Theta \setminus D) \geq 1 - \frac{\text{Var}_{\pi_+} (\sum_{j=1}^{m} \rho_j q_j)}{\sum_{j=1}^{m} \rho_j^2} \geq 1 - \Phi(1)^2 > 0.
\]
Together with \((6.16)\), this shows that \(\delta(\mathcal{E}_n^P(\Theta), \mathcal{E}_n^G(\Theta)) \geq \text{const.} \times (\sum_{j=1}^m \rho_j^2)^{1/2}\) and with \((6.11)\) this completes the proof for the lower bound of \(\delta(\mathcal{E}_n^P(\Theta), \mathcal{E}_n^G(\Theta))\). A similar argument holds for the deficiency \(\delta(\mathcal{E}_n^G(\Theta), \mathcal{E}_n^P(\Theta))\), replacing the prior \(\pi_+\) by \(\pi_-\).

**Proof of Theorem 4.** Recall that by assumption, \(\inf_{f\in \Theta} \inf_x f(x) \gg n^{-\beta/(\beta+1)}\). Since \(f \in \Theta \subset \mathcal{H}_\beta(R)\), \(f\) is also uniformly bounded and with Theorem 1,

\[
\Delta(\mathcal{E}_n^D(\Theta), \mathcal{E}_n^P(\Theta))^2 \lesssim n^{-\frac{2\beta}{2\beta+1}} \log^2 n \sup_{f \in \Theta} \int_0^1 \left( \frac{1}{f(x)} \wedge n^{\frac{\beta}{\beta+1}} \right)^{\frac{1}{2\beta+1}} dx \\
\ll n^{\frac{1-2\beta}{2\beta+1}} \sup_{f \in \Theta} \int_0^1 f(x)^{-\frac{2\beta+3}{2\beta+1}} dx.
\]

Using \((2.2)\) and that the Le Cam deficiency satisfies the triangle inequality, Theorem 3 implies

\[
\delta(\mathcal{E}_n^D(\Theta), \mathcal{E}_n^G(\Theta)) \geq \delta(\mathcal{E}_n^P(\Theta), \mathcal{E}_n^G(\Theta)) - \Delta(\mathcal{E}_n^D(\Theta), \mathcal{E}_n^P(\Theta)) \gtrsim n^{\frac{1-2\beta}{2\beta+1}} \sup_{f \in \Theta} \int_0^1 f(x)^{-\frac{2\beta+3}{2\beta+1}} dx \cdot \left(1/2\right).
\]

Similarly, we can obtain the same lower bound for the deficiency \(\delta(\mathcal{E}_n^G(\Theta), \mathcal{E}_n^D(\Theta))\) and this completes the proof.
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**Appendix**

**A  Proofs for Section 3**

**Proof of Theorem 3.** We first construct a Markov kernel that maps density estimation to the Poisson intensity model up to an error

\[
\delta(\mathcal{E}_n^D(\Theta_1^\beta(f_0)), \mathcal{E}_n^P(\Theta_1^\beta(f_0))) \lesssim n^{-\frac{2\beta}{2\beta+1}} \log^2 n \int_0^1 \left( \frac{1}{f_0(x)} \wedge n^{\frac{\beta}{\beta+1}} \right)^{\frac{1}{2\beta+1}} dx.
\]

(A.1)

Throughout the proof, we always consider the parameter space \(\Theta_1^\beta(f_0)\) and thus omit it in the notation, that is we write \(\mathcal{E}_n^P := \mathcal{E}_n^P(\Theta^\beta_1(f_0)), \mathcal{E}_n^P := \mathcal{E}_n^P(\Theta^\beta_1(f_0)), \ldots\) For \(\kappa_n := \sqrt{2n \log n}\), let \(N \sim \text{Poi}(n - \kappa_n)\) and define a new experiment \(\mathcal{G}^P_{n - \kappa_n}\) in which we observe \(N \wedge n\) i.i.d. random variables \(X_1, \ldots, X_{N \wedge n}\) with density \(f\). The Le Cam deficiency satisfies the triangle inequality and so

\[
\delta(\mathcal{E}_n^D, \mathcal{E}_n^P) \leq \delta(\mathcal{E}_n^D, \mathcal{G}^P_{n - \kappa_n}) + \delta(\mathcal{G}^P_{n - \kappa_n}, \mathcal{E}^P_{n - \kappa_n}) + \delta(\mathcal{E}^P_{n - \kappa_n}, \mathcal{E}_n^P) = (I) + (II) + (III).
\]
(I): Since $G_{n-\kappa_n}^P$ is not more informative than $E_n^D$, $\delta(E_n^D, G_{n-\kappa_n}^P) = 0$.

(II): Denote by $P_f^{X,N}$ the distribution of $(X_1, \ldots, X_{N\wedge n}, N)$ in experiment $G_{n-\kappa_n}^P$. Similarly, write $Q_f^{X,N}$ and $Q_f^{X[N]}$ for the distributions of $(X_1, \ldots, X_N, N)$ and $(X_1, \ldots, X_N)\mid N$ in experiment $E_{n-\kappa_n}^P$. If $N \leq n$, both experiments are equally informative. If $M$ denotes the Markov kernel adding $(N - n) \vee 0$ times the first observation,

$$P_f^{X,N} = MP_f^{X,N} = (X_1, \ldots, X_{N\wedge n}, X_1, \ldots, X_1, N).$$

Writing $P_f^{X[N]}$ for the conditional distribution given $N$,

$$\delta(G_{n-\kappa_n}^P, E_{n-\kappa_n}^P) = \inf_M \sup_f \|MP_f^X - Q_f^X\|_{TV} \leq \sup_f E[\|P_f^{X[N]} - Q_f^{X[N]}\|_{TV}\mid N] \leq P(N > n).$$

With Lemma 8 (iii), we can further bound the right-hand side by $4/n$.

(III): Let $L_n := n^{-1} \log n$ and $c := (4C) \vee (4C)^{(2\beta+1)/(\beta+1)}$ with $C$ the constant in the definition of $\Theta_1^\beta(f_0)$. Recall that $N \sim \text{Poi}(n - \kappa_n)$. In experiment $E_m^P$ we observe a Poisson process on $[0, 1]$ with intensity $mf$. Adding an independent Poisson process with intensity $\kappa_n \tilde{f}_0$, where $\tilde{f}_0 = f_01(f_0(x) \geq cL_n^{\beta/(\beta+1)})$, we observe in experiment $E_{n-\kappa_n}^P$ a Poisson process with intensity $(n - \kappa_n)f + \kappa_n \tilde{f}_0$. Due to the choice of the constant $c$, we have $|f(x) - f_0(x)| \leq CL_n^{\beta/(\beta+1)} + C(L_n f_0(x))^{\beta/(2\beta+1)} \leq \frac{1}{4} f_0(x) + \frac{1}{4} f_0(x) \leq \frac{1}{2} f_0(x)$ whenever $f_0(x) \geq cL_n^{\beta/(\beta+1)}$ and $f \in \Theta_1^\beta(f_0)$. This implies in particular that under these conditions $\tilde{f}(x) \geq \frac{1}{2} f_0(x)$. Using the Hellinger bound for two Poisson processes in Lemma 11 (i), uniformly over $f \in \Theta_1^\beta(f_0)$,

$$\delta(E_{n-\kappa_n}^P, E_n^P)^2 \leq \int \left( \sqrt{(n - \kappa_n)f(x) + \kappa_n \tilde{f}_0(x)} - \sqrt{n\tilde{f}(x)} \right)^2 dx$$

$$\leq \frac{\kappa_n^2}{n} \int f(x) \left( 1 \left(f_0(x) < cL_n^{\beta/(\beta+1)} \right) + \frac{(f_0(x) - f(x))^2}{f(x)} \right) dx$$

$$\leq \log n \int \frac{1}{0} L_n^{\beta/(\beta+1)} \left( f_0(x) < cL_n^{\beta/(\beta+1)} \right) + \frac{(L_n f_0(x))^{2\beta/(2\beta+1)}}{f_0(x)} 1 \left(f_0(x) \geq cL_n^{\beta/(\beta+1)} \right) dx$$

$$\leq \log n \int \frac{1}{0} L_n^{\beta/(\beta+1)} \wedge L_n^{2\beta/(2\beta+1)} f_0(x)^{\beta/(\beta+1)} dx$$

$$\leq n^{-2\beta/(2\beta+1)} \log^2 \int \frac{1}{0} \left( \frac{1}{f_0(x)} \wedge n^{\beta/(\beta+1)} \right)^{2\beta/(\beta+1)} dx.$$

The upper bounds derived in (I) – (III) imply (A.1). Estimating $\delta(E_n^D, E_n^P)$ from above can be done using the same arguments and leads to exactly the same rate in the upper bound. Since $\Delta(E_n^D, E_n^P) = \delta(E_n^D, E_n^P) \vee \delta(E_n^P, E_n^D)$, the proof is complete.
B Additional proofs for Theorem 3

In this section, we provide proofs for the propositions occurring in the proof of Theorem 3.

**Lemma 4.** Suppose that \( f_0 \in H^\beta (R') \) and let \( f_0 = f_0 + f_0 \sum_{j=1}^{m} \theta_j \psi_j \) with \( \psi_j \) as defined in (6.2). Assume that \( \inf_x f_0(x) \gg n^{-\frac{\beta}{\beta+1}} \). For any \( R > R' \), there exist \( \alpha_0 > 0 \) and \( n_0 \) such that for any \( n \geq n_0 \), whenever \( \alpha \) in the definition of \( \psi_j \) in (6.2) is smaller than \( \alpha_0 \),

\[
 f_\theta \in H^\beta (R), \quad \theta \in \{-1, 1\}^m.
\]

**Proof.** The \( \lesssim \) symbol is used as in Theorem 3. Throughout the proof all statements are considered to hold for sufficiently large \( n \).

Let \( \delta > 0 \) be arbitrary. In (i) we check that for sufficiently large \( n \), \( \| f_\theta \|_\infty + |f_\theta|_{C^\beta} \leq \| f_0 \|_\infty + |f_0|_{C^\beta} + 2\delta \) and in (ii) we verify that for sufficiently large \( n \), \( |f_\theta|_{H^\beta} \leq |f_0|_{H^\beta} + \delta \) and \( \| f_\theta \|_{(\beta)} \|_{\infty} \leq \| f_0 \|_{(\beta)} \|_{\infty} + \delta \). Putting all the bounds together, we find that for sufficiently large \( n \), (i) and (ii) imply \( \| f_\theta \|_{H^\beta} \leq \| f_0 \|_{H^\beta} + 4\delta \). Since \( \delta > 0 \) was arbitrary, this then gives the result.

Throughout the proof of (i) and (ii), we use freely the inequalities (6.3) and \( \max_{j=1,...,m} \Delta_j^\beta f_0(x_{j-1}) \to 0 \), which is a consequence of \( \inf_x f_0(x) \gg n^{-\beta/(\beta+1)} \).

(i): Recall that \( \| f \|_{C^\beta} = \| f \|_\infty + \| f(\beta) \|_\infty + \| f \|_{C^\beta} \). Since \( \| f_\theta \|_{C^\beta} \leq \| f_0 \|_{C^\beta} + \| f_0 \sum_{j=1}^{m} \theta_j \psi_j \|_{C^\beta} \), it remains to show that \( \| f_0 \sum_{j=1}^{m} \theta_j \psi_j \|_\infty \leq \delta \). By (6.4) and due to the disjoint support of \( \psi_j \) for different \( j \), \( \| f_0 \sum_{j=1}^{m} \theta_j \psi_j \|_\infty \leq \delta \). In the next step we show that \( \| f_0 \sum_{j=1}^{m} \theta_j \psi_j \|_{C^\beta} \leq \delta \).

By definition, the derivatives of the kernel function \( K \) in the definition of \( \psi_j \) in (6.2) vanish on the boundary points \( u \in \{0, 1\} \) and so \( \langle f_0 \sum_{j=1}^{m} \theta_j \psi_j \rangle (x) = 0 \), whenever \( x = x_j \) with \( j = 0, 1, \ldots, m \). Thus, if \( x \in [x_{j-1}, x_j] \) and \( y \in [x_{j'-1}, x_{j'}] \) with \( j \leq j' \),

\[
 |(f_0 \sum_{j=1}^{m} \theta_j \psi_j(\beta))(x) - (f_0 \sum_{j=1}^{m} \theta_j \psi_j(\beta))(y)| \\
 \leq |(f_0 \psi_j(\beta))(x) - (f_0 \psi_j(\beta))(y)| + |(f_0 \psi_{j'}(\beta))(x_{j'-1}) - (f_0 \psi_{j'}(\beta))(y)|.
\]

Together with the inequality \( x^\gamma + y^\gamma \leq 2^{1-\gamma}(x+y)^\gamma \) for \( 0 < \gamma \leq 1 \), which is a consequence of the concavity of \( x \mapsto x^\gamma \), \( 0 < \gamma \leq 1 \), it follows that if the Hölder seminorm on each interval \( [x_{j-1}, x_j] \) is bounded by \( \delta/2 \), then the global Hölder seminorm is less than \( \delta \). It is thus enough to show \( |f_0 \psi_j|_{C^\beta} \leq \delta/2 \).

For \( \beta \leq 1 \), with (4.4) and (6.4), \( |f_0 \psi_j|_{C^\beta} \leq 2|f_0(x_{j-1})|\psi_j|_{C^\beta} + |f_0|_{C^\beta} \| \psi_j \|_\infty \lesssim \alpha \leq \alpha_0 \). Choosing \( \alpha_0 \) small gives \( |f_0 \psi_j|_{C^\beta} \leq \delta/2 \). Now suppose \( \beta > 1 \). The proof that \( |f_0 \psi_j|_{C^\beta} \leq \delta/2 \) follows along the lines of the proof of Lemma 2 in [30]. For the convenience of the reader, we nevertheless give the full proof here and only refer to [30] for a more detailed exposition. With
If where the second sum is over the same set of integers as above.

\[ (K \circ v_j)^{(q)} = \sum c_{m_1,...,m_q}(K^{(M_q)} \circ v_j) \prod_{s=1}^{q} (v_j^{(s)})^{m_s} = \sum c_{m_1,...,m_q} \frac{K^{(M_q)} \circ v_j}{F_j^{M_q}} \prod_{s=1}^{q} (f_j^{(s-1)})^{m_s}, \]

where the sum is over all non-negative integers \( m_1, \ldots, m_q \) with \( m_1 + 2m_2 + \ldots + qm_q = q \), \( M_q := \sum_{\ell=1}^{q} m_\ell \), and \( c_{m_1,...,m_q} \) are suitable coefficients. The \( r \)-th derivative of \( f_0 \psi_j \) can thus be rewritten as

\[
\frac{\alpha \gamma_j \Delta_j^\beta}{f_0(x_j-1)} ((K \circ v_j)f_0^{(r)}) + \sum_{q=1}^{r} \sum_{r} \left( \frac{r}{q} \right) c_{m_1,...,m_q} \frac{K^{(M_q)} \circ v_j}{F_j^{M_q}} \prod_{s=1}^{q} (f_j^{(s-1)})^{m_s} \]

where the second sum is over the same set of integers as above.

If \( x, y \in [x_{j-1}, x_j] \), then by (6.3), \( |K^{(q)}(v_j(x)) - K^{(q)}(v_j(y))| \lesssim (\Delta_j^{-1}|x - y|)^{\beta - r} \) for any \( q = 0, \ldots, r \). By definition, \( f_0 \in \mathcal{H}^\beta(R') \) implies that \( |f_0^{(r)}(x)| \leq R^{\frac{r}{\sigma}}|f_0(x)|^{\frac{\beta - r}{\sigma}} \) for all \( r = 1, \ldots, [\beta] \) and all \( x \in [0, 1] \). Without loss of generality, we may assume that \( x < y \). Using Lemma 4 and the mean value theorem, we can argue as for Equation (3.5) in [33] and find for \( s \leq [\beta] - 1 \) and some \( \xi \in [x, y] \),

\[
|f_0^{(s)}(x)^{m_s} - f_0^{(s)}(y)^{m_s}| \leq m_s f_0^{(s+1)}(\xi) (\Delta_j^{-1}|x - y|)^{\beta - r} \lesssim R^{s+1} f_0(x_j-1)^{-\frac{1}{\beta} + \frac{\beta - r}{\sigma}} \Delta_j^{-1}|x - y|^{\beta - r}
\]

In order to control \(|(f_0 \psi_j)^{(r)}(x) - (f_0 \psi_j)^{(r)}(y)|\), we rewrite this expression using (B.1) with \( r = [\beta] \) and control each factor separately, applying the inequality \(|ab - a'b| \leq |a - a'| |b| + |a'||b - b'| \) which holds for any \( a, a', b, b' \in \mathbb{R} \). This gives

\[
|f_0 \psi_j|_{C^\beta} \lesssim \alpha \sum_{q} \left( \frac{\Delta_j^\beta}{f_0(x_j-1)} \right)^{\frac{r - M_q}{\beta}} \lesssim \alpha,
\]

where for the second step we used \( \max_j \Delta_j^\beta / f_0(x_j-1) \to 0 \). Thus, \( |f_0 \psi_j|_{C^\beta} \lesssim \delta/2 \) for \( \alpha \) small and all sufficiently large \( n \).

(ii): We first show that \( |f_0|_{\mathcal{H}^\beta} \leq |f_0|_{\mathcal{H}^\beta} + \delta \). Equation (6.4) implies \( |f_0(x)/f_0(x)| = |1 + \sum_{j=1}^m \theta_j \psi_j(x)| = 1 + o(1) \), uniformly over \( x \). It is thus enough to prove \( |f_0^{(r)}(x)| \leq (|f_0|_{\mathcal{H}^\beta} + \delta/2)^{\frac{r}{\sigma}} |f_0(x)|^{\frac{\beta - r}{\sigma}} \) for \( r = 1, \ldots, [\beta] \). If for any \( r = 1, \ldots, [\beta] \),

\[
|(f_0 \psi_j)^{(r)}(x)| \leq [ (R + \delta/2)^{\frac{r}{\sigma}} - R^{\sigma/\beta} ] |f_0(x)|^{\frac{\beta - r}{\sigma}}, \text{ for all } x \in [x_{j-1}, x_j], \quad j = 1, \ldots, m.
\]

then, since \( x \mapsto (x + b)^\alpha - x^\alpha \) for \( b, x > 0 \) and \( 0 < \alpha \leq 1 \) is monotone decreasing and \( |f_0^{(r)}(x)| \leq |f_0|_{\mathcal{H}^\beta} |f_0(x)|^{\frac{\beta - r}{\sigma}} \) by assumption,

\[
|f_0^{(r)}(x)| \leq |f_0^{(r)}(x)| + (|f_0 \psi_j)^{(r)}(x)| \leq (|f_0|_{\mathcal{H}^\beta} + \delta/2)^{\frac{r}{\sigma}} |f_0(x)|^{\frac{\beta - r}{\sigma}}.
\]
It thus remains to show (B.2). To see this, use (B.1) and \( f_0 \in \mathcal{H}^3(R') \). This yields
\[
\|f_0 \psi_j \|^r \leq \sum_{q} \left( \Delta_j f_0^r \right)^{3/2} \left( \log(1 + b) \right)^{3/2},
\]
which implies (B.2) for sufficiently large \( n \) since \( M_q \leq |\beta| < \beta \) and \( \max_j \Delta_j^3 / f_0(x_j-1) \to 0 \). The previous step also shows that \( \|f_\theta^{(\beta)}\|_\infty \leq \|f_0^{(\beta)}\|_\infty + \delta. \)

\[\square\]

**Proof of Proposition 5**

We use \( \lesssim, \gtrsim \) and the big-O notation in the same way as in Theorem 3.

**Expansion of \( q_{\pm,j}(\theta_0^j) \):** Recall that \( f_\theta = f_0(1 + \sum_{j=1}^m \theta_j \psi_j) \) and that the \( \psi_j \) have disjoint support. Using the identity \( \sqrt{z} - 1 = \frac{1}{2}(z - 1) - \frac{1}{8}(z - 1)^2 + \frac{1}{32}(z - 1)^3(3 + \sqrt{z})/(\sqrt{z} + 1)^3 \) for \( z = 1 + \theta_j \psi_j(x) \) and \( z = 1 + \theta_0^j \psi_j(x) \), together with \( \mu_{j,2} = \alpha^2/n \) and (6.4), we find for \( \theta_j \neq \theta_0^j \),
\[
D_j := n \int_{x_{j-1}}^{x_j} \left( \sqrt{f_\theta(x)} - \sqrt{f_\theta(x)} \right)^2 dx = \alpha^2 + O(n \mu_{j,4})
\]
and in particular, \( D_j \gtrsim \alpha^2/2 \) for all \( j \) if \( n \) is large enough. Therefore, by Taylor expansion and straightforward computations,
\[
q_{\pm,j}(\theta_0^j) = Q_{\theta_0}(Q_j(\theta_0^j)) \geq e^{\pm 2a\theta_0^j} = \Phi(-D_j^{1/2} + \alpha \theta_0^j D_j^{-1/2}) = \Phi(-\alpha) + O\left(\frac{\alpha^2}{n F_j}\right),
\]
which proves the first part of the proposition.

**Expansion of \( p_{\pm,j}(\theta_0^j) \):** Throughout this part of the proof we make freely use of the inequalities (6.3) and (6.4). For a real number \( b \) with \( 1 - |b| > 0 \), consider the difference \( \log(1 + b) - \log(1 - b) \). By a fourth order Taylor expansion of both log terms around one, we find
\[
|\log(1 + b) - \log(1 - b) - 2b| \leq \frac{2}{3}|b|^3 + \frac{|b|^4}{2(1 + |b|)^4}.
\]
Recall the definition of \( P_j(\theta_j) \) in (6.13). With \( b = \theta_j \psi_j(X_1^{(j)}) \), the likelihood ratio for \( \theta_j \) in the Poisson experiment \( \mathcal{E}_n \) is
\[
P_j(\theta_j) = \exp \left( r_{j,n} + (\theta_j - \theta_0^j) \sum_{i=1}^{N_j} \psi_j(X_i^{(j)}) \right), \tag{B.3}
\]
for a suitable remainder term \( r_{j,n} \) satisfying \( |r_{j,n}| \lesssim N_j \psi_j \|_\infty^3 \). Due to (6.4), there is a constant \( c_r \) such that
\[
|r_{j,n}| \leq 2c_r N_j \alpha^3 (n F_j)^{-3/2}
\]
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(the factor 2 allows us to simplify expressions later). Define $E_j := E_{\theta_0}[\psi_j(X_1^{(j)})]$ and $s_j := \text{Std}_{\theta_0}(\psi_j(X_1^{(j)}))$. Let

$$\xi_j = \sqrt{N_j} \frac{1}{s_j} \sum_{i=1}^{N_j} \psi_j(X_i^{(j)}) - E_j$$

and observe that

$$E_j = \frac{1}{F_j} \int \psi_j(x)f_0(x)(1 + \sum_{j=1}^{m} \theta_j^0 \psi_j(x))dx = \frac{\alpha^2}{nF_j} \theta_j^0$$

and

$$s_j^2 = F_j^{-1} \int \psi_j^2(x)f_0(x)(1 + \sum_{j=1}^{m} \theta_j^0 \psi_j(x))dx - E_j^2 = \frac{\alpha^2}{nF_j} + \frac{\mu_{j,3}}{F_j^3} \theta_j^0 - \frac{\alpha^4}{(nF_j)^2},$$

implying for sufficiently large $n$,

$$\frac{\alpha}{2\sqrt{nF_j}} \leq s_j \leq \frac{2\alpha}{\sqrt{nF_j}} \quad \text{for all } j = 1, \ldots, m. \quad (B.4)$$

Since $(1 + x)^{-1/2} = 1 - x/2 + O(x^2)$ for $|x| \leq 1/2$, we also have

$$\frac{\alpha}{\sqrt{nF_j s_j}} = (1 + n\mu_{j,3} \alpha^{-2} \theta_j^0 - \alpha^2/nF_j)^{-1/2} = 1 - \frac{n\mu_{j,3} \theta_j^0}{2\alpha^2} + O\left(\frac{\alpha^2}{nF_j}\right). \quad (B.5)$$

The $r$-th central moment of $\theta_j^0 \psi_j(X_1^{(j)})$ will be denoted by $m_{j,r}$. With (B.5),

$$\frac{m_{j,3}}{s_j^3} = \frac{\theta_j^0 E_{\theta_0}[\psi_j(X_1^{(j)})]^3 - 3E_{\theta_0}[\psi_j(X_1^{(j)})^2]E_j + 2E_j^3}{s_j^3}$$

$$= \frac{\theta_j^0 \mu_{j,3}}{F_j s_j^3} + O\left(\alpha/(nF_j)^{1/2}\right)$$

$$= \frac{\theta_j^0 \mu_{j,3}}{nF_j^{3/2}} \sqrt{F_j} \alpha^{-3} + O\left(\alpha/(nF_j)^{1/2}\right) \quad (B.6)$$

and with (6.7), $\max_j m_{j,r}/s_j^r \lesssim \max_j E_{\theta_0}[\psi_j(X_1^{(j)})^r]/s_j^r \lesssim 1$. We can further rewrite (B.3) as

$$P_j(-\theta_j^0) = \exp\left(r_{j,n} - 2\sqrt{N_j s_j} \theta_j^0 \xi_j - N_j^2 \frac{2\alpha^2}{nF_j}\right). \quad (B.7)$$

For $\ell = 1, 2$, let

$$B_{j,n}^{(\ell)} := -\frac{\alpha^2 \sqrt{N_j}}{nF_j s_j} + (-1)^{\ell} \frac{c_\ell \alpha^3 \sqrt{N_j}}{(nF_j)^{3/2} s_j} + \frac{\alpha \theta_j^0}{\sqrt{N_j s_j}}$$

$$= -\frac{\alpha^2 \sqrt{N_j}}{nF_j s_j} + (-1)^{\ell} \frac{c_\ell \alpha^3 \sqrt{N_j}}{(nF_j)^{3/2} s_j} + \frac{\alpha \theta_j^0}{\sqrt{N_j s_j}}$$

$$= -\frac{\alpha^2 \sqrt{N_j}}{nF_j s_j} + (-1)^{\ell} \frac{c_\ell \alpha^3 \sqrt{N_j}}{(nF_j)^{3/2} s_j} + \frac{\alpha \theta_j^0}{\sqrt{N_j s_j}}$$
and observe that the only randomness in \( B_{j,n}^{(1)} \) comes from \( N_j \). Recall that \( \hat{P}_{j} \neq \theta_j \) if \( P_j(\hat{P}_{j}) \geq e^{\pm 2\alpha \theta_j} \). Due to \( \text{(B.7)} \), we therefore have \( \hat{P}_{j} \neq \theta_j \) if \( r_{j,n} - 2\theta_j \sqrt{N_j s_j \xi_j} - 4\alpha^2 N_j (nF_j(f_{b_0}))^{-1} > \pm 2\alpha \theta_j \) and thus

\[
P_{b_0}(\theta_j^0 \xi_j \leq B_{j,n}^{(1)}) \leq p_{j,\pm}(\theta_0) \leq P_{b_0}(\theta_j^0 \xi_j < B_{j,n}^{(1)}).
\]

In the next step, we show that for \( \ell = 1, 2 \), \( P_{b_0}(\theta_j^0 \xi_j < B_{j,n}^{(1)}) = \Phi(-\alpha \pm \theta_j^0) \pm \nu_j,3/(6\alpha^2) \phi(-\alpha \pm \theta_j^0) + O(\alpha^2/\sqrt{nF_j}) \). To do that we need the following Edgeworth expansion, which is a simplification of Petrov \( \text{[27], p.159} \) with \( k = 3 \).

**Theorem 8.** Let \((Y_i)_{i=1}^{M} \) be i.i.d. random variables with \( EY_1 = 0, \sigma := \text{Std}(Y_1) \) and \( E[Y_1^4] < \infty \). Let \( v(t) = Ee^{itY_1} \) and denote by \( G \) the c.d.f. of \( \xi = M^{-1/2} \sum_i Y_i/\sigma \). There exists an absolute constant \( C' \) such that for any \( t \in \mathbb{R} \),

\[
|G_M(t) - \Phi(t) - \frac{1}{\sqrt{M}} \frac{E[Y_1^3]}{6\sigma^3}(1 - t^2)\phi(t)| \leq C \frac{E[Y_1^4]}{\sigma^4 M} + C \left( \sup_{|u| \geq \sigma^2/(12E[Y_1^3])} |v(u)| + \frac{1}{2M} \right)^M M^6.
\]

To compute \( P_{b_0}(\theta_j^0 \xi_j \leq B_{j,n}^{(1)}) \), we first condition on \( N_j \). The bounds below are only useful if \( N_j > 0 \) and we will later see that this is enough. Using Theorem 8 there exists a constant \( C' \) such that

\[
|P_{b_0}(\theta_j^0 \xi_j \leq y|N_j) - \Phi(y) - \frac{m_{j,3}}{6\sqrt{N_j} s_j^3}(1 - y^2)\phi(y)| \leq C' \frac{m_{j,3}}{\sigma^2 N_j} + C \left( \sup_{|t| \geq \delta_j} |v_j(t)| + \frac{1}{2N_j} \right)^{N_j} N_j^6
\]

with \( |v_j(t)| = |E_{\theta_0} \exp(it\psi_j(X_1^{(j)} - E_j))| = |E_{\theta_0} \exp(it\psi_j(X_1^{(j)}))| \) and \( \delta_j = s_j^2/(12\sqrt{m_{j,6}}) \).

**Lemma 5.** For \( n \) sufficiently large, there exists a constant \( L < 1 \) such that \( \max_j \sup_{|t| \geq \delta_j} |v_j(t)| \leq L < 1 \).

**Proof.** To simplify the proof, write \( \kappa_j = \alpha \gamma_j \Delta_j^2/f_0(x_{j-1}) \) and observe that with \( \text{(B.4)} \), \( \kappa_j \propto s_j \). Let \( W \) be a random variable with Lebesgue density \( f_W \) and \( V = g(W) \) for a continuously differentiable function \( g \). Let \( v \) be such that for all \( w \in g^{-1}(v) \) the derivative \( g'(\omega) \) is non-zero. For such a \( v \), the density \( f_V \) of \( V \) is given by

\[
f_V(v) = \sum_{w \in g^{-1}(v)} \frac{f_W(w)}{|g'(w)|}.
\]

Since \( K \) is by assumption continuously differentiable and \( K'(u) = 0 \) for only finitely many different values of \( u \in [0,1] \), the density of \( \psi_j(X_1^{(j)}) \) with \( X_1^{(j)} \) generated from \( P_{b_0} \) contained in the support \( [\kappa_j \inf K, \kappa_j \sup K] \) and almost everywhere bounded from below by

\[
\inf_{x \in [x_{j-1},x_j]} \frac{f_{b_0}(x)}{\kappa_j K'(x)} f_0(x).
\]
By (6.4), we have that for sufficiently large $n$ this is lower bound by $1/(2\kappa_j\|K'\|_\infty)$. Subtracting and adding $1/(2\kappa_j\|K'\|_\infty)$ to the density, we obtain for the characteristic function,

$$
|v_j(t)| \leq 1 - \frac{\sup K - \inf K}{2\|K'\|_\infty} + \frac{1}{2\kappa_j\|K'\|_\infty} |\int_{\kappa_j\inf K}^{\kappa_j\sup K} e^{itu} \, du| \\
= 1 - \frac{\sup K - \inf K}{2\|K'\|_\infty} + \left|\sin(t\kappa_j(\sup K - \inf K)/2)\right|.
$$

Observe that $\delta_j = 1/(12s_j\sqrt{m_{j,6}/s_j^6}) \gtrsim 1/s_j \gtrsim 1/\kappa_j$ and therefore there exits a positive constant that does not depend on $j$ such that $\sup_{|t|\geq \delta_j} |v_j(t)| \leq \sup_{|\kappa_j|\geq c>0} |v_j(t)|$. Since the sinc-function $\sin(x)/x$ is smaller than one whenever $x$ is bounded away from zero, this implies $\max_j \sup_{|\kappa_j|\geq c>0} |v_j(t)| \leq L < 1$. \hfill \Box

As a consequence of the previous lemma, we obtain

$$
|P_{\theta_\circ}(\theta_0^j\xi_j \leq y|N_j) - \Phi(y) - \frac{m_{j,3}}{6\sqrt{N_j}s_j^3} (1 - y^2)\phi(y)| \lesssim \frac{1}{N_j}. \tag{B.8}
$$

For any real numbers $y, z$, there exist $\eta, \eta', \eta'' \in \mathbb{R}$ such that by Taylor expansion $\Phi(y) = \Phi(z) + (y - z)\phi(z) + \frac{1}{2}(y - z)^2\phi'(\eta) + (\eta - z)\phi(z) + (y - z)(2\eta''\phi(\eta'') + \langle \eta'' \rangle^2\phi'(\eta''))$. Together with $\max_j m_{j,3}/s_j^3 \lesssim 1$ this yields

$$
|P_{\theta_\circ}(\theta_0^j\xi_j \leq y|N_j) - \Phi(z) - (y - z)\phi(z) - \frac{m_{j,3}}{6\sqrt{N_j}s_j^3} (1 - z^2)\phi(z)| \lesssim \frac{1}{N_j} + (y - z)^2. \tag{B.8}
$$

In the next step, we show that

$$
|B_{j,n}^{(\ell)} + \alpha \pm \theta_0^j| \lesssim \frac{n\mu_{j,3}}{2\alpha^2} + \frac{\alpha^2 + \alpha \theta_0^j}{\sqrt{nF_js_j}} \frac{N_j - nF_j}{2nF_j} \lesssim \sqrt{N_j}\frac{\alpha^2}{nF_j} + \frac{|N_j - nF_j|^2}{(nF_j)^2}\left(1 + \frac{\sqrt{nF_j}}{\sqrt{N_j}}\right) + \frac{\alpha^2}{\sqrt{nF_j}}. \tag{B.9}
$$

For that, decompose $B_{j,n}^{(\ell)} + \alpha \pm \theta_0^j$ into

$$
(-1)^{\ell}c_\circ \alpha^3\sqrt{N_j}\frac{\alpha^2}{(nF_j)^{3/2}s_j} - \frac{\alpha^2}{\sqrt{nF_js_j}} \left(\frac{\sqrt{N_j}}{\sqrt{nF_j}} - 1\right) + (\alpha \pm \theta_0^j) \left(1 - \frac{\alpha}{\sqrt{nF_js_j}}\right) \pm \frac{\alpha \theta_0^j}{\sqrt{nF_js_j}} \left(1 - \frac{\sqrt{nF_j}}{\sqrt{N_j}}\right). \tag{B.10}
$$

Using (B.4), the first term is of order $\sqrt{N_j}\alpha^2/(nF_j)$. Applying the identity $\sqrt{z} - 1 = \frac{1}{2}(z - 1) - \frac{1}{4}(z - 1)^2/(\sqrt{z} + 1)^2$ to $z = N_j/(nF_j)$,

$$
\frac{\sqrt{N_j}}{\sqrt{nF_j}} - 1 = \frac{N_j - nF_j}{2nF_j} + O\left(\frac{(N_j - nF_j)^2}{(nF_j)^2}\right), \tag{B.11}
$$
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which controls the second term in (B.10). For the last term, using $1 - z^{-1/2} = \sqrt{z} - 1 - (\sqrt{z} - 1)^2 / \sqrt{z}$ together with (B.11) gives

$$1 - \frac{\sqrt{nF_j}}{\sqrt{N_j}} = \frac{N_j - nF_j}{2nF_j} + O\left(\frac{(N_j - nF_j)^2}{(nF_j)^2} \left(1 + \frac{\sqrt{nF_j}}{\sqrt{N_j}}\right)\right).$$

Finally, the third term of (B.10) can be controlled with (B.5) and this proves (B.9).

Using (6.4), $P(N_j = 0) = \exp(-nF_j)$ decreases faster to zero than any power of $1/(nF_j)$.

Considering each term in (B.9) individually using Lemma 8(ii), that $E N_j^{1/2} \leq [E N_j]^{1/2}$ and the Cauchy-Schwarz inequality gives

$$E_{\theta_0}[B_{j,n}(N_j > 0)] = -\alpha \mp \theta_0^0 \pm \frac{n\mu_j,3}{6\alpha^2} + O\left(\frac{\alpha^2}{\sqrt{nF_j}}\right).$$

and $E_{\theta_0}[(B_{j,n}^0 + \alpha \mp \theta_0^0)^2]1(N_j > 0) \approx 1/(nF_j)$. Applying this to (B.8) with $y = B_{j,n}^0$ and $z = -\alpha \mp \theta_0^0$, using (6.4), (B.4) and the expression for the standardized cumulant $m_j,3/s_j^3$ in (B.6) gives

$$E_{\theta_0}[P(\theta_0^j \xi_j \leq B_{j,n}^0 | N_j)] = E_{\theta_0}[P(\theta_0^j \xi_j \leq B_{j,n}^0 | N_j)1(N_j > 0)] + O(e^{-nF_j})$$

$$= \Phi(-\alpha \mp \theta_0^0) \pm \frac{n\mu_j,3}{6\alpha^2} \psi(-\alpha \mp \theta_0^0) + O(\alpha^2/\sqrt{nF_j}).$$

This finally yields

$$p_{\pm,j}(\theta_0^0) = \Phi(-\alpha \mp \theta_0^0) \pm \frac{n\mu_j,3}{6\alpha^2} \psi(-\alpha \mp \theta_0^0) + O(\alpha^2/\sqrt{nF_j}),$$

which completes the proof of the second assertion of the proposition.

**Remaining proofs**

**Proof of Proposition 8** We first prove that $\tilde{\theta}^P_{\pm}$ is a Bayes estimator in the Poisson model. Denote by $P^n_\theta$ the density of $P^n_\theta$ with respect to some dominating measure $\mu$. In step (i), we prove that any estimator

$$\tilde{\theta} \in \arg\max_{\theta \in \Theta} \sum_{\rho(\theta, \theta') \leq A} p_{\theta'} \pi_{\pm}(\theta')$$

is a Bayes estimator. In step (ii), we show that $\tilde{\theta}^P_{\pm}$ is always contained in the argmax.

(i): Observe that

$$\inf_{\tilde{\theta}} \sum_{\theta_0 \in \Theta} P^n_{\theta_0}(\rho(\tilde{\theta}, \theta_0) \geq A) \pi_{\pm}(\theta_0) = 1 - \sup_{\tilde{\theta}} \int \sum_{\theta_0 \in \Theta} 1(\rho(\tilde{\theta}, \theta_0) < A) p_{\theta_0} \pi_{\pm}(\theta_0) d\mu.$$
Now $\sum_{\theta_0 \in \Theta} 1(\rho(\tilde{\theta}, \theta_0) < A)p_{\theta_0}\pi_\pm(\theta_0) \leq \sup_\theta \sum_{\theta_0 \in \Theta} 1(\rho(\theta, \theta_0) < A)p_{\theta_0}\pi_\pm(\theta_0)$, which does not depend on $\tilde{\theta}$ anymore. The upper bound is attained by any estimator $\tilde{\theta}$ satisfying (B.12).

(ii): Let $\hat{\theta}$ be an arbitrary estimator. If $L = \sum_{j=1}^m 1(\hat{\theta}^{\pm}_{r, j} \neq \hat{\theta}_j)$ is positive, we can find a sequence of estimators $\hat{\theta}_0 := \tilde{\theta}, \hat{\theta}_1, \ldots, \hat{\theta}_{L-1}, \hat{\theta}_L := \hat{\theta}^{P}_{r, j}$ such that for any $r = 1, \ldots, L$, $\hat{\theta}_r$ and $\hat{\theta}_{r-1}$ differ in exactly one entry. Write $U_r = \{\theta : \rho(\hat{\theta}_r, \theta) \leq A\}$. It is enough to prove that the sequence

$$\sum_{\theta \in U_r} \pi_\pm(\theta)p_{\theta}, \quad r = 0, \ldots, L$$

is monotone increasing in $r$. Let $\theta = (\theta_1, \ldots, \theta_m)$ and observe that by (6.13) the densities $p_{\theta}$ and the priors $\pi_\pm$ factorize with respect to the components $\theta_j$, that is $p_{\theta} = \prod_{j=1}^m p_{\theta_j}$ and $\pi_\pm(\theta) = \prod_{j=1}^m \pi_\pm(\theta_j)$. Going from $\hat{\theta}_r$ to $\hat{\theta}_{r+1}$ we increase one of the factors, say the first one. It thus remains to show that

$$\sum_{\theta \in U_r} \pi_\pm(\theta_1)p_{\theta_1}\pi_\pm(\theta_2)p_{\theta_2} \cdots \pi_\pm(\theta_m)p_{\theta_m} \leq \sum_{\theta \in U_{r+1}} \pi_\pm(\theta_1)p_{\theta_1}\pi_\pm(\theta_2)p_{\theta_2} \cdots \pi_\pm(\theta_m)p_{\theta_m} = \sum_{\theta \in U_r} \pi_\pm(-\theta_1)p_{-\theta_1}\pi_\pm(\theta_2)p_{\theta_2} \cdots \pi_\pm(\theta_m)p_{\theta_m}.$$ 

If $(\theta_1, \theta_2, \ldots, \theta_m)$ and $(-\theta_1, \theta_2, \ldots, \theta_m)$ are both elements of $U_r$, the respective terms cancel in both sums. We are thus left with the case that $(\theta_1, \theta_2, \ldots, \theta_m) \in U_r$ and $(-\theta_1, \theta_2, \ldots, \theta_m) \notin U_r$. In this case, we must have $\sum_{j=1}^m p_{\theta_j} |\hat{\theta}_j - \theta_j| \leq 2A$ and $\rho_1 |\hat{\theta}_1^P - \theta_1| + \sum_{j=2}^m p_{\theta_j} |\hat{\theta}_j - \theta_j| > 2A$, implying $\theta_1 = \hat{\theta}_1^P$. Since by construction $\pi_\pm(\theta_1)p_{\theta_1} \leq \pi_\pm(\hat{\theta}_1^P)p_{\hat{\theta}_1^P}$, we finally see that (B.13) is monotone increasing in $r$ and this completes the proof of (ii).

The same arguments hold for the Gaussian experiment, proving that $\hat{\theta}^G_{\pm}$ are Bayes estimators as well.

**Proof of Lemma 3** By Remark 1 it is enough to prove the result for $p_j = q_j + q_j(1 - q_j)\omega\beta_j$.

Define the set $V := \{I \subset \{1, \ldots, m\} : \sum_{j=1}^m \beta_j > A\}$ and notice that

$$\mathbb{P}(\sum_{j=1}^m \beta_j Z_j(p_j) > A) = \sum_{V \in \mathcal{V}} \prod_{j \in V} p_j \prod_{j \in V^c} (1 - p_j) \geq \mathbb{P}(\sum_{j=1}^m \beta_j Z_j(q_j) > A) \inf_{V \in \mathcal{V}} \prod_{j \in V} \frac{p_j}{q_j} \prod_{j \in V^c} \frac{1 - p_j}{1 - q_j}.$$ 

Moreover, for any $V \in \mathcal{V}$,

$$R(V) := \log \prod_{j \in V} \frac{p_j}{q_j} \prod_{j \in V^c} \frac{1 - p_j}{1 - q_j} = \sum_{j \in V} \log (1 + (1 - q_j)\omega\beta_j) + \sum_{j \in V^c} \log (1 - q_j\omega\beta_j).$$
For $0 \leq x \leq 1/2$, $\log(1 + x) \geq x - x^2/2$ and $\log(1 - x) \geq -x - 2x^2$. Since $\omega \leq 1/2$,

$$R(V) \geq \omega \sum_{j \in V} \beta_j - \omega \sum_{j=1}^{m} \beta_j q_j - 2\omega^2 \sum_{j=1}^{m} \beta_j^2 \geq \omega A - \omega \sum_{j=1}^{m} \beta_j q_j - 2\omega^2 \sum_{j=1}^{m} \beta_j^2.$$

\[\Box\]

\section{Results for globalization}

We now derive estimators for the globalization step of the proofs. Denote by $\Theta(f)$ the local parameter space about a point $f$. We must show that if $f_0$ is the true parameter, there exists an estimator $\hat{f}_n$ such that $f_0 \in \Theta(\hat{f}_n)$ with high probability. To avoid measurability issues, we restrict $\hat{f}_n$ to take values in a finite subset $\Theta' \subset \Theta$, whose cardinality may depend on $n$.

The construction of such estimators is similar in all the cases. In a first step, we split the sample and use the first part for a preliminary kernel density estimator of $f_0$. The second part of the sample is then used for another estimator $\hat{f}_{2n}$ of $f_0$, whose bandwidth depends locally on the first estimator. This estimator is then shown to satisfy $f_0 \in \Theta(\hat{f}_{2n})$ with high probability. Finally, we construct from $\hat{f}_{2n}$ an estimator $\hat{f}_n$ with values in a finite subset of $\Theta$. By the Arzelà-Ascoli theorem, the Hölder ball $C^\beta(R)$ is compact with respect to the uniform topology. For any decreasing positive sequence $(\delta_n)$, the parameter space $\Theta \subset H^\beta(R) \subset C^\beta(R)$ can therefore be covered with respect to the uniform norm by finitely many $\delta_n$-balls with centers in $\Theta$. The set of centers $\Theta'$ form a finite subset of $\Theta$. Define the estimator $\hat{f}_n$ as any element of $\Theta'$ (i.e. center of a ball) that lies in $\Theta(\hat{f}_{2n})$. We next show that if $f_0 \in \Theta(\hat{f}_{2n})$, then the center of the ball covering $f_0$ also lies in $\Theta(\hat{f}_{2n})$, provided that $\delta_n$ is chosen small enough. This shows that with high probability $\hat{f}_n \in \Theta' \subset \Theta$. We finally show that this also implies the assertion that $f_0 \in \Theta(\hat{f}_n)$ with high probability.

We begin with a preliminary result on kernel density estimators. For the definition and construction of an $\ell$-th order kernel see for instance [37], Definition 1.3 and Section 1.2.2.

\textbf{Theorem 9.} Work in the density estimation experiment $\mathcal{E}^D_n(\Theta)$. Consider a kernel density estimator $\hat{f}_{nh_x} = (nh_x)^{-1} \sum_{i=1}^{n} K((X_i - \cdot)/h_x)$ for a positive bandwidth function $h_x > 0$ and some $|\beta|$-th order kernel $K$ with support on $[-1,1]$. Let $a = a(\beta)$ be the constant from Lemma 6. If $f \in H^\beta(R)$, then with probability at least $1 - 2n^{1-\gamma}$,

$$|\hat{f}_{nh_x}(x) - f(x)| \leq R\left(\|K\|_{\infty} + \frac{1}{a^{\beta}}\right) h_x^\beta + 2\gamma(\|K\|_{\infty} + \|K\|_2^2 \log n) \frac{\log n}{nh_x} + \|K\|_2 \sqrt{8\gamma f(x) \frac{\log n}{nh_x}}$$

$$\leq R\left(\|K\|_{\infty} + \frac{1}{a^{\beta}}\right) h_x^\beta + 2\gamma(\|K\|_{\infty} + 5\|K\|_2^2 \log n) \frac{\log n}{nh_x} + \frac{1}{2} f(x)$$
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for all $x \in \{1/n, 2/n, \ldots, 1\}$.

Proof. Using Proposition 1.2 in [37], we can bound the bias by $|E[\hat{f}_{nh_x}(x)] - f(x)| \leq \frac{R_h}{[3]} \frac{2}{h^2} \int |u^3 K(u)| du \leq 2R\|K\|_\infty h^2$. Recall Bernstein’s inequality: if $Z_1, \ldots, Z_n$ is a sequence of i.i.d. centered, real-valued random variables such that $|Z_i| \leq 1$ a.s., then for any $t > 0$,

$$P\left(\left| \sum_{i=1}^n Z_i \right| > t \right) \leq 2 \exp\left( - \frac{\frac{1}{2} t^2}{n E[Z_1^2] + t/3} \right).$$

Defining $G_h f(x) := \sup_{z \in [x-h_x, x+h_x]} f(z)$, this shows that

$$P^n\left( \left| \sum_{i=1}^n K\left( \frac{X_i - x}{h_x} \right) - E\left[ K\left( \frac{X_i - x}{h_x} \right) \right] \right| \geq 2\gamma\|K\|_\infty \log n + 2\|K\|_2 \sqrt{\gamma G_h f(x) nh_x \log n} \right) \leq 2n^{-\gamma}.$$

Together with a union bound and the bound for the bias, this proves that with probability at least $1 - 2n^{1-\gamma}$,

$$|\hat{f}_{nh_x}(x) - f(x)| \leq 2R\|K\|_\infty h^2 + 2\gamma\|K\|_\infty \log n nh_x + 2\|K\|_2 \sqrt{\gamma G_h f(x) \log n nh_x}$$

for all $x \in \{1/n, 2/n, \ldots, 1\}$. Let $a = a(\beta)$ be the constant from Lemma [6]. This implies that $G_h f(x) \leq 2f(x)$ whenever $a^{-\beta}Rh_x^\beta \leq G_h f(x)$. If this does not hold, we simply use $G_h f(x) \leq a^{-\beta}Rh_x^\beta$ so that $G_h f(x) \leq 2f(x) + a^{-\beta}Rh_x^\beta$ for all $x$. Using that for positive numbers $\sqrt{a+b} \leq \sqrt{a} + \sqrt{b}$ and $2\sqrt{uv} \leq u + 2v$, this finally gives that with probability at least $1 - 2n^{1-\gamma}$,

$$|\hat{f}_{nh_x}(x) - f(x)| \leq R\left( \|K\|_\infty + \frac{1}{a^{\beta}} \right) h^\beta + 2\gamma\|K\|_\infty + 2\|K\|_2^2 \frac{\log n}{nh_x} + 2\|K\|_2 \sqrt{8\gamma f(x) \log n nh_x}$$

for all $x \in \{1/n, 2/n, \ldots, 1\}$. This proves the first inequality. For the second inequality, use $2\sqrt{uv} \leq u + 2v$ again. 

Proof of Theorem [4]. In the Poisson intensity estimation experiment, we observe $X_1, \ldots, X_N$ with $N \sim \text{Poi}(n)$. By Lemma [8](iii), $P(N \geq n/2) \geq 1 - 2e^{-n/16}$. Thus, on an event with probability $1 - o(1/n)$, we can recover the density estimation model with sample size $\lfloor n/2 \rfloor$. It is therefore enough to prove the result for density estimation.

Throughout the following let $K$ be an $[\beta]$-th order kernel with support on $[-1, 1]$ and let $n_* := \lceil n/2 \rceil \asymp n$ and $L_{n_*} := (\log n_*)/n_*$. In the density estimation experiment, we can split the sample in two independent samples of size $n_*$ and use the first part of the sample to define the estimator $\hat{f}_{1n_*} = (n_* h_{1n})^{-1} \sum_{i=1}^{n_*} K((X_i - \cdot)/h_{1n})$ with $h_{1n} = L_{n_*}^{1/(\beta+1)}$. The second part of the sample is then used for the estimator $\hat{f}_{2n_*} = (n_* h_n)^{-1} \sum_{i=n_*+1}^{2n_*} K((X_i - \cdot)/h_n)$.
\( \cdot / h_n \) with \( h_n = L_{1/3}^{\alpha+1} \lor (L_n, f_{1n}(x))^{1/(2\beta+1)} \). By the compactness argument given at the beginning of Section \[ C \] \( \Theta \) can be covered by finitely many \( L^\alpha \)-balls of radius \( L_n^{\beta/(3+1)} \) having centers in \( \Theta \). Let us define an estimator \( \hat{f}_n \) as any of the centers of the covering balls in the set

\[
\{ f \in \Theta : |\hat{f}_{2n}(\frac{i}{n}) - f(\frac{i}{n})| \leq (C + 1)L_n^{\beta/(3+1)} + C(L_n, \hat{f}_{2n}(x))^{\beta/(2\beta+1)}, \; i = 1, \ldots, n \}.
\]

If none of the centers are in this set then set \( \hat{f}_n := f^* \) for some fixed parameter \( f^* \in \Theta \).

Applying Theorem 9 with \( \gamma = 2 \), there is a constant \( C_1 \) such that \( |f_{1n}(i/n) - f_0(i/n)| \leq C_1 L_n^{\beta/(3+1)} + f_0(i/n)/2 \) for all \( i = 1, \ldots, n \) with probability at least \( 1 - 2n^{-1} \). In particular, if \( f_0(i/n) \geq 4C_1 L_n^{\beta/(3+1)} \), then \( \frac{1}{2}f_0(i/n) \leq \hat{f}_{1n}(i/n) \leq \frac{7}{4}f_0(i/n) \). Applying Theorem 9 with \( \gamma = 2 \) to \( \hat{f}_{2n} \) conditionally on \( X_1, \ldots X_n \), and treating the cases \( f_0(i/n) \geq 4C_1 L_n^{\beta/(3+1)} \) separately, gives for some constant \( C_3 \),

\[
|\hat{f}_{2n}(\frac{i}{n}) - f_0(\frac{i}{n})| \leq C_3 L_n^{\beta/(3+1)} + C_3(f_0(\frac{i}{n}), L_n)^{\beta/(2\beta+1)} \quad \text{for all } i = 1, \ldots, n,
\]

with probability at least \( 1 - 4n^{-1} \geq 1 - 8/(n-1) \). From now on, let us work on the event where the previous inequalities hold. The switching relation in Lemma 10 shows that we can exchange \( f_0 \) by \( \hat{f}_{2n} \) on the right-hand side and therefore, for a constant \( C_4 \),

\[
|\hat{f}_{2n}(\frac{i}{n}) - f_0(\frac{i}{n})| \leq C_4 L_n^{\beta/(3+1)} + C_4(\hat{f}_{2n}(\frac{i}{n}), L_n)^{\beta/(2\beta+1)} \quad \text{for all } i = 1, \ldots, n.
\]

By construction, we can then conclude that if the constant \( C \) in the definition of \( \hat{f}_n \) is taken to be larger than \( C_4, \hat{f}_n \) must be a center of a ball from the covering and \( |\hat{f}_{2n}(i/n) - \hat{f}_n(i/n)| \leq (C_4 + 1)L_n^{\beta/(3+1)} + C_4(\hat{f}_{2n}(i/n), L_n)^{\beta/(2\beta+1)} \) for all \( i = 1, \ldots, n \). With Lemma 10, we can replace \( f_2(i/n) \) by \( \hat{f}_n(i/n) \) and this shows that for some constants \( C_5, C_6 \) and any \( i = 1, \ldots, n, \)

\[
|f_0(\frac{i}{n}) - \hat{f}_n(\frac{i}{n})| \leq C_5 L_n^{\beta/(3+1)} + C_5(\max(f_0(\frac{i}{n}), \hat{f}_n(\frac{i}{n})), L_n)^{\beta/(2\beta+1)}
\]

\[
\leq C_5 L_n^{\beta/(3+1)} + C_5(\hat{f}_n(\frac{i}{n}), L_n)^{\beta/(2\beta+1)},
\]

where the last step follows from Lemma 10 applied to \( a_n = \max(f_0(i/n), \hat{f}_n(i/n)) \) and \( b_n = \min(f_0(i/n), \hat{f}_n(i/n)) \). Finally, let \( x \in [0,1] \) be arbitrary and define \( i_x := \arg \min_i |x - \frac{i}{n}| \).

Since \( f_0, \hat{f}_n \in H^{\beta}(R) \) and \( n^{-1(1+\beta)} \leq L_n^{\beta/(3+1)} \), the triangle inequality gives

\[
|f_0(x) - \hat{f}_n(x)| \leq 2R n^{-1(1+\beta)} + |f_0(\frac{i_x}{n}) - \hat{f}_n(\frac{i_x}{n})|
\]

\[
\leq 2R n^{-1(1+\beta)} + C_6 L_n^{\beta/(3+1)} + C_6\left(\hat{f}_n(x) + R n^{-1(1+\beta)} L_n\right)^{\beta/(2\beta+1)}
\]

\[
\leq (2R + C_6(1 + R^{\beta/(2\beta+1)}) L_n^{\beta/(3+1)} + C_6(\hat{f}_n(x)L_n)^{\beta/(2\beta+1)}.
\]

Since \( x \) was arbitrary, this shows that \( f_0 \in \Theta_1^{\beta}(\hat{f}_n) \) provided that the constant \( C \) in the definition of \( \Theta_1^{\beta}(\hat{f}_n) \) is taken large enough.
Proof of Theorem\[7\] The arguments in the proof always hold for sufficiently large $n$ although this is not always explicitly mentioned. Let $f^* \in \Theta$ be an arbitrary fixed parameter. In (I) we prove the result for the Poisson intensity estimation experiment and in (II) the result is extended to the Gaussian white noise experiment $\mathcal{E}^G_n(\Theta)$.

(I): We first construct two preliminary estimators $\hat{f}_{1n}$ and $\hat{f}_{2n}$. Given $N \sim \text{Poi}(n)$, let $N_1 \sim \text{Bin}(N, 1/2)$. Then $(X_1, \ldots, X_{N_1})$ and $(X_{N_1+1}, \ldots, X_N)$ are two independent samples from the same Poisson intensity estimation experiment with $n$ replaced by $n/2$. If $N_1 > n/4$, construct the estimator satisfying the conclusions of Theorem\[6\] based on the subsample $(X_1, \ldots, X_{n/4})$ and denote this estimator by $\hat{f}_{1n}$. If $N_1 \leq n/4$, set $\hat{f}_{1n} = f^*$. Let $L_n = n^{-1} \log n$. By the conclusion of Theorem\[6\] and Lemma\[10\] it follows for that some sufficiently large constant $C$, the event \[
\Omega := \left\{ |\hat{f}_{1n}(x) - 0| \leq CL_n^{\beta/(\beta+1)} + C(f_0(x)L_n)^{\beta/(2\beta+1)} \text{ for all } x \in [0, 1] \right\}\]
has $\mathcal{P}_{f_0}^n$-probability $1 - O(n^{-1})$. Since by assumption $\inf_{f_0 \in \Theta} \inf_x f_0(x) \gg L_n^{\beta/(\beta+1)}$, it follows that $\frac{1}{2}f_0 \leq \hat{f}_{1n} \leq 2f_0$ on $\Omega$. Based on $\hat{f}_{1n}$, we estimate the sequence (4.1). Let $\hat{z}_0 := 0$ and $\hat{z}_{i+1} := \hat{z}_i + (\hat{f}_{1n}(\hat{z}_i)/n)^{1/(\beta+1)}$. Denote by $\hat{\mu}$ the index of the largest $\hat{z}_i$ smaller than 1 and define $(\tilde{x}_i)_{i=0, \ldots, \hat{\mu}}$ as $\tilde{x}_i := \hat{z}_i$ for $i < \hat{\mu}$ and $\tilde{x}_\hat{\mu} := 1$. In analogy with (4.2), write $\Delta_i := \tilde{x}_i - \tilde{x}_i-1 = (\hat{f}_{1n}(\tilde{x}_{i-1})/n)^{1/(\beta+1)} + (1 - \tilde{x}_\hat{\mu}) 1(i = \hat{\mu})$. Using the same arguments as for (4.3) and (4.4), we obtain that on $\Omega$ and for sufficiently large $n$, \[
(f_0(\tilde{x}_{j-1})/n)^{1/(\beta+1)} \leq \Delta_j \leq 3(f_0(\tilde{x}_{j-1})/n)^{1/(\beta+1)} \quad (C.1)\]
and \[
\frac{1}{2}f_0(\tilde{x}_{j-1}) \leq f_0(x) \leq 2f_0(\tilde{x}_{j-1}), \quad \text{for all } x \in [\tilde{x}_{j-1}, \tilde{x}_j] \quad (C.2)\]
for all $j = 1, \ldots, \hat{\mu}$.

Let $N'_i := \# \{j \in \{N_1 + 1, \ldots, N\} : X_j \in [\tilde{x}_{i-1}, \tilde{x}_i) \}$ be the number of counts in the interval $[\tilde{x}_{i-1}, \tilde{x}_i)$ based on the second part of the sample. Thus, conditionally on $X_1, \ldots, X_{N_1}$, $N'_i$ follows a Poisson distribution with intensity $E[N'_i|X_1, \ldots, X_{N_1}] = \frac{n}{2} \int_{\tilde{x}_{i-1}}^{\tilde{x}_i} f_0(u) du$. Define the estimator \[
\tilde{f}_{2n} = \sum_{i=1}^{\hat{\mu}} \frac{2N'_i}{n \Delta_i} 1(\cdot \in [\tilde{x}_{i-1}, \tilde{x}_i)) \quad (C.3)\]
and denote by $\tilde{f}_{2n}$ the projection of $\tilde{f}_{2n}$ on $[\frac{1}{2} \hat{f}_{1n}(x), 2 \hat{f}_{1n}(x)]$, that is \[
\tilde{f}_{2n}(x) = \left( \tilde{f}_{2n}(x) \wedge 2 \hat{f}_{1n}(x) \right) \vee \hat{f}_{1n}(x)/2. \quad (C.4)\]
On $\Omega$, $\frac{1}{2}\hat{f}_{1n} \leq f_0 \leq 2\hat{f}_{1n}$ and thus $\frac{1}{4}f_0 \leq \hat{f}_{2n} \leq 4f_0$ as well as $|\hat{f}_{2n}(x) - f_0(x)| \leq |\hat{f}_{2n}(x) - f_0(x)|$ for all $x \in [0, 1]$.

We next show that on an event $\Omega_1$ with probability $P(\Omega_1) = 1 - O(n^{-1})$, the estimator $\hat{f}_{2n}(x)$ satisfies

$$n \int_0^1 \frac{(f_0(x) - \hat{f}_{2n}(x))^4}{\hat{f}_{2n}(x)^3} dx \leq C_2 n \frac{1}{25 + \beta} \int_0^1 \hat{f}_{2n}(x)^{-\frac{2\beta + 3}{25 + \beta}} dx \quad (C.5)$$

for some constant $C_2$ which depends only on $R$ and $\beta$. Let $\lambda_i := \frac{1}{\sqrt{\eta_i}} \frac{n \Delta_1 f_0(x)}{f_0(x)}$ and $\eta_i := (N'_i - \lambda_i)/\sqrt{N_i}$. On $\Omega$, using $f_0 \in H^\beta(R)$, $(C.1)$ and $(C.2)$,

$$n \int_0^1 \frac{(f_0(x) - \hat{f}_{2n}(x))^4}{\hat{f}_{2n}(x)^3} dx \leq 2^{12} n \int_0^1 \frac{(f_0(x) - E[\hat{f}_{2n}(x)X_1, \ldots, X_{N_1}])^4 + (E[\hat{f}_{2n}(x)X_1, \ldots, X_{N_1}] - \hat{f}_{2n}(x))^4}{f_0(x)^3} dx \leq 2^{12} n \sum_{i=1}^{\tilde{m}} R^4 \frac{\Delta_i^{1+4\beta}}{f_0(x_i)^{25+\beta}} + 2^{16} \sum_{i=1}^{\tilde{m}} \lambda_i^2 \eta_i^4$$

$$\leq 3^{4\beta} 2^{12} R^4 n \frac{1}{25 + \beta} \sum_{i=1}^{\tilde{m}} \Delta_i f_0(x_i) - \frac{2\beta + 3}{25 + \beta} + 2^{16} \sum_{i=1}^{\tilde{m}} \omega_i \eta_i^4 \leq 3^{4\beta} 2^{15} R^4 n \frac{1}{25 + \beta} \int_0^1 f_0(x)^{-\frac{2\beta + 3}{25 + \beta}} dx + 2^{16} \sum_{i=1}^{\tilde{m}} \omega_i \eta_i^4. \quad (C.6)$$

Due to

$$\sum_{i=1}^{\tilde{m}} \omega_i \leq n \frac{1}{25 + \beta} \sum_{i=1}^{\tilde{m}} \frac{\Delta_i}{f_0(x_i)^{25+\beta}} \leq 8 n \frac{1}{25 + \beta} \int_0^1 f_0(x)^{-\frac{2\beta + 3}{25 + \beta}} dx, \quad (C.7)$$

$$\min \lambda_i \geq \min \frac{1}{\sqrt{\eta_i}} \frac{n \Delta_i f_0(x_i)}{f_0(x_i)} \geq 4 \sqrt{n^{2\beta/(2\beta+1)} \inf f_0 \inf f_0(x)(2\beta+2)/(2\beta+1) \to \infty \text{ and Lemma } 8(i)}$$

we find for some sufficiently large constant $C_1$,

$$n \int_0^1 \frac{(f_0(x) - \hat{f}_{2n}(x))^4}{\hat{f}_{2n}(x)^3} dx \leq C_1 n \frac{1}{25 + \beta} \int_0^1 \hat{f}_{2n}(x)^{-\frac{2\beta + 3}{25 + \beta}} dx + 2^{16} \sum_{i=1}^{\tilde{m}} \omega_i (\eta_i^4 - E[\eta_i^4]). \quad (C.8)$$

For the second term, we apply the exponential inequality in Lemma 9. For that we firstly verify that $\|\omega_\infty \log n \leq \sum_i \omega_i$. Set $f_* := \inf_x f_0(x)$ and $x_* \in \arg \min_x f_0(x)$. For $K \in \{2, 4\}$, denote by $I_K$ the largest interval such that $x_* \in I_K$ and $I_K \subset \{x : f_* \leq f_0(x) \leq K f_*\}$. Let us derive a lower bound for the cardinality of $\{i : x_i \in I_4\}$. If $\hat{x}_{i-1, i} \cap I_2 \neq \emptyset$, then by $(C.2)$, $f(\hat{x}_{i-1}) \leq 4f_*$ for sufficiently large $n$ and so $\hat{x}_{i-1} \in I_4$. The cardinality of $\{i : \hat{x}_{i-1} \in I_4\}$ can therefore be lower bounded by the cardinality of $\{i : \hat{x}_{i-1, i} \cap I_2 \neq \emptyset\}$. If $\hat{x}_{i-1} \in I_4$ then by $(C.1)$, $\hat{\Delta}_i \leq 3(4f_*/n)^{1/(2\beta+1)}$. Moreover by Lemma 6, the Lebesgue
measure of the set $I_2$ is at least $a(f_*/R)^{1/\beta}$ with $a$ the constant in Lemma 6. This means that the cardinality of $\{i : \hat{x}_{i-1} \in I_4\}$ is at least
\[
\frac{a(f_*/R)^{1/\beta}}{3(4f_*/n)^{\frac{1}{2\beta+1}}} = \frac{a}{3R^3 4^{\frac{1}{2\beta+1}}} f_0^{\frac{\beta+1}{2}} n^{\frac{1}{2\beta+1}} \geq \log^5 n,
\]
where for the last step we used that $\beta \mapsto (\beta + 1)/(\beta(2\beta + 1))$ is monotone decreasing for $\beta > 0$ and that $\inf_{f \in \Theta} \inf_x f(x) \gg n^{-\beta/(\beta+1)} \log^6 n$ by assumption. Recall the definition of $\omega_i$ and observe that if $i \in I_4$, the ratio $\omega_i/\|\omega\|_\infty$ is bounded from below by a constant. Consequently, $\|\omega\|_\infty \log^5 n \lesssim \sum_{i : \hat{x}_{i-1} \in I_4} \omega_i \lesssim \sum_i \omega_i$ and the right-hand side can be further bounded using (C.7). By (C.1), (C.2) and Lemma 7(ii),
\[
\log n \|\omega\|_2 \lesssim \log n \left( n^{\frac{1+4\beta}{2\beta+1}} \int_0^1 f_0(x)^{-\frac{\beta+3}{2\beta+1}} \, dx \right)^{1/2} \lesssim n^{\frac{1+2\beta}{2\beta+1}} \int_0^1 f_0(x)^{-\frac{2\beta+3}{2\beta+1}} \, dx.
\]
Since $\inf_{f \in \Theta} \inf_x f_0(x) \gg n^{-\beta/(\beta+1)}$, we have $\hat{m} = \sum_i \hat{\Delta}_i/\hat{\Delta}_i \leq n^{1/(\beta+1)} \sum_i \hat{\Delta}_i = n^{1/(\beta+1)}$ for all sufficiently large $n$. Thus, using Lemma 6(i) and $\min_\lambda \lambda_1 \to \infty$, we can apply the exponential inequality in Lemma 5 with $p = 4$ and $t = 2 \log n$ to obtain
\[
\sum_{i = 1}^{\hat{m}} \omega_i (\eta_i^4 - E[\eta_i^4]) \lesssim n^{\frac{1+2\beta}{2\beta+1}} \int_0^1 f_0(x)^{-\frac{2\beta+3}{2\beta+1}} \, dx
\]
with probability $\geq 1 - \hat{m} e^2 / n^2 \geq 1 - e^2 / n$. Together with (C.8), this shows that there is a constant $C_2$ depending only on $\beta$ and $R$, such that
\[
n \int_0^1 \frac{\left( f_0(x) - \hat{f}_{2n}(x) \right)^4}{\hat{f}_{2n}(x)^3} \, dx \leq C_2 n^{\frac{1+2\beta}{2\beta+1}} \int_0^1 \hat{f}_{2n}(x)^{-\frac{2\beta+3}{2\beta+1}} \, dx
\]
(C.9)
on an event $\Omega_1$ with probability $P(\Omega_1) \geq 1 - e^2 / n - P(\Omega^c) = 1 - O(n^{-1})$. This proves (C.5).

As in the proof of Theorem 6, we cover $\Theta \subset \mathcal{H}^\beta(R)$ with finitely many balls of sup-norm radius $n^{-2}$ and centers in $\Theta$. The estimator $\hat{f}_n$ is then defined as any of the centers of the covering balls in the set
\[
\left\{ f \in \Theta : \frac{1}{8} f \leq \hat{f}_{2n} \leq 8 f, \quad \text{and} \quad n \int_0^1 \frac{\left( f(x) - \hat{f}_{2n}(x) \right)^4}{\hat{f}_{2n}(x)^3} \, dx \leq 8 \left( C_2 + 2 n^{1+2\beta} \right) \int_0^1 \hat{f}_{2n}(x)^{-\frac{2\beta+3}{2\beta+1}} \, dx \right\}.
\]
(C.10)
If none of the centers are in this set then set $\hat{f}_n := f^*$.

By construction, the estimator $\hat{f}_n$ can take only finitely many values in the parameter space $\Theta$. We now show that on the event $\Omega_1$, $\hat{f}_n$ lies in the set (C.10). By construction of the covering, it is enough to prove that on $\Omega_1$, any $\tilde{f} \in \Theta$ with $\|\tilde{f} - f_0\|_\infty \leq n^{-2}$
is in the set \((C.10)\). Let us work on \(\Omega_1\). Since \(\inf_{f_{0}\in \Theta} \inf_{x} f_{0}(x) \gg 4n^{-\beta/(\beta+1)} \geq 4n^{-1}\) and \(\frac{1}{4} f_{0} \leq \tilde{f}_{2n} \leq 4 f_{0}\), it follows that \(\tilde{f}_{2n} \geq 1/n\) and \(\frac{1}{\sqrt{n}} \tilde{f}_{2n} \leq 8 \tilde{f}\). Observe that \((\tilde{f}(x) - \tilde{f}_{2n}(x))^{4} \leq 8(\tilde{f}(x) - f_{0}(x))^{4} + 8(f_{0}(x) - \tilde{f}_{2n}(x))^{4} \leq 8 n^{-8} + 8(f_{0}(x) - \tilde{f}_{2n}(x))^{4}\). Using \((C.9)\) and that \(\|\tilde{f}_{2n}\|_{L^{\infty}} \leq 4 R\),

\[
n \int_{0}^{1} \frac{(\tilde{f}(x) - \tilde{f}_{2n}(x))^{4}}{\tilde{f}_{2n}(x)^{3}} \, dx \leq 8 n^{-4} + 8 C_{2} n^{1-2\beta/(\beta+1)} \int_{0}^{1} \tilde{f}_{2n}(x)^{-2\beta/(\beta+1)} \, dx
\]

\[
\leq 8 (C_{2} + o(1)) n^{1-2\beta/(\beta+1)} \int_{0}^{1} \tilde{f}_{2n}(x)^{-2\beta/(\beta+1)} \, dx \quad (C.11)
\]

for sufficiently large \(n\). Thus on \(\Omega_{1}\), \(\tilde{f}_{n}\) is in the set \((C.10)\). We also know that \(\frac{1}{8} \tilde{f}_{n} \leq \tilde{f}_{2n} \leq 8 \tilde{f}_{n}\), which together with \(\frac{1}{4} f_{0} \leq \tilde{f}_{2n} \leq 4 f_{0}\) gives \(2^{-5} \tilde{f}_{n} \leq f_{0} \leq 2^{5} \tilde{f}_{n}\). By the triangle inequality \(|f_{0}(x) - \tilde{f}_{n}(x)| \leq |f_{0}(x) - \tilde{f}_{2n}(x)| + |\tilde{f}_{2n}(x) - \tilde{f}_{n}(x)|\) and using \((C.10)\) and \((C.11)\),

\[
n \int_{0}^{1} \frac{(f_{0}(x) - \tilde{f}(x))^{4}}{f_{0}(x)^{3}} \, dx \leq C n^{-2\beta/(\beta+1)} \int_{0}^{1} \tilde{f}_{n}(x)^{-2\beta/(\beta+1)} \, dx
\]

for some sufficiently large constant \(C\), which proves that \(f_{0} \in \Theta^{\beta}(\tilde{f}_{n})\).

\(II)\): By the same argument as in the proof of Lemma \([13]\) we know that observing \((Y_{i})_{t\in [0,1]}\) with \(dY_{i} = 2 \sqrt{f(t)} \, dt + n^{-1/2} dW_{i}, \, t \in [0,1]\), is equivalent to observing two independent processes \((Y_{i},t)_{t\in [0,1]}\), \(i = 1, 2\), with \(dY_{i,t} = \sqrt{f(t)} \, dt + n^{-1/2} dW_{i,t}, \, t \in [0,1]\), and \(W_{i,t}\) independent Brownian motions. Instead of observing one process with noise level \(n^{-1/2}\), we can thus rewrite the experiment such that we observe two independent processes with \(n\) replaced by \(n/2\). By Theorem 1 in \([29]\), there exists an estimator \(\tilde{f}_{3,n}\) based on \((Y_{i},t)_{t\in [0,1]}\) and a constant \(C_{3}\) depending only on \(\beta\) and \(R\), such that \(\inf_{f_{0}\in \Theta} \|Q_{f_{0}}(\tilde{f}_{3,n}) - f_{0}\|_{L_{n}} = o(n^{-1})\) with

\[
\tilde{\Omega} := \left\{ |\tilde{f}_{3,n}(x) - f_{0}(x)| \leq C_{3} n^{2\beta/(\beta+1)} + C_{3} (f_{0}(x) L_{n})^{\beta/(\beta+1)}, \text{ for all } x \in [0,1]\right\}.
\]

Throughout the remaining proof, we work on the event \(\tilde{\Omega}\). Replace \(\tilde{f}_{1,n}\) by \(\tilde{f}_{3,n}\) in the construction of the sequence \((\tilde{x}_{i})_{i=0,\ldots,\tilde{n}}\) in part (I), labelling the new sequence \((\tilde{x}_{i})_{i=0,\ldots,\tilde{n}}\). Define also \(\tilde{\Delta}_{i} = \tilde{x}_{i} - \tilde{x}_{i-1}\). These sequences satisfy in particular the relations \((C.1)\) and \((C.2)\) on \(\tilde{\Omega}\), with \(\tilde{x}_{i}\) and \(\tilde{\Delta}_{i}\) replacing \(\hat{x}_{i}\) and \(\Delta_{i}\). Similarly to \((C.3)\) and \((C.4)\), we define the estimators

\[
\hat{f}_{4,n} = \sum_{i=1}^{\tilde{n}} \left( Y_{2,\tilde{x}_{i}} - Y_{2,\tilde{x}_{i-1}} \right)^{2} 1_{i \in [\tilde{x}_{i-1}, \tilde{x}_{i}]}
\]

and \(\tilde{f}_{4,n}(x) = (\tilde{f}_{4,n}(x) \wedge 2 \tilde{f}_{3,n}(x)) / \sqrt{2} \tilde{f}_{3,n}(x)\). Thus on \(\tilde{\Omega}\), \(\frac{1}{4} f_{0} \leq \tilde{f}_{4,n} \leq 4 f_{0}\) and \(|\tilde{f}_{4,n}(x) - f_{0}(x)| \leq |\tilde{f}_{4,n}(x) - f_{0}(x)|\) for all \(x \in [0,1]\). The next step is then to show that \((C.5)\) holds with probability \(1 - O(1/n)\) and \(\tilde{f}_{2n}\) replaced by \(\tilde{f}_{4,n}\). To show this notice that for \(x \in [\tilde{x}_{i-1}, \tilde{x}_{i}]\),

\[
\tilde{f}_{4,n}(x) | (Y_{1},t)_{t} \overset{d}{=} \frac{d}{\Delta_{i}} \int_{\tilde{x}_{i-1}}^{\tilde{x}_{i}} \sqrt{f_{0}(u)} \, du + \frac{2}{n \Delta_{i}^{3/2}} \int_{\tilde{x}_{i-1}}^{\tilde{x}_{i}} \sqrt{f_{0}(u)} \, du \, \xi_{i} + \frac{1}{n \Delta_{i}} \xi_{i}^{2},
\]
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where $\xi_i \sim \mathcal{N}(0,1)$ are i.i.d. for $i = 1, \ldots, \tilde{m}$ and $\overset{d}{=} \overset{d}{=}$ means equal in distribution. Using (C.2) and the formula for the difference of two squares, the first term can be approximated by

$$\left| f_0(x) - \left( \frac{1}{\Delta_i} \int_{\bar{x} - 1}^{\bar{x}} \sqrt{f_0(u)} du \right)^2 \right| \leq \frac{1}{\Delta_i} \int_{\bar{x} - 1}^{\bar{x}} \frac{|f_0(x) - f_0(u)|}{\sqrt{f_0(x)}} du \left( \sqrt{f_0(x)} + \frac{1}{\Delta_i} \int_{\bar{x} - 1}^{\bar{x}} \sqrt{f_0(u)} du \right) \leq 3R\tilde{\Delta}_i^\beta.$$ 

With the expression for $\tilde{f}_{4n}(x)(Y_{1,t})_t$, the previous inequality and $\bar{\omega}_i := 1/(n\tilde{\Delta}_i f_0(\bar{x} - 1))$,

$$n \int_0^1 \frac{\left( f_0(x) - \tilde{f}_{4n}(x) \right)^4}{\tilde{f}_{4n}(x)^3} dx \leq 2^9 n \int_0^1 \left( \frac{f_0(x) - E[\tilde{f}_{4n}(x)(Y_{1,t})_t]}{f_0(x)^3} \right)^4 + (E[\tilde{f}_{4n}(x)(Y_{1,t})_t] - \tilde{f}_{4n}(x))^4 dx \leq 2^{15} 3^4 R^4 \sum_{i=1}^{\tilde{m}} \tilde{\Delta}_i^{4\beta + 1} f_0(\bar{x} - 1)^3 + 2^{15} \sum_{i=1}^{\tilde{m}} \bar{\omega}_i \xi_i^4 + 2^5 \sum_{i=1}^{\tilde{m}} \bar{\omega}_i \xi_i^3 (\xi_i^2 - 1)^4.$$ 

The same argument as for (C.7) gives $\sum_{i=1}^{\tilde{m}} \bar{\omega}_i \leq n^{(1-2\beta)/(2\beta + 1)} \int f_0(x)^{-2\beta + 3)/(2\beta + 1) dx$. Moreover, since $\inf_{f_0 \in \Theta} \inf_x f_0(x) \gg n^{-\beta/(\beta + 1)}$, also $\max_i \bar{\omega}_i \to 0$. Similar arguments as in (C.6) show

$$n \int_0^1 \frac{\left( f_0(x) - \tilde{f}_{4n}(x) \right)^4}{\tilde{f}_{4n}(x)^3} dx \leq n^{1-2\beta/3} \int_0^1 \tilde{f}_{4n}(x)^{-2\beta + 3/2\beta + 1} dx + \sum_{i=1}^{\tilde{m}} \bar{\omega}_i \left( \xi_i^4 - E[\xi_i^4] \right) + \sum_{i=1}^{\tilde{m}} \bar{\omega}_i \left( (\xi_i^2 - 1)^4 - E[(\xi_i^2 - 1)^4] \right).$$

To control the second and third term, we apply Lemma 9 with $\epsilon_i = \xi_i$ and $\epsilon_i = \xi_i^2 - 1$ respectively. Notice that the moment condition in Lemma 9 is satisfied since $E[|\xi_i|^2] \leq 2^r E[\xi_i^{2r}] + 2^r = 2^r (2r)!/r! + 2^r \leq 4^r r^r + 2^r \leq 6^r r^r$. Following exactly the same arguments as in (I), we see that we can apply Lemma 9 and obtain in analogy with (C.9) that

$$n \int_0^1 \frac{\left( f_0(x) - \tilde{f}_{4n}(x) \right)^4}{\tilde{f}_{4n}(x)^3} dx \leq C_3 n^{1-2\beta/3} \int_0^1 \tilde{f}_{4n}(x)^{-2\beta + 3/2\beta + 1} dx \quad (C.12)$$

holds with probability $1 - O(1/n)$ for a constant $C_3$ that only depends on $\beta$ and $R$. The final step is now to show that there is also an estimator $\tilde{f}_n$ which takes only finitely many values in $\Theta$ and also satisfies (C.12) and $\frac{1}{8} \tilde{f}_n \leq \tilde{f}_{4n} \leq 8 \tilde{f}_n$. The construction and analysis of this estimator is exactly the same as in the Poisson experiment considered in part (I) and is therefore omitted. This completes the proof. \( \square \)
Lemma 6 (Lemma 1 in [30]). Suppose that \( f \in \mathcal{H}^\beta \) with \( \beta > 0 \) and let \( a = a(\beta) > 0 \) be any constant satisfying \((e^a - 1) + a^3/(|\beta|!) \leq 1/2\). Then for

\[
|h| \leq a \left( \frac{|f(x)|}{\|f\|_{H^\beta}} \right)^{1/\beta},
\]

we have

\[
|f(x + h) - f(x)| \leq \frac{1}{2} |f(x)|,
\]

implying in particular, \(|f(x)|/2 \leq |f(x + h)| \leq 3|f(x)|/2\).

Lemma 7. (i) If \((f_n)_n \subset \mathcal{H}^\beta(\mathbb{R})\) is a sequence of functions such that \(\inf_x f_n(x) \gg n^{-\beta/(\beta+1)}\) and \([x_{j1n}, x_{j2n}]\) is as defined in [6,9], then

\[
\int_{x_{j1n}}^{x_{j2n}} f_n(x)^{-\frac{3\beta+4}{2\beta+1}} dx \ll n^{\frac{1}{4\beta+2}} \left( \int_{x_{j1n}}^{x_{j2n}} f_n(x)^{-\frac{2\beta+3}{2\beta+1}} dx \right)^{3/2}.
\]

(ii) If \((f_n)_n \subset \mathcal{H}^\beta(\mathbb{R})\) is a sequence of functions such that \(\inf_x f_n(x) \geq n^{-\beta/(\beta+1)} \log^3 n\) and \(\beta \leq 1\), then there is a constant \(C\) that is independent of \((f_n)_n\) such that

\[
\int_0^1 f_n(x)^{-\frac{4\beta+5}{2\beta+1}} dx \leq C \frac{n^{\frac{1}{2\beta+1}}}{\log n} \left( \int_0^1 f_n(x)^{-\frac{2\beta+3}{2\beta+1}} dx \right)^2.
\]

Proof. (i): Set \(m_n := \inf_x f_n(x)\) and \(E = [x_{j1n}, x_{j2n}]\). Let \(L_k\) be the Lebesgue measure of the set \(\{x : 4^k m_n \leq f_n(x) < 4^{k+1} m_n\} \cap E\) and denote by \(k^*\) the largest \(k\) such that \(L_k\) is positive. Then

\[
\int_E f_n(x)^{-\frac{3\beta+4}{2\beta+1}} dx \leq \sum_{k=0}^{k^*} L_k (4^k m_n)^{-\frac{3\beta+4}{2\beta+1}}. \tag{D.1}
\]

If \(k = k^*\), then \(4^{k^*+1} m_n \geq 1\), since by construction of \(E\), \(\sup_{x \in E} f_n(x) \geq 1\). Considering \(L_{k^*} \leq (4^{k^*} m_n)^{1/(2\beta+1)} n^{(\beta^*-1)/(2\beta+1)}\) with \(\beta^* = \beta \wedge 1\), gives

\[
L_{k^*}(4^{k^*} m_n)^{-\frac{3\beta+4}{2\beta+1}} \leq n^{\frac{\beta^*-1}{2\beta+1}} \frac{3\beta+4}{2\beta+1} + n^{\frac{1-\beta^*}{4\beta+2}} L_{k^*}^{3/2} (4^{k^*} m_n)^{-\frac{3\beta+9/2}{2\beta+1}}
\]

\[
\leq n^{\frac{\beta^*-1}{2\beta+1}} \frac{3\beta+4}{2\beta+1} + 4^5 n^{\frac{1-\beta^*}{4\beta+2}} \left( \int_E f_n(x)^{-\frac{2\beta+3}{2\beta+1}} dx \right)^{3/2}
\]

\[
\ll n^{\frac{1}{4\beta+2}} \left( \int_E f_n(x)^{-\frac{2\beta+3}{2\beta+1}} dx \right)^{3/2}. \tag{D.2}
\]

For the last step we used that \(\int_E f_n(x)^{-\frac{2\beta+3}{2\beta+1}} dx \geq 1 \wedge n^{(2\beta-1)/(2\beta+1)}\), which follows from the definition of \(E\) in [6,9] and the fact that \(f_n\) is a density. If \(k < k^*\), then by continuity
there is an \( x \in E \) such that \( f_n(x) = 2 \cdot 4^k m_n \) and by Lemma \( [\text{L}] \) \( L_k \geq a(4^k m_n/R)^{1/\beta} \). Since 
\[ \sum_i |a_i|^{3/2} \leq (\sum_i |a_i|)^{3/2}, \]

\[ \sum_{k=0}^{k^*-1} L_k(4^k m_n)^{-\frac{3\beta+4}{2\beta+1}} \leq \frac{R^{2\beta}}{\sqrt{a}} \sum_{k=0}^{k^*-1} L_k^{3/2}(4^k m_n)^{-\frac{1}{2\beta} - \frac{3\beta+4}{2\beta+1}} \]

\[ \leq \frac{R^{2\beta}}{\sqrt{a}} m_n^{-\frac{\beta(3\beta+2)}{2\beta+1}} \sum_{k=0}^{k^*-1} L_k^{3/2}(4^k m_n)^{-\frac{3\beta+9/2}{2\beta+1}} \]

\[ \ll n^{\frac{1}{4\beta+2}} \left( \sum_{k=0}^{k^*-1} L_k(4^k m_n)^{-\frac{3\beta+3}{2\beta+1}} \right)^{3/2} \]

\[ \leq 4^5 n^{\frac{1}{4\beta+2}} \left( \int_E f_n(x)^{-\frac{3\beta+3}{2\beta+1}} \, dx \right)^{3/2}. \] (D.3)

Together with (D.1) and (D.2) this yields the assertion.

(ii): Applying the same argument as for (D.1) with \( E = [0,1] \) gives 
\[ \int_0^1 f_n(x)^{4\beta+5} \, dx \leq \sum_{k=0}^{k^*-1} L_k(4^k m_n)^{-\frac{4\beta+5}{2\beta+1}}. \] If \( k = k^* \), it is enough to treat the two cases \( L_k^* \leq (4^k m_n)^{1/(2\beta+1)} \) and to argue as for (D.2) in order to find that

\[ L_k^*(4^k m_n)^{-\frac{4\beta+5}{2\beta+1}} \leq 1 + \left( \int_0^1 f_n(x)^{-\frac{3\beta+3}{2\beta+1}} \, dx \right)^2 \leq \frac{n^{\frac{1}{3\beta+1}}}{\log^2 n} \left( \int_0^1 f_n(x)^{-\frac{3\beta+3}{2\beta+1}} \, dx \right)^2. \]

Arguing as for (D.3) yields 
\[ \sum_{k=0}^{k^*-1} L_k(4^k m_n)^{-\frac{4\beta+5}{2\beta+1}} \leq m_n^{-\frac{\beta+1}{3\beta+1}} \left( \int_0^1 f_n(x)^{-\frac{3\beta+3}{2\beta+1}} \, dx \right)^2. \] Since \( m_n \geq n^{-\beta/(\beta+1) \log^3 n} \) and \((\beta+1)/(\beta(2\beta+1)) \) is monotone decreasing for \( \beta > 0 \), we find 
\[ m_n^{-\frac{\beta+1}{3\beta+1}} \leq n^{1/(2\beta+1)/\log^2 n} \] and this completes the proof for (ii).

**Lemma 8.** Let \( N \sim \text{Poi}(\lambda) \). Then

(i) For any integer \( r > 0 \), \( E[|N - \lambda|^r] \leq r^r (1 \vee \lambda)^{r/2} \) for all \( \lambda > 0 \),

(ii) For \( r > 0 \), \( E[N^{-r} \mathbf{1}(N > 0)] = \lambda^{-r} + O(\lambda^{-r-1}) \) as \( \lambda \to \infty \),

(iii) For any \( 0 \leq x \leq \lambda \),

\[ \mathbb{P}(|N - \lambda| > x) \leq 2e^{-\frac{x^2}{2s} + \frac{x^3}{3s^2}}. \]

**Proof.** Part (i) is proved by induction. The statement is clearly true for \( r = 2 \). Now suppose it is true for \( r \leq 2s \). We want to show that it also holds for \( r \leq 2(s+1) \). Consider first \( r = 2s + 2 \). The \( r \)-th centralized moment satisfies the recurrence relation \( E[(N - \lambda)^r] = \lambda \sum_{k=0}^{r-2} (r-1)_k E[(N - \lambda)^k] \) (cf. the proof of Lemma 3.1 in [28]). Thus, \( E[(N - \lambda)^{2s+2}] \leq (1 \vee \lambda)^{s+1} \sum_{k=0}^{2s} (2s+1)_k (2s)_k \leq (1 \vee \lambda)^{s+1}(2s + 1)^{2s+2} \). This shows that the statement also
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holds for \( r = 2s+2 \). For \( r = 2s+1 \), we apply Jensen’s inequality and obtain \( E[|N-\lambda|^{2s+1}] \leq [E(N-\lambda)^{2s+2}(2s+1)/(2s+2)] \leq (1+\lambda)^{s+1/2}(2s+1)^{2s+1} \), completing the proof of the induction step. Statement \((ii)\) is a consequence of Corollary 4 in [39]. Let us now prove \((iii)\). Using exponential moments gives for any \( t > 0 \), \( \mathbb{P}(N > \lambda + x) \leq e^{\lambda((e^{-t-1}(-t-x))}. \) Optimizing over \( t > 0 \) gives \( t = \log((\lambda + x)/\lambda) \) and using that \(- \log(1+z) \leq -z + \frac{1}{2}z^2 \) for \( z > 0 \), yields \( \mathbb{P}(N > \lambda + x) \leq e^{x-(x+\lambda)\log(\frac{\lambda}{x}+\frac{2}{\lambda})} \leq e^{-\frac{2}{\lambda^2}+\frac{3}{2\lambda}} \). Writing \( \mathbb{P}(N < \lambda - x) = \mathbb{P}(-(N - \lambda) > x) \) and following the same steps as above gives \( \mathbb{P}(N - \lambda < -x) \leq e^{x-(x+\lambda)\log(1+\frac{\lambda}{x})} \leq e^{-\frac{2}{\lambda^2}+\frac{3}{2\lambda}}. \)

**Lemma 9.** Let \( m \geq 3 \) and suppose that \( \epsilon_i, i = 1, \ldots, m, \) are independent random variables satisfying \( E[|\epsilon_i|^r] \leq A^r r^p \) for all \( i = 1, \ldots, m \) and all integers \( r \geq 2 \). For positive weights \( \omega_1, \ldots, \omega_m \), integer \( p \geq 1 \) and any \( t > 0 \),

\[
P\left( \sum_{i=1}^{m} \omega_i (\epsilon_i^p - E[\epsilon_i^p]) \geq 2e(2Ap)^p \max(\|\omega\|_2, \|\omega\|_\infty t^p) \right) \leq me^{2-t}. \tag{D.4}
\]

*Proof.* Let \( q \) be an even, positive integer and \( \xi_1, \ldots, \xi_m \) be independent, centered random variables with bounded \( q \)-th moment. Applying Lemma 8(i) to bound the explicit constant in Rosenthal’s inequality that is derived in Ibragimov and Sharkhmetov [14], we have

\[
E\left[ \left( \sum_{i=1}^{m} \xi_i \right)^q \right] \leq q^q \max \left( \sum_{i=1}^{m} E[\xi_i^q], \left( \sum_{i=1}^{m} E[\xi_i^2] \right)^{q/2} \right). \tag{D.5}
\]

We now apply this to show \((D.4)\). There is nothing to prove in the case \( t \leq 2 \). Thus it is enough to consider \( t > 2 \). Let \( q \) be now the largest even integer smaller than \( t \) and observe that in particular, \( q \geq 2t \) as well. The moment bound \((D.5)\) gives

\[
E\left[ \left( \sum_{i=1}^{m} \omega_i (\epsilon_i^p - E[\epsilon_i^p]) \right)^q \right] \leq q^q \max \left( \sum_{i=1}^{m} (2\omega_i)^q (Apq)^p, \left( \sum_{i=1}^{m} \omega_i^2 (2Ap)^2 \right)^{q/2} \right)
\]

\[
\leq q^q 2^p (2Ap)^p m \max(\|\omega\|_\infty q^p, \|\omega\|_2^2)^q.
\]

Taking both sides in the inequality to the power \( q \) and applying Markov’s inequality yields

\[
P\left( \sum_{i=1}^{m} \omega_i (\epsilon_i^p - E[\epsilon_i^p]) \geq 2e(2Ap)^p \max(\|\omega\|_2, \|\omega\|_\infty t^p) \right) \leq me^{-q} \leq me^{2-t}.
\]

**Lemma 10.** Suppose that there are positive sequences \( (a_n)_n, (b_n)_n \) and \( (r_n)_n \) such that for some \( \beta > 0 \) and a positive constant \( C \),

\[
|a_n - b_n| \leq C r_n^{\beta/(\beta+1)} + C (a_n r_n)^{\beta/(2\beta+1)}.
\]

Then there exists a finite constant \( \tilde{C} \) that only depends on \( C \) and \( \beta \), such that

\[
|a_n - b_n| \leq \tilde{C} r_n^{\beta/(\beta+1)} + \tilde{C} (b_n r_n)^{\beta/(2\beta+1)}.
\]
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Proof. Without loss of generality, we can assume that $C \geq 1$. If $a_n \geq (4C)^{(2\beta+1)/(\beta+1)}(2\beta+1)/\sqrt{\beta+1}$, then $|a_n - b_n| \leq Cr_n^\beta/\sqrt{\beta+1} + C(a_n r_n)^\beta/(2\beta+1) \leq a_n/4 + a_n/4 \leq a_n/2$ and therefore $a_n \leq 2b_n$. In this case we thus obtain $|a_n - b_n| \leq Cr_n^\beta/\sqrt{\beta+1} n + C(a_n r_n)^\beta/(2\beta+1) \leq a_n^2/4 + a_n^2/4 \leq a_n^2/2$ and therefore $a_n \leq 2b_n$.

In this case we thus obtain $|a_n - b_n| \leq Cr_n^\beta/\sqrt{\beta+1} n + C(a_n r_n)^\beta/(2\beta+1) \leq a_n^2/4 + a_n^2/4 \leq a_n^2/2$ and therefore $a_n \leq 2b_n$.

Otherwise, if $a_n \leq (4C)^{(2\beta+1)/(\beta+1)}(2\beta+1)/\sqrt{\beta+1}$, then $|a_n - b_n| \leq C(1 + (4C)^{\beta}/\sqrt{\beta+1}) r_n^\beta/\sqrt{\beta+1}$.

\[\text{E Brief overview of the Le Cam deficiency}\]

We briefly recall some basic facts about the Le Cam deficiency. General treatments can be found in [35, 36, 18, 23].

Following [25], Definition 9.1, we call a statistical experiment $E(\Theta) = (\Omega, A, (P_\theta : \theta \in \Theta))$ dominated if there exists a probability measure $\mu$ such that any $P_\theta$ is dominated by $\mu$. Moreover, $E(\Theta)$ is said to be Polish if $\Omega$ is a Polish space and $A$ is the associated Borel $\sigma$-algebra. If $E(\Theta) = (\Omega, A, (P_\theta : \theta \in \Theta))$ and $F(\Theta) = (\Omega', A', (Q_\theta : \theta \in \Theta))$ are two Polish and dominated experiments, the Le Cam deficiency can be defined as

$$\delta(E(\Theta), F(\Theta)) := \inf_M \sup_{\theta \in \Theta} \| M P_\theta^n - Q_\theta^n \|_{TV},$$

where the infimum is taken over all Markov kernels from $(\Omega, A)$ to $(\Omega', A')$, see (68) and Proposition 9.2 of [25]. For any three statistical experiments with the same parameter space, the Le Cam deficiency satisfies the triangle inequality (cf. the proof of Lemma 59.2 in [35]). The Le Cam distance

$$\Delta(E(\Theta), F(\Theta)) := \delta(E(\Theta), F(\Theta)) \vee \delta(F(\Theta), E(\Theta))$$

thus defines a pseudo-distance on the space of all experiments with parameter space $\Theta$.

To derive bounds for the Le Cam deficiency, a common strategy is to construct intermediate experiments that embed both statistical models into a common probability space. Once the experiments are defined on the same measurable space, taking $M$ to be the identity yields (cf. [37], Lemmas 2.3 and 2.4)

$$\Delta(E(\Theta), F(\Theta)) \leq \sup_{\theta \in \Theta} \| P_\theta^n - Q_\theta^n \|_{TV} \leq \sup_{\theta \in \Theta} H(P_\theta^n, Q_\theta^n) \leq \sup_{\theta \in \Theta} \sqrt{KL(P_\theta^n, Q_\theta^n)},$$

where $H$ and $KL$ denote the Hellinger distance and the Kullback-Leibler divergence respectively. Bounding the Le Cam distance therefore often reduces to bounding information measures. In the next lemma we collect a number of facts that we use repeatedly in this article.
Lemma 11. (i) Denote by $P_\Lambda$ the distribution of the Poisson process with intensity measure $\Lambda$. If $\nu$ is a measure that dominates $\Lambda_1$ and $\Lambda_2$ and $\lambda_j = d\Lambda_j/d\nu$, then
\[
H^2(P_{\Lambda_1}, P_{\Lambda_2}) = \int (\sqrt{\lambda_1(x)} - \sqrt{\lambda_2(x)})^2 d\nu(x).
\]

(ii) For a function $b$ and $\sigma > 0$, denote by $Q_{b,\sigma}$ the distribution of the path $(Y_t)_{t\in[0,1]}$ with $dY_t = b(t)dt + \sigma dW_t$, where $W$ is a Brownian motion. If $\Phi$ denotes the c.d.f. of the standard normal distribution, then
\[
\|Q_{b_1,\sigma} - Q_{b_2,\sigma}\|_{TV} = 1 - 2\Phi(-\frac{1}{2\sigma}\|b_1 - b_2\|_2),
\]
\[
H^2(Q_{b_1,\sigma}, Q_{b_2,\sigma}) = 2 - 2\exp(-\frac{1}{8\sigma^2}\|b_1 - b_2\|_2^2),
\]
\[
KL(Q_{b_1,\sigma}, Q_{b_2,\sigma}) = \frac{1}{2\sigma^2}\|b_1 - b_2\|_2^2.
\]

Proof. For a proof of (i), see [18], p. 67 and [24]. Part (ii) follows from Girsanov’s formula $dQ_{b,\sigma}/dQ_0 = \exp(\sigma^{-1} \int b(t)dW_t - \frac{1}{2}\sigma^{-2}\|b\|_2^2)$ together with $\|P - Q\|_{TV} = 1 - P(\frac{dQ}{dP} > 1) = Q(\frac{dP}{dQ} \geq 1)$ and $H^2(P, Q) = 2 - 2\int (dPdQ)^{1/2}$.

For upper bounds on the Le Cam distance, we use the localization technique described in Section 3 of [25], which we briefly recall here. A sequence of experiments $E_n(\Theta) = (\Omega_n, A_n, (P^n_\theta : \theta \in \Theta))$ is said to allow sample splitting if $P^n_\theta = P^{[n]/2}_\theta \otimes P^{[n]/2}_\theta$, that is if the sample can be split into two independent samples of size $[n/2]$ and $[n/2]$. Moreover given $E_n(\Theta)$, define the sub-experiment $E_n(\Theta') := (\Omega_n, A_n, (P^n_\theta : \theta \in \Theta'))$ for any $\Theta' \subset \Theta$.

Lemma 12. Suppose that for any $n \geq 2$, $E_n(\Theta) = (\Omega_n, A_n, (P^n_\theta : \theta \in \Theta))$ and $F_n(\Theta) = (\Omega'_n, A'_n, (Q^n_\theta : \theta \in \Theta))$ are Polish experiments which are dominated and allow sample splitting. Let $\hat{\theta}_{1,n}$ and $\hat{\theta}_{2,n}$ be two estimators based on a sample from $P^{[n]/2}_\theta$ and $Q^{[n]/2}_\theta$ respectively and assume that $\hat{\theta}_{1,n}$ and $\hat{\theta}_{2,n}$ only take values in a finite subset of $\Theta$. For any $\theta \in \Theta$, denote by $U_n(\theta)$ a neighbourhood of $\theta$. Then, for $n \geq 4$,
\[
\Delta(E_n(\Theta), F_n(\Theta)) \leq 8\sup_{\theta \in \Theta} \left( \max_{r \in \{[n/2],[n/2]\}} \Delta(E_r(U_n(\theta)), F_r(U_n(\theta))) + P^{[n]/2}_\theta(\theta \notin U_n(\hat{\theta}_{1,n})) + Q^{[n]/2}_\theta(\theta \notin U_n(\hat{\theta}_{2,n})) \right).
\]

Proof. We split the sample $P^n_\theta = P^{[n]/2}_\theta \otimes P^{[n]/2}_\theta$ and construct the estimator $\hat{\theta}_{1,n}$ based on the sub-sample from $P^{[n]/2}_\theta$. Define a new statistical experiment $G_n(\Theta) = (\Omega_{[n]/2} \times \Omega'_{[n]/2}, A_{[n]/2} \otimes A'_{[n]/2}, (P^{[n]/2}_\theta \otimes Q^{[n]/2}_\theta : \theta \in \Theta))$ and observe that $G_n(\Theta)$ is also Polish and dominated. By Lemma 9.3 in [25] (last display on p. 2427), it follows that
\[
\Delta(E_n(\Theta), G_n(\Theta)) \leq 4\sup_{\theta \in \Theta} \left( \Delta(E_{[n]/2}(U_n(\theta)), F_{[n]/2}(U_n(\theta))) + P^{[n]/2}_\theta(\theta \notin U_n(\hat{\theta}_{1,n})) \right).
\]
With the same arguments,
\[
\Delta(G_n(\Theta), F_n(\Theta)) \leq 4 \sup_{\theta \in \Theta} \left( \Delta(E_{[n/2]}(U_n(\theta)), F_{[n/2]}(U_n(\theta))) + Q_{[n/2]}^{\theta}(\theta \notin U_n(\hat{\theta}_{2,n})) \right)
\]
and since $\Delta$ is a pseudo-distance, the result follows.

The previous lemma essentially says that if the statistical experiments allow sample splitting and if $\theta$ can be estimated in both models with rate $\epsilon_n$, then it is sufficient to bound the Le Cam distance on a local parameter space consisting of an $\epsilon_n$-neighbourhood of some arbitrary $\theta_0$. Bounding the Le Cam distance on a local parameter space is often much more convenient since we can use the fact that any parameter $\theta$ is $\epsilon_n$-close to $\theta_0$.

If the estimation rate $\epsilon_n$ can be obtained with probability $1 - \delta_n$, then by Lemma 12 this localization step adds $O(\delta_n)$ to the global Le Cam distance. In the experiments studied in this article, $\delta_n$ is much smaller than the Le Cam distance between the local parameter spaces and so does not contribute to the global Le Cam rate.

**Lemma 13.** Let $\Theta \subset H^\beta(R)$ for some $\beta > 0$. The statistical experiments $E^D_n(\Theta), E^P_n(\Theta)$ and $E^G_n(\Theta)$ defined in Section 3 are Polish, dominated and allow sample splitting.

**Proof.** The proof of Theorem 3.2 in [25] shows that the experiments are Polish. The experiments are also dominated since $\sup_{f \in H^\beta(R)} \|f\|_\infty < \infty$. The sample splitting property is obvious for density estimation $E^D_n(\Theta)$. Consider now $E^P_n(\Theta)$. Given $N \sim \text{Poi}(\lambda)$, let $N' \sim \text{Bin}(N, p_n)$ with $p_n = [n/2]/n$. Then $(X_1, \ldots, X_{N'})$ and $(X_{N'+1}, \ldots, X_N)$ are two independent samples of the same Poisson intensity estimation experiment with $n$ replaced by $[n/2]$ and $\lceil n/2 \rceil$ respectively. In the Gaussian white noise experiment $E^G_n(\Theta)$, we can use that a Brownian motion $W$ can be written as $W_t = (n^{-1}[n/2])^{1/2}W^{(1)}_t + ([n/2])^{1/2}W^{(2)}_t$, $t > 0$, for two independent Brownian motions $W^{(1)}$ and $W^{(2)}$. By Girsanov’s theorem,
\[
\frac{dQ^n_f}{dQ^n_0} = \exp \left( 2\sqrt{n} \int_0^{1} \sqrt{f(t)}dW_t - 2n\|\sqrt{f}\|_2^2 \right) = \frac{dQ^{[n/2]}_f}{dQ^{[n/2]}_0} \frac{dQ^{[n/2]}_f}{dQ^{[n/2]}_0}
\]
and this completes the proof for $E^G_n(\Theta)$. 
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