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Abstract

Language is uniquely human, and represents a fundamental feature of human cognition. However, whether the brain’s language network is already present around time of normal birth, or emerges in parallel with the behavioural development of this cognitive function during childhood, remains unclear. Preterm children are at increased risk for cognitive, language, and behavioural impairment. Studying preterm born infants at the time of normal birth therefore represents an opportunity to test hypotheses regarding the ontogeny of the language brain network, and to shed new light on how premature environmental exposure may affect the emergence of neurolinguistic architecture.

Non-invasive in-vivo magnetic resonance imaging represents a powerful tool with which to study quantitatively the developing human brain. Previous neuroimaging studies have shown the presence around the time of normal birth of functional neural correlates of auditory speech processing, suggesting the presence of organized brain architecture at term. Current evidence also suggests that the human brain is particularly sensitive to developmental disruption occurring during the last trimester of gestation, with premature delivery having a long lasting signature on whole-brain architecture and later neurodevelopment.

This thesis aims to 1) test the hypothesis that an adult-like brain language network is already present at the time of normal birth and is linked to cognitive performance at two years; 2) assess the effect of early environmental exposure linked to the degree of prematurity at birth in the relationship between brain and behaviour.

Evidence is provided for the presence at term-equivalent age of adult-like functional/structural language brain features, linked to linguistic and cognitive abilities developed in early childhood, and independent of premature environmental
exposure. This is consistent with the idea that neurolinguistic development is strongly constrained by brain maturation, and depends on the interplay between an initial genetic endowment, driving brain development, and interactions in a favourable socioeconomic environment.
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Chapter 1

Introduction

Background and motivation

This thesis focuses on the ontogeny of the language network in the human brain. In this work I study the functional and structural architecture of an adult-like language brain network in a cohort of preterm infants at the time of normal birth; the relationship with linguistic and cognitive abilities at 20 months corrected age; and the effect of premature environmental exposure on this relationship.

But why study language brain organization before the formal appearance of organised efficient speech? Language is uniquely human, and represents a fundamental evolutionary achievement of human cognition (Berwick et al., 2013; Skeide and Friederici, 2016). Nevertheless the precise neural mechanisms that allow human infants to develop this high-order cognitive function remain unclear (Kuhl, 2004, 2010; Dehaene-Lambertz and Spelke, 2015; Skeide and Friederici, 2016). Understanding the typical developmental trajectory of the human brain’s cognitive networks is important for computational models of real-life behaviour and cognitive development, and ultimately to understand how they are altered in disease.

Shortly after birth, infants already demonstrate basic linguistic abilities, including discriminating close phonemes (Dehaene-Lambertz and Pena, 2001) and sentences from different languages (Mehler et al., 2002). Previous neuroimaging studies using task-based electroencephalography (EEG), functional-magnetic resonance imaging
(MRI), and near-infrared spectroscopy (NIRS) have focused on these acoustic-phonological features, highlighting how in early infancy the passive listening of speech evokes specific neural correlates (Dehaene-Lambertz et al., 2006; Perani et al., 2011; Gómez et al., 2014). By showing that preterm infants imaged between 28–33 weeks of gestational age display some neural correlates similar to ‘mismatch’ responses in the temporal and frontal cortices (Mahmoudzadeh et al., 2013), these studies have further provided evidence of the early onset of the human brain organization. The fact that consonant speech boundaries (lying at high frequencies starting at around 300 Hz) are strongly attenuated in utero (Partanen et al., 2013; Gómez et al., 2014), argues against the idea that early phonological skills are solely the result of prenatal environmental experience. These results thus suggest that the human brain possesses a certain experience-independent bias toward the auditory-perceptual processing of speech input, sensitivity that in turn is argued might facilitate later language development (Gervain et al., 2008). However, whether an adult-like language network is already present in the neonatal brain remains unclear. Furthermore, whether its early architecture relates to the most remarkable accomplishments of human learning during the first two years of life, such as the efficient acquisition of the native language attributes and the mastering of the combinatorial properties of language (Dehaene-Lambertz and Spelke, 2015), remains unknown.

Preterm born children have impaired linguistic ability when compared to their term-born peers (Vohr, 2014); impairment that seems to persist as linguistic delay throughout childhood (van Noort-van der Spek et al., 2012) but to catch-up in receptive vocabulary during adolescence (Luu et al., 2009, 2011). Studying this population therefore provides a unique opportunity to test hypotheses concerning infant brain mechanisms linked to language acquisition and to assess the
environmental effects of early life exposure. Previous studies have shown that speech perception abilities in preterm infants are not more advanced than those of age-matched full-term infants at the end of the first year of life, suggesting that early environmental exposure does not accelerate speech emergence, and that human brain development represents a key constraint in the early stages of language acquisition (Peña et al., 2010, 2012). These findings indicate that the early sensitivity to the linguistic environment results from the presence of an experience-independent organization in the infant human brain, and that early linguistic exposure following premature birth does not accelerate the development of phonological skills.

However, one may suggest that focusing exclusively on the neural architecture responsible for early acoustic-phonological abilities may be suboptimal for understanding the emergence of language neural architecture as a whole. It may be argued that considering a more holistic approach, such as that of “developmental cognitive neuroscience” (Johnson and De Haan, 2015), would be more appropriate. In this perspective, possible trajectories of neurolinguistic development are defined by the joint influence of bidirectional environmental interactions and developmental constraints in the complex architecture of the whole-brain, and not just in a finite set of regions “active” during some task.

In this thesis I challenge previous models regarding the ontogeny of language in the human brain (Perani et al., 2011; Skeide and Friederici, 2016). Specifically, I challenge the assumption that the early emergence of language abilities mainly relies on the bilateral organization of the temporal cortices, thus only enabling bottom-up processing up to the third year of life. I hypothesise the presence at the time of normal birth, of organized resting-state functional and structural connectivity between regions resembling an adult-like brain language network (such as between
temporal and prefrontal areas); and a relationship between these neural features and later complex language abilities. This model postulates the possibility of neonatal brain architecture allowing the development of top-down (as well as of bottom-up) processing from shortly after birth. The presence of a complex neural organization supporting top-down and bottom-up processing at the time of normal birth would enable the early and efficient development of auditory-verbal working memory and thus the mastering of symbolic representations.

I plan to test my hypothesis (formally summarised in the following sub-section) by combining computational quantitative neuroimaging of a cohort of preterm born infants at term equivalent age (using connectivity features based on resting-state functional-MRI and diffusion weighted-MRI) with neurodevelopmental assessments of linguistic, cognitive and motor abilities carried out at 20 months corrected age. This fresh approach allows me to exploit: 1) contemporary advances in neuroimaging research which have demonstrated the presence of large-scale dynamic neural systems both during task and at rest (Vincent et al., 2007; Smith et al., 2009); 2) the high spatial resolution of in-vivo non-invasive MRI techniques; 3) the dramatic behavioural development in linguistic abilities occurring around the second year of life (such as the mastering of symbolic representations, the exponential explosion of vocabulary starting just a few months earlier, and the first combinatorial capacities (Kuhl, 2004; Dehaene-Lambertz and Spelke, 2015)).

**Hypothesis and aims**

The work of this thesis was motivated by the need for a new understanding of the ontogeny of human brain cognitive function, and particularly of the infant brain mechanisms mediating the emergence of high-order linguistic abilities.
This thesis aims to test the following hypotheses:

- An organised adult-like brain language network is present at term-equivalent age in the studied cohort of premature infants, well before the emergence of natural language later in childhood.

- Resting-state functional connectivity of the auditory-motor brain network is significantly associated with later expressive linguistic ability at 20 months of corrected age.

- Inter-subject differences in composite linguistic skills at two years are associated with term equivalent fractional anisotropy of the left and right arcuate fasciculi.

- Term-equivalent dynamic brain network interaction is linked to inter-subject differences in cognitive and linguistic abilities in childhood.

This is conducted with the following aims:

- Reliably quantify resting-state functional-MRI connectivity in a cohort of preterm infants at term-equivalent age, robust to in-scanner head-motion, and to cardiac and respiratory artefacts; in order to calculate subject-specific functional connectivity and its dynamics across time of acquisition.

- Exploit constrained spherical deconvolution of high angular resolution diffusion-weighted neuroimaging data in a cohort of preterm infants at term-equivalent age; in order to perform probabilistic tractography on the bilateral arcuate fasciculi, connecting the superior temporal cortices to the inferior frontal gyri.

- Assess how the calculated brain connectivity metrics are related to linguistic and cognitive abilities at 20 months corrected age; and understand how the
identified brain-behaviour relations are modulated by extrinsic factors such as early environmental exposure linked to premature delivery.

**Thesis outline**

The rest of the thesis is summarised below:

Chapter 2: The Developing Brain and Preterm Birth. Describes the key steps of the last trimester of gestation with regard to brain development, and briefly defines the incidence, epidemiology and neurodevelopmental outcome of preterm birth as well as the most common forms of preterm brain injury. Particular attention is spent on quantitative imaging of the preterm brain and discussion of the current knowledge of preterm brain development and injury is provided.

Chapter 3: The neurobiology of Language. Provides a description of the most influential theories and findings regarding language brain mechanisms. Particular attention is reserved for changes in neurolinguistic processing during development, from shortly after birth throughout childhood.

Chapter 4: Physics and Analysis. Provides an overview of the basis of functional- and diffusion weighted-magnetic resonance imaging, and a discussion of the state-of-the-art methods to analyse this data in order to quantify human brain function and architecture.

Chapter 5: Language ability in preterm children is associated with arcuate fasciculi microstructure at term. In the mature human brain, the arcuate fasciculus mediates verbal working memory, word learning and sub-lexical speech repetition. However, its contribution to early language acquisition remains unclear. Here, it is shown that term equivalent fractional anisotropy of the left and right arcuate fasciculi is
significantly associated with individual differences in composite linguistic abilities in early childhood, independent of degree of prematurity. It is also shown that increased prematurity at birth was associated with lower fractional anisotropy in the left arcuate fasciculus. These findings suggest that differences in arcuate fasciculi microstructure at the time of normal birth have a significant impact on language development and modulate the first stages of language learning.

Chapter 6: Acquisition of expressive language is mediated by genetically linked auditory–motor brain activity at the time of normal birth. Throughout childhood, the expressive-language brain network increases its functional integration within the auditory and sensori-motor systems. However, its role in infancy is unknown. Here, it is shown that left-lateralized correlated brain activity between the auditory and motor cortices is already present at term-equivalent age, and is significantly associated with expressive language abilities at 2 years, independent of degree of prematurity at birth. It is also shown that this language brain feature is associated with single nucleotide polymorphisms in genes within a meta-analytic linguistic gene-set. These results demonstrate that the functional network that supports expressive language processing is already present at the time of normal birth, has a genetic basis, and is relatively unaffected by early environmental influences.

Chapter 7: Time-resolved connectivity in the neonatal brain supports efficient linguistic and cognitive development through global network integration. In the mature brain large-scale neural systems are shown to alter their dynamics to meet goal-directed activities or to satisfy task demands, enabling humans to perform the complex cognitive functions necessary for everyday living. However, the psychological relevance of time-varying brain networks interaction during development is unknown. Here, it is shown that term-equivalent dynamics of resting
State functional connectivity are linked to later linguistic and cognitive abilities, independent of degree of prematurity at birth. It is further shown that these functional connectivity dynamics result in an increase of global network efficiency; and in the integration of a distributed network of connector hubs, suggesting a possible brain mechanism for the computational emergence of auditory-verbal working memory.

Chapter 8: Summary and limitations. Provides a summary of the work presented in this thesis, its limitations, and examines potential pathways for future study.
Chapter 2

The Developing Brain and Preterm Birth

Human Brain Development

During the period between 24-40 weeks of gestation the human brain undergoes a rapid and dramatic sequence of development, that is highly structured and programmed (Battin and Rutherford, 2002; de Graaf-Peters and Hadders-Algra, 2006). Formation of cerebral pathways is achieved through a combination of axonal growth, neuronal differentiation and synaptogenesis; with the correct timing and completion of these processes essential for healthy brain ontogeny (Figure 1) (Kostović and Jovanov-Milošević, 2006; Volpe, 2008; Kostović and Judaš, 2010). As a result of these developmental changes in morphology, organization, and function, much of the characteristic brain anatomy seen in the adult life is recognizable even at this early stage.
There are several features during cortical brain development that differ from the development of other organs. The fact that none of its constituent neurons is generated within the cortex itself is the most remarkable (Rakic, 2009). By early gestation these key elements are generated in the proliferative transient embryonic zone: the ventricular zone (VZ), a germinal area formed by epithelial cells lining the wall of the closing neural tube (Mrzljak et al., 1992; Bystron et al., 2008; Volpe, 2008). The onset of all proliferative processes occurring during brain development starts here in the VZ around the 5th week of gestation, with multipotent radial glial cells prominently generated at this stage. In humans after the onset of neurogenesis and neuroblast differentiation around the 8th week of gestation, dividing cells start to appear at the basal border of the VZ creating a distinct new proliferative zone: the subventricular zone (SVZ), which contains an upper layer of mitotic neurogenic cells within which the rate of proliferation becomes preponderant in comparison to the adjacent VZ by 25 weeks of gestation (Bystron et al., 2008). As the VZ and SVZ increase in size following neurogenesis, postmitotic cells start migrating along the radial scaffold forming transient, laminar structures in the developing neocortex.
This phenomenon of migration, known as the ‘inside-out gradient of neurogenesis’, reaches its peak between 12 and 20 weeks of gestation and decays between 26 to 29 weeks (de Graaf-Peters and Hadders-Algra, 2006). From the VZ and SVZ, each subsequent wave of cells migrate along the radial glial fibres through the intermediate zone, subplate, and past earlier-born cortical plate neurons to settle below the marginal zone (Dhavan and Tsai, 2001; Bystron et al., 2008). The endpoint and function of the differentiating neuroblasts depend upon spatial position and exposure to several genetically determined molecular gradients (Rakic, 1990; Rakic et al., 1994).

**FIGURE 2 SCHEMATIC DIAGRAM OF THE LAMINAR STRUCTURE IN THE DEVELOPING NEOCORTEX**

Sequence of development of the six major transient zones of the developing cortex between (approximately) 30 and 90 embryonic days. Each zone is characterised by a distinct cytoarchitecture and role during development. VZ = ventricular zone, PP = preplate, SVZ = subventricular zone, IZ = intermediate zone, SP = subplate, CP = cortical plate and MZ = marginal zone. Figure reproduced and adapted from (Bystron et al., 2008).

By mid gestation synaptogenesis starts in the subplate as immature neurons sprout axons guided to their targets by chemo-attractive and repellent processes (Kostovic
and Rakic, 1990; de Graaf-Peters and Hadders-Algra, 2006; Kostović and Jovanov-Milošević, 2006; Kostović and Judaš, 2010). This area is of particular interest because it is thought to act as a major target for afferent sprouting axons originating from the thalamus, basal forebrain, and brainstem nuclei before they reach their cortical destination (Kostovic and Rakic, 1990; Allendoerfer and Shatz, 1994; Herrmann et al., 1994; Kostović and Judaš, 2002; Kostović and Jovanov-Milošević, 2006). Around 29 weeks of gestation the subplate is at its thickest point and is clearly recognizable via MRI in both early preterm infants and foetuses in utero (Maas et al., 2004; Perkins et al., 2007; Dudink et al., 2010). As the subplate is seen to gradually regress after the 31st gestational week (and then disappear completely by full term gestation), glial proliferation, dendritic differentiation and synaptic formation increases within the cortical plate. This activity marks the cortical layers, defining changes in the cortical cytoarchitecture as complex multi-directional fibre arrangements are formed (de Graaf-Peters and Hadders-Algra, 2006; Kostović and Jovanov-Milošević, 2006). The process of synaptogenesis continues postnatally up to approximately two years of age with the proliferation of cortico-cortical association and commissural fibres (Huttenlocher and Dabholkar, 1997).

Throughout gestation cortical gyri and sulci begin to form according to a specific spatiotemporal schedule, with the large interhemispheric (10-15 weeks) and sylvian (14-19 weeks) fissures forming first, and the secondary and tertiary gyri not seen until approximately 18-20 weeks (Chi et al., 1977; Van der Knaap et al., 1996; Battin and Rutherford, 2002; Volpe, 2008; Habas et al., 2011). As the last trimester of gestation is approached, a far more complex pattern of folding is established, with the sulci progressively becoming deeper with the sidewalls gradually steepening (Battin and Rutherford, 2002; Jessica Dubois et al., 2008). The interaction between these two processes of cortical growth leads to an exponential growth trajectory in
the brain’s surface area between 24 to 36 weeks, in contrast to a linear increase in whole brain volume (Kapellou et al., 2006). This allows us to see the characteristic folding pattern of the mature adult brain as early as the end of this gestational period (Figure 3).

**FIGURE 3 DEVELOPMENT OF CEREBRAL VOLUME AND CORTICAL SURFACE DURING THE THIRD TRIMESTER OF GESTATION**

A) During this period the surface area of the human brain increases more rapidly than brain volume. Figure reproduced and adapted from (Kapellou et al., 2006). B) Development of cortical folding from 26 to 36 weeks post-menstrual age. The rapid changes in gyriﬁcation and sulcation seen during the third trimester of human development are clearly evident on these inner cortical surface reconstructions derived from MRI data. At 26 weeks, the brain is relatively lissencephalic with the exception of the central sulci and sylvian fissures, in marked contrast to deeper and intricate (but still relatively immature) pattern of folding seen at 36 weeks. Figure reproduced and adapted from (Jessica Dubois et al., 2008).

Another cornerstone of human neurodevelopment is myelination, which describes the processes underlying the establishment of the lipid myelin bilayer around neuronal axons. Its functional role is fundamental as it allows fast conduction of nerve impulses. Myelination predominantly occurs postnataIally following the formation and maturation of oligodendrocytes, progressing in a posterior-to-anterior
and medial-to-lateral direction, with a gradient from the central regions to periphery, and continuing into adolescence and adulthood (Yakovlev and Lecours, 1967; Benes, 1989; Gilles et al., 2013). Histological evidence indicates that myelinated fibres at birth are only present at the level of the pons, at the cerebral peduncles, and along the inferior sections of the posterior limb of the internal capsule (Yakovlev and Lecours, 1967). Preliminary investigations of white matter development between 3-11 months have noninvasively mapped myelin content throughout the brain in healthy infants, providing a quantitative visualization of brain myelination in vivo (Figure 4) (Deoni et al., 2011). This has shown significant differences in the rate of myelination across different brain regions, with significant hemispheric differences observed in temporal, occipital and parietal lobe white matter. It was further shown that by comparing the temporal onset and rate of myelination, areas with early myelin deposition have slower rates of subsequent myelination than areas with later deposition. However, these observations originate from a single set of cross-sectional data; and therefore data from additional infants will be required before definitive conclusions can be reached.

**FIGURE 4 IN VIVO MRI MAPPING OF INFANT BRAIN MYELINATION BETWEEN 3-11 MONTHS OF AGE**
Showing three-dimensional segmentations of myelinated white matter across different postnatal ages. The spatiotemporal progression from deep white matter (cerebellar, internal capsules) to superficial regions (optic radiations, corpus callosum and frontal white matter) corresponds with the histologically established sequence of myelination. Figure reproduced and adapted from (Deoni et al., 2011).

Development of white matter fibres

Although during the second part of pregnancy the human brain undergoes a crucial overproduction and elimination of neurons, the precise tempo of these processes remains poorly understood. Neuronal and synaptic overproduction enables the formation of projection fibres first (such as thalamo-cortical connections), and subsequently of associative fibres (such as cortico-cortical connections) (Stiles and Jernigan, 2010). This initial tendency in increasing the number of connection is followed by cellular apoptosis, axonal retraction and (postnatal) synaptic pruning. This pruning stage is thought to subserve the elimination of redundant and inefficient connections in order to increase the sensitivity to environmental interactions (Kanold and Luhmann, 2010; Kostovič and Judaš, 2010).

At the macroscopic level this processes result in the formation of what is known as the macro-scale structural brain network, a subcortical organisation of crossing long-/short-distance white matter bundles. Together with the postnatal myelination process, this characteristic is through to play a key role in the efficient organization of the human brain (Bullmore and Sporns, 2012). Indeed the differential development of the white matter network is mirrored by a regional asynchrony in white matter bundles myelination. Projection fibres (i.e. thalamo-cortical bundles; cortico-spinal tract; and the optic radiations) have faster maturation rates and myelination progression than associative fibres (i.e. cortico-cortical bundles; intra-hemispheric bundles; superior longitudinal fasciculus), highlighting an initial faster
developmental process for those white matter bundles underlying somatosensory, visual and auditory functions (Kinney et al., 1988).

**Epidemiology of Preterm Birth**

Defined as birth after less than 37 weeks of completed gestation, every year around 13 million babies worldwide (10% of all births) are born preterm (Beck et al., 2010). Preterm birth affects 7-8% of all babies born in the UK and this rate has increased steadily over the past two decades (Beck et al., 2010). Although 60-70% of premature births occur spontaneously with no clear aetiology (Goldenberg et al., 2008), various epidemiological and clinical risk factors have been associated with the incidence of preterm delivery (Slattery and Morrison, 2002). Of these, the most important are multiple pregnancies (Gardner et al., 1995; Blondel and Kaminski, 2002); hypertensive disorders of pregnancy (Iannucci et al., 1996); intrauterine growth restriction (Burke and Morrison, 2000); low socioeconomic status (Olsén et al., 1995); ethnic origin (Ananth et al., 2001; Steer, 2005); substance abuse (Offidani et al., 1995); and maternal infection during pregnancy (Romero et al., 2001).

Moreover, multiple underlying biological pathways as well as possible genetic and epigenetic mechanisms of birth timing regulation have also been implicated (Vuadens et al., 2003; Lockwood et al., 2005; Roizen et al., 2008; Tobi et al., 2011). However the rise towards higher reported rates of premature delivery and the associated health difficulties is an important matter of public-health concern. Preterm delivery can be a devastating event with great long-term health problems and social implications in childhood and beyond (Goldenberg and Rouse, 1998; Ananth et al., 2001; Mattison et al., 2001).
Neurodevelopmental Outcome Following Preterm Birth

Advances in neonatal care have led to two major effects regarding preterm born infants: decrease in mortality rate and increase in long-term morbidity (Horbar et al., 2002; Slattery and Morrison, 2002; Wilson-Costello et al., 2007). However, several studies have demonstrated the rise in morbidity and a high prevalence of neurological, cognitive and behavioural deficits in surviving preterm infants (Marlow et al., 2005; Delobel-Ayoub et al., 2009; Johnson et al., 2009, 2010). Furthermore, it has become clear that, despite the overall improvement in perinatal care, the adverse functional and behavioural consequences seen in early infancy may persist into adolescence and early adulthood, with preterm birth engendering a very specific pathological phenotype of long-lasting neurobehavioral sequelae (Rushe et al., 2001; Hille et al., 2007; Allin et al., 2008; Aarnoudse-Moens et al., 2009).

Motor outcome

A particularly prevalent neurological condition in surviving preterm born infants is cerebral palsy. This represents a set of chronic motor system disorders such as spasticity, dyskinesia or ataxia, that disrupt movement and postural control with symptoms that can range from mild to severe (Bax, 1964; Bayley, 2006). The increased risk of developing cerebral palsy is strongly linked to lower gestational age (between 32 and 36 weeks of gestation prevalence is around 10 per 1000; before 32 weeks of gestation prevalence is between 40 and 100 per 1000; in term born infants prevalence is 1 per 1000), with the greatest difference in prevalence between term and preterm born infants when compared to other disabilities associated with preterm birth (Hagberg et al., 1996; Marlow et al., 2005; Vohr et al., 2005; Platt et al., 2007). Improvements in medical treatments have led to a significant decrease in the
incidence and severity of cerebral palsy in infants who were born before the 34th week of gestation (van Kooij et al., 2012).

Motor impairment following premature birth may also occur in the absence of overt cerebral palsy. Although the impact of this type of deficit may be less severe, it would be likely to contribute to the poor scholastic outcome commonly seen in this population (Marlow et al., 2007). The prevalence is of 30% for those infants who were born less then 32th weeks of gestation, with fine motor and coordination impairments (Goyen et al., 1998; Huddy et al., 2001; Bracewell and Marlow, 2002; Foulder-Hughes and Cooke, 2003; Goyen and Lui, 2009).

Cognitive outcome

Prematurity is known to have an adverse effect on cognitive abilities and educational outcome. When assessed in childhood and early adolescence, adverse neurocognitive development is commonly reported in preterm survivors, with a high prevalence (>20%) that has not changed over the last 2 decades (Bhutta et al., 2002; Moore et al., 2012; Wolke et al., 2015). Indeed a universal nonlinear gestational age effect has been identified, linking lower intelligence and mathematical scores to increasing prematurity at birth for children born lower then 34 gestational weeks, with no clear statistical difference between whose children born between 34-41 weeks of gestation (Breslau et al., 1994; McCarton et al., 1997; Saigal et al., 2000, 2003; Taylor et al., 2000; Marlow et al., 2005; Jaekel et al., 2013; Wolke et al., 2015). Recent findings have demonstrated considerable cross-cohort consistency of long-term cognitive impairment in preterm born survivors despite significant improvements in neonatal intensive care, suggesting that an increased survival rate does not provide indication of improved cognitive function across the whole population of children born moderately or very preterm (Wolke et al., 2015). Although cognitive abilities and
attainment may be affected by socioeconomic score (SES), in general all of these studies together suggest that the longer the gestation, the better the long-term outcome.

Compared to matched controls, preterm children score lower on overall cognitive performance and more frequently have multiple problems in memory, reasoning, language processing and attention (Stephens and Vohr, 2009). By 2-3 years of age, prematurely born children already have lower standardized scores in all cognitive domains at the Bayley Scales of Infant and Toddler Development (Wood et al., 2000; Bayley, 2006). Other cohorts of preterm children have shown significant deficits in memory (Rose and Feldman, 1996; de Haan et al., 2000); composite executive functions (Harvey et al., 1999; Anderson and Doyle, 2004); language development (Breslau et al., 1996; Luoma, 1998); accompanied by a greater risk of developing behavioural problems such as attention deficit/hyperactivity disorder (Botting et al., 1997; Bhutta et al., 2002). In addition, the prevalence of psychiatric symptoms that may underlie disorders ranging from schizophrenia to autism is increased in preterm adolescents (Indredavik et al. 2004).

**Language outcome**

Preterm born children are at high risk of developing impaired linguistic function even in absence of brain injury or socioeconomic deprivation, with lasting effects and increased needs for speech therapy and educational support (Vohr, 2014). Delays in the acquisition of expressive language, receptive language processing, and articulation, and deficits in phonological short-term memory are common in preterm children, and are likely to impair the development of appropriate communication, joint attention, and social interaction skills (Caravale et al., 2005; Ortiz-Mantilla et al., 2008; Luu et al., 2009, 2011; Foster-Cohen et al., 2010; Van Noort - Van Der
Spek et al., 2010; Barre et al., 2011). When compared to their term-born peers, preterm children have significantly higher rates of problems in language processing (Wolke and Meyer, 1999; Van Noort - Van Der Spek et al., 2010; Barre et al., 2011). A recent meta-analysis investigated whether language difficulties in preterm-born children compared with term-born decrease, deteriorate, or remain stable between 9-12 years of age (Van Noort - Van Der Spek et al., 2010). Preterm scores were significantly lower on simple, as well as on complex, language function tests throughout childhood, even in the absence of major disabilities and independent of SES. When analysing differences between the two groups, impairment in simple language function was constant over time. However, difficulties in complex language function increased during childhood. This is in accordance with the longitudinal study by Landry et al, where preterm-born children from 3 to 8 years of age showed lower levels and slower rates of complex language development (Landry et al., 2002). Although there is a general agreement on the fact that preterm birth leads to impairment in linguistic abilities that seems to persist as linguistic delay throughout childhood (Franken et al., 2012; Vohr, 2014), some studies have also shown that in adolescence there may be a catch-up in receptive vocabulary (Luu et al., 2009, 2011).

Several studies have concluded that many of the language deficits in preterm-born children were more likely a result of general cognitive problems than evidence for specific language impairment (Wolke and Meyer, 1999; Barre et al., 2011). Whilst other studies have reported significantly impaired phonological working memory, putting these children at risk for persisting language difficulties throughout life (Briscoe et al., 1998). Complex language function depends more on higher-order semantic and syntactic knowledge, entailing integration across language domains and
having a significant working memory component. Thus it is possible that preterm birth results in complex language difficulties, by affecting the neural architecture supporting working memory and specifically its phonological component. There is increasing evidence that adverse cognitive outcome following preterm birth continues throughout school age and adolescence. General intelligence performance is on average significantly lower in preterm adults compared to controls (Hack et al., 2002; Lefebvre et al., 2005; Allin et al., 2008); as is executive function, response inhibition and mental flexibility even after correcting for general intelligence (Nosarti et al., 2007).

**Preterm Brain Injury**

With increasingly advanced imaging techniques, a spectrum of cerebral injuries and a global insult in brain development occurring between 26-40 weeks of gestation has been identified in preterm infants. The resulting pathological phenotype and clinical state has been termed the “**Encephalopathy of Prematurity**”, which describes a complex amalgam of primary destructive disease and secondary maturational and trophic disturbances that may predict later developmental outcome in preterm infants (Allen, 2008; Volpe, 2009a, 2009b) (Figure 5).
**FIGURE 5 WHITE MATTER INJURY IN THE PRETERM NEONATE**

Illustrated coronal section of common sites of white matter injury in a 28-week-old premature infant brain. White matter surrounding the lateral ventricles (V) is susceptible to ischaemic and haemorrhagic insult resulting in focal and diffuse periventricular leukomalacia (PVL; left) and/or germinal layer/intraventricular haemorrhage (GLH/IVH; right). In extreme cases of GLH/IVH, haemorrhagic parenchymal infarctions (HPI) can form. Figure reproduced and adapted from (Volpe, 2009a).

In the most severe cases of neuropathology, occurring in less than 5% of preterm infants (Larroque *et al.*, 2003; Dyet *et al.*, 2006) and termed cystic periventricular leukomalacia (PVL) (Volpe, 2008, 2009a), macroscopic periventricular white matter areas of necrosis result in the formation of multiple large cysts several weeks later (Banker and Larroche, 1962; Armstrong and Norman, 1974; Volpe, 2009a, 2009b) and severe neurodevelopmental outcome in childhood (Fazzi *et al.*, 1994; Cioni *et al.*, 1997; Resch *et al.*, 2000; Van Haastert *et al.*, 2008).

Another common form of neuropathology in preterm infants is diffuse-PVL (Volpe, 2008, 2009a). The associated diffuse white matter brain injury is accompanied by varying degrees of neuronal-axonal injury an tissue loss in the cortex, basal ganglia, thalamus and brainstem (Ment *et al.*, 2009; Volpe, 2009a). The highest incidence of PVL associated with preterm birth coincides with the timing of subplate development, indicating that around the 29th weeks of gestation development of the
subplate is specifically vulnerable to injury (Volpe, 2009a). Subplate neurons, that are critical for cortical and thalamic neural development and the establishment of functional neuronal connections, have been shown to be specifically affected by hypoxic-ischaemic injury and inflammation, and represent a likely area for primary insult in the preterm period accompanied by widespread secondary effects in both the white and grey matter (Volpe, 1996; McQuillen et al., 2003; Kostović and Judaš, 2010), resulting in marked astrogliosis, microgliosis, and alterations in oligodendrocyte maturation (Armstrong et al., 1995; Volpe, 2009a, 2009b; Volpe et al., 2011).

Intraventricular haemorrhage (IVH) is another common injury affecting between 20-40% of extremely low birth weight infants (Larroque et al., 2003; Kadri et al., 2006; Volpe, 2008). It arises following germinal layer haemorrhage (GLH), which follows the rupture of the germinal matrix vasculature predominantly occurring within the first 48 hours of life (Hambleton and Wigglesworth, 1976; Vohr and Ment, 1996). IVH occurs once the bleeding is substantial enough to penetrate the ventricular wall, filling the cerebral ventricles, causing ventricular dilatation in around 5-10% of cases due to the alterations of cerebro-spinal fluid flow (de Vries et al., 2001). Its pathogenesis is multi-factorial, including: a lack of cerebral autoregulation; frequent and sudden episodes of rapid cerebral blood flow change secondary to ventilatory support; an increased incidence of anaemia; and immature vascular integrity (Perlman et al., 1983; Amato et al., 1988; Bada et al., 1990; Soul et al., 2007; Volpe, 2008; Takashima et al., 2009).

GLH and low-grade IVH may resolve by term without necessarily an increase in the risk of adverse outcome. However, moderate to severe IVH (grades III and IV, which result in ventricular dilatation and extension of the haemorrhage into the adjacent brain parenchyma respectively), is linked to high incidences of severe...
neurodevelopmental disabilities in surviving infants (De Vries et al., 1998; de Vries et al., 2004; Sherlock et al., 2005; Guzzetta et al., 2007), with size and location of the haemorrhage modifying the nature and extent of this disability (De Vries et al., 1999; Bassan et al., 2007).

**Quantitative imaging of the preterm brain**

MRI quantification provides evidence of subtle alterations in the abnormal developing neonatal brain that are not visible with cranial ultrasonography. Furthermore, it provides the tools to perform objective and quantitative investigations of brain growth and development both at the macro- and microstructural level. From a clinical point of view, although the diagnosis of haemorrhagic infarction and cystic white-matter injury are already possible with cranial ultrasonography, the information derived from MRI techniques does not just allow better definition of lesion size and location but has added new knowledge to the pathophysiology underlying the aforementioned “Encephalopathy of Prematurity” (Volpe, 2009a).

**Volumetric MRI studies**

Although several studies have suggested that in preterm born neonates, cerebral volume is reduced compared to term-born peers (Hüppi, Warfield, et al., 1998; Inder et al., 2005; Thompson et al., 2007), Boardman et al. has provided evidence that the global brain growth failure is not an inevitable consequence of preterm birth in the absence of cerebral injury, having shown that the total cerebral tissue volume is not significantly reduced in the majority of preterm infants (Boardman et al., 2007). This result is consistent with other studies comparing term-born to preterm born neonates.
without white-matter injury but suffered severe systemic illness. These studies showed a significant reduction in cortical volume and complexity in preterm infants that was associated with systemic illness severity in the neonatal period and neurodevelopmental outcome in childhood (Ajayi-Obe et al., 2000; Inder et al., 2005; Kapellou et al., 2006; J. Dubois et al., 2008; Kaukola et al., 2009; Rathbone et al., 2011).

Another volumetric phenotype associated with preterm birth is a reduction in subcortical grey matter growth even in the absence of cerebral injury. A series of studies employing manual and automated segmentation of brain structures in preterm infants, found distinct tissue loss in the subcortical grey matter encompassing the lentiform nucleus and thalamus when compared to term controls (Boardman et al., 2006; Srinivasan et al., 2007). This pattern of alteration is significantly worse in infants with white matter microstructural abnormalities (Boardman et al., 2006). Recent quantitative studies using voxel-based deformation morphometry have also highlighted a pattern of significant volume loss localised in the anterior temporal lobes and prefrontal areas, which is present as early as at term-equivalent age, (Ball et al., 2012), and persists throughout in later childhood and adolescence (Peterson et al. 2000, Kesler et al. 2008, Nosarti et al. 2008, Nagy et al. 2009, Soria-Pastor 2009).

**Diffusion MRI studies**

Diffusion-weighted imaging provides a quantitative tool to study microstructural changes in the developing neonatal brain and measure sensitive biomarkers of white matter injury following preterm birth. Diffusion-weighted imaging metrics in the preterm infant brain are closely associated with age, and highlight non-uniform maturational patterns across the brain. Higher anisotropy and lower diffusivity can be measured from around 30 weeks gestational age along areas such as the posterior
limb of the internal capsule, where the cortico-spinal tracts starts myelinating. In contrast some association tracts remain poorly myelinated with high diffusivity up to term-equivalent age (Hüppi, Maier, et al., 1998; Partridge et al., 2004).

In the cortex, anisotropy peaks at 26 weeks gestational age and decreases with maturity, reaching zero by around 38 weeks, with initial values and rates of change higher in gyri compared to sulci (McKinstry et al., 2002; Gupta et al., 2005; Ball et al., 2013). Changes in cortical anisotropy during this period occur first in the frontal and temporal poles followed by the perirolandic and medial occipital regions. Cortical diffusivity is higher in gyri than sulci and in frontal compared with occipital lobes, decreasing consistently with age (Ball et al., 2013). Importantly, the degree of prematurity has a dose-dependent impact on cortical microstructural development with preterm infants at term-corrected age showing less mature cortex when compared to term-born infants. In addition the rate of cortical microstructural maturation has been shown to correlate locally with volumetric cortical growth, and to predict higher neurodevelopmental test scores at two years of age (Ball et al., 2013).

By term equivalent age, clear differences are observed between the white-matter microstructure of a preterm and term-born neonate. Reduced anisotropy and/or higher diffusivity in preterm infants at term-equivalent age has been observed in the posterior limb of the internal capsule, corpus callosum, corona radiata, frontal white matter, the external capsule, the sagittal stratum and cerebral peduncle (Hüppi, Maier, et al., 1998; Anjari et al., 2007; Rose et al., 2008). These differences appear to depend on the gestational age at birth (Skiöld et al., 2010; Hasegawa et al., 2011; Thompson et al., 2011).
Other studies performing diffusion tractography of the cortico-spinal tracts, thalamic radiations and the corpus callosum in preterm infants at term-equivalent age have shown similar developmental changes in tract-specific measurements of anisotropy and diffusivity (Berman et al., 2005; Partridge et al., 2005; Aeby et al., 2009; de Bruïne et al., 2011; Hasegawa et al., 2011).

Of interest these patterns of altered diffusivity and anisotropy at term-equivalent age have been shown to predict neurodevelopmental outcome in later childhood. Diffusivity in the centrum semiovale has been found to be associated with a general development quotient score assessed with the Griffiths Mental Development Scales (Huntley, 1996) at 2 years of age (Boardman et al., 2010). In the absence of severe neurological disorders, a lower development quotient at 2 years of age was associated with higher mean diffusivity in the centrum semiovale at term (Krishnan et al., 2007). Cognitive and motor outcome at 2 years was associated with fractional anisotropy in regions including the corpus callosum, fornix, the external capsule and posterior limb of the internal capsule (Counsell et al., 2008; van Kooij et al., 2012). More recently, cognitive scores at 2 years were correlated with structural connectivity (measured by mean diffusivity) between the thalamus and extensive cortical regions at term (Ball et al., 2015).

In summary, diffusion-weighted imaging has shown that preterm brain injury is characterized by abnormalities throughout the white matter at term equivalent age (Counsell et al., 2003; Anjari et al., 2007; Ball et al., 2010). These white matter abnormalities are observed in the presence of impaired cortical and thalamic growth by term (Ball et al., 2012), and are associated with neurodevelopmental performance in early childhood (Boardman et al., 2010). The microstructural correlates of preterm birth seem to be long-lasting and appear, at least in part, to contribute to the various cognitive deficits commonly seen in ex-preterm adolescents and adults (Nagy et al.,
This suggests that the impaired growth and development of connected cerebral regions in preterm infants has important functional consequences in later life.

**Functional MRI studies**

In recent years, functional brain imaging techniques have been used to examine brain function during infancy and in the preterm period. As in the adult brain, the characteristic topography of mature resting-state networks is present in preterm neonates at term equivalent age and is shaped during the critical preterm period of exuberant neural growth and axonal sprouting through the transient subcortical subplate (Doria et al., 2010). Although these networks qualitatively appear to be similar to those found in healthy term-born infants by term-equivalent age, a recent study has demonstrated that the pattern of functional connectivity between these networks is significantly altered in the preterm brain (Ball et al., 2016). This result confirmed previous reports of altered functional connectivity between subcortical structures and higher-level association cortex following preterm birth (Smyser et al., 2010, 2014).

Particular attention has been spent in the characterization of thalamocortical functional connectivity in preterm infants, as the thalamus appears to be particularly susceptible to injury following preterm birth. During the third trimester of human gestation a network of thalamo-cortical circuitry is established through the transient subplate, therefore representing a critical window of vulnerability in development of thalamocortical connectivity (Kostović and Jovanov-Milošević, 2006). In keeping with this, resting-state functional imaging in preterm infants has shown significant reductions in connection strength between high-order cortical regions and specific thalamic nuclei in comparison to term-born peers (Toulmin et al., 2015).
Taken together these studies of the preterm brain function have shed new light on the systemic functional alteration of subcortical–cortical connections, mirroring previous findings of reduced structural connectivity in the developing preterm brain.

As past research has led to a greater understanding of the physiological processes describing normal and pathological human brain development, more has to be done to highlight the possible neural basis of treatments that can led to improvements in the long-term outcome of premature birth.
Chapter 3

The neurobiology of language

Language is uniquely human, and represents a fundamental feature of human cognition (Berwick et al., 2013). Its neural architecture is believed to be a distinct piece of the biological makeup of our brain (Pinker, 1995; Jackendoff and Pinker, 2005) and evidence regarding the neural correlates of human language has steadily accumulated (Friederici, 2011; Price, 2012). However, how this neural organization emerges in early life and supports the sophisticated process of learning natural language remains unclear (Kuhl, 2010; Dehaene-Lambertz and Spelke, 2015).

The basic design of language

Human language appears to be a recent evolutionary development. Suggested to arise within the past 100 000 years, there is wide evidence that the capacity for language has not evolved in any significant way since human ancestors left Africa, approximately 50 000–80 000 years ago (Tattersall, 2010). Although other species share similar characteristics of vocal sound production (Marler, 1970; Abe and Watanabe, 2011), the ability to combine symbolic representation in a rich and communicable systems of knowledge is uniquely human (Berwick et al., 2013). Human language relies on a specific neurobiological basis, has independent and particular computational mechanisms, and yields to a possibly infinite number of
organised idioms (Chomsky, 1995). Each sentence is theoretically assigned to two separate systems or ‘interfaces’, units that are though to represent the computational architecture of the human language faculty. The first, a sensory-motor interface, connects the mental expressions formed by syntactic rules to the external world, via language production and perception. The second, a conceptual-intentional interface, connects these same mental expressions to semantic-pragmatic interpretation, reasoning, and planning.

The ontogenesis of language is further thought to arise from the joint interplay between three components (Hauser et al., 2002; Ramus and Fisher, 2009; Berwick et al., 2013; Monod, 2014): (a) a shared initial genetic endowment (possibly the result of a fixed language genotype); (b) environmental stimuli, such as the language spoken to children; and (c) general principles, such as the minimization of computational complexity, and external laws of growth and form. Factor (a) in turn has several components: (I) language- (and human-) specific components (often called ‘universal grammar’ (Chomsky, 1966)); (II) constraints imposed by the structure of the brain; and (III) other cognitive preconditions (e.g., a statistical analytical capacity) (Dehaene-Lambertz and Spelke, 2015). This core computational mechanism (referred as ‘merge’) must be able to combine already-constructed linguistic representation, yielding new, larger linguistic objects, and endows humans of the combinatorial-syntactic faculty (Berwick and Chomsky, 2011; Berwick et al., 2013).

Chomsky further argues that constraints imposed by the sensory-motor system’s input-output channel dictate the word order patterns. The mapping from the internal linguistic representations to their ordered output versions is defined as externalization. Whilst this physical constraint seems to not alter how internal
syntactic and conceptual-intentional representations are constructed, process defined as internalization (Chomsky, 2007). It derives that communication is an auxiliary component of language, not its key function. Thus posing that language serves primarily as an internal ‘instrument of thought’ (Berwick and Chomsky, 2011).

The neuroanatomy of the language network in adulthood

In the last two decades, non-invasive in-vivo neuroimaging has helped us understand the neural basis of mature human language processing. As highlighted in recent literature reviews on the many hundreds of studies performed during this period, many findings have been replicated leading to some consistent and robust knowledge (Figure 6) (Vigneau et al., 2006; Price, 2012). In adulthood, language processing is supported by a complex brain network system composed of multiple computationally different areas (Figure 7).
FIGURE 6 FUNCTIONAL (A) AND NEUROANATOMICAL (B) MODEL OF LANGUAGE PROCESSING STREAMS BASED ON NEUROIMAGING STUDIES

Figure reproduced and adapted from (Price, 2012).
FIGURE 7 ADULT BRAIN MAP OF LANGUAGE PROCESSING AREAS.
DIFFERENT COLOURS ARE ASSOCIATED WITH DIFFERENT TYPE OF LANGUAGE TASK

Blue = auditory stimuli (auditory 1 followed by auditory 2). Red/brown = visual stimuli (visual 1 then visual 2). Orange = general action selection (hand or speech). Pink/purple = different levels of semantic and syntactic processing depending on the task demands. Dark pink = semantic content of the stimuli; light pink = more activated for semantic than phonological decisions. Light purple = spoken and written sentences; dark purple = meaningful and grammatical sentences. Green = generating or rehearsing speech; light green = word retrieval; the dark green = silent phonological decisions; khaki green = mouth movements during speech. White areas (corresponding to Broca's and Wernicke's area) = both perception and production...
tasks with familiar stimuli. It is suggested that these areas are the centre of the adult language network, receiving and sending information to all the other areas involved in perceiving and producing speech. Figure reproduced and adapted from (Price, 2012). Of interest, no functional or structural connection is shown in the image because the author argues it is not yet know how all the areas connect to one another.

**Auditory speech**

The neural basis for auditory processing (of speech and nonspeech sounds) have been repeatedly identified in the bilateral superior temporal gyri (STG) that include and surround Heschl's gyri (J Oleser et al., 2007; Jonas Oleser et al., 2007; Turkeltaub and Coslett, 2010; Dick et al., 2011) and have shown to be sensitive for frequency discriminations (Zaehle et al., 2008), spectral structure and temporal modulation (Britton et al., 2009; Leaver and Rauschecker, 2010).

**Auditory imagery** refers to hearing familiar sounds internally in the absence of external auditory stimuli and has been associated with left-lateralized activity in the planum temporale (PT) (Aleman et al., 2005; Bunzeck et al., 2005; Zatorre and Halpern, 2005; Xu et al., 2006; Pa and Hickok, 2008). This region has also shown to be involved in auditory working memory (Buchsbaum and D’Esposito, 2008; Koelsch et al., 2009; McGettigan et al., 2011) and in syntactic processing of auditory and written sentences (Friederici et al., 2009; Raettig et al., 2010; Richardson et al., 2010), suggesting the possibility that within the same temporoparietal region there are multiple overlapping functionally distinct circuits for perception and covert production (Hickok et al., 2009; Oberhuber et al., 2016), and that the left PT might be the receiver of top-down processing from higher-order language areas.

**Speech sound processing or phonological processing** refers to the ability of generating flexible sets of acoustic units (speech sounds), and its abstract knowledge is identified as phonological memory. Price’s review (Price, 2012) shows that
phonological processing of speech sounds arises from the functional integration of acoustic processing (in temporal lobe regions) and articulatory processing (in premotor and frontoparietal regions). This is consistent with the growing number of studies showing that speech processing areas are activated also by non-speech stimuli (Zaehle et al., 2008; Schön et al., 2010) and that functional specialization arises in the network of regions (Hein and Knight, 2008; Londei et al., 2010).

Activation for speech was reported in the left posterior superior temporal cortex (consistently related to sound familiarity) (Wise et al., 2001; Hugdahl et al., 2003; Narain et al., 2003; Giraud et al., 2004; Benson et al., 2006; Rimol et al., 2006; Leech et al., 2009; Margulis et al., 2009; Liebenthal et al., 2010; Dick et al., 2011); the left anterior STG (consistently related to the acoustic complexity of speech) (Specht and Reul, 2003; Thierry et al., 2003; Thierry and Price, 2006; Leff et al., 2009; Obleser and Kotz, 2009; Rauschecker and Scott, 2009; Specht et al., 2009; Friederici et al., 2010; Leaver and Rauschecker, 2010; Agnew et al., 2011); the left inferior frontal and premotor areas (consistently related to articulatory re-coding that places top-down constraints on the disambiguation of speech sounds) (Homae et al., 2002; Booth et al., 2003; Burton et al., 2005; Husain et al., 2006); and the ventral supramarginal gyrus (vSMG, where there is accumulating evidence of a not-speech specific involvement) (Moser et al., 2009) or discriminating sounds on the basis of fine temporal features, typical of phonetic processing (Raizada and Poldrack, 2007; Zaehle et al., 2008; Myers et al., 2009; Turkeltaub and Coslett, 2010; Zevin et al., 2010).

Critically, responses that are more activated for speech than nonspeech sounds are not necessarily speech specific. The temporal cortex responds to nonspeech stimuli (i.e. pitch changes, melodies, familiarity or conceptual processes). Activation of the
left fronto-parietal cortex during speech may be related to general attention that provide top-down regulation of auditory functions (Davis et al., 2007; Zevin et al., 2010; Ravizza et al., 2011; Elmer et al., 2012). Therefore, the brain specialization for speech processing does not rely on restricted specific areas, but seems to be characterised by the involvement of a broader network of areas (Price and Friston, 2005).

Language comprehension requires short-term auditory memory and access to the semantic knowledge. Although these processes are quite clear from a computational point of view, their neuroanatomical correlates remain uncertain. Accessing semantics from auditory speech (or processing semantic associations) is observed in anterior temporal areas (such as anterior superior temporal sulcus (STS), lateral middle and inferior temporal gyrus (MTG & ITG) (Awad et al., 2007; Jobard et al., 2007; Binder et al., 2009; Binder and Desai, 2011). Whereas ventral inferior frontal areas are involved in selecting and retrieving task related semantic attributes when sentence meaning is ambiguous (Bilenko et al., 2009; Mashal et al., 2009; Obleser and Kotz, 2009; Szycik et al., 2009; Turner et al., 2009; Tyler et al., 2009; Willems et al., 2009; Liebenthal et al., 2010).

Language production

From a neuroanatomical perspective, language processing involved in speech production and speech comprehension overlap (Papathanassiou et al., 2000; Wise et al., 2001). They both involve access to the semantic system; or subarticulatory processing may be involved to perform auditory words discrimination; or vice versa auditory imagery may be involved in articulation (Price, 2012).

The most consistent result for word retrieval from semantics (when articulation and semantics are controlled) is the strong activation in the left middle frontal gyrus
Covert articulatory planning refers to the silent articulatory planning for the production of speech sounds (= phonological output). It refers to the premotor stages of speech production, evokes “inner speech”, and occurs prior to overt articulation and independently from word retrieval. Speech-motor mapping has been linked with the activity in the ventral pars opercularis and the ventral premotor cortex (Papoutsi et al., 2009; Zheng et al., 2010). During silent articulation, the pre-supplementary motor area (pre-SMA) was associated with sequencing abstract motor plans while the SMA-proper was associated with the control of motor output (Alario et al., 2006). In contrast, mapping from motor movements to auditory imagery, involves areas that are common to speech and nonspeech sounds such as the PT and vSMG. Activation in the PT and inferior parietal lobe is higher during covert than overt production of sentences (Kleber et al., 2007; Andreatta et al., 2010), suggesting that activation in temporo-parietal regions might be related to the sensorimotor circuits that maintain sound representations for the production of speech (Koelsch et al.,
Auditory-motor feedback during speech production involves the computational control of the mismatch between auditory expectation and auditory feedback. In the context of linguistic development this aspect is of particular interest as, during language acquisition, auditory processing of self-produced speech is used to tune motor production so that the produced auditory output matches the intended auditory output. Thus auditory feedback is useful for monitoring and correcting speech errors.

Processing of self-produced vocalisations (auditory response to sounds produced by motor activity) was shown to be associated with BOLD activity in the bilateral STG (McGuire et al., 1996; Price and Moore, 1996; Hirano et al., 1997), whereas auditory imagery during articulation (auditory response that is anticipated from the motor activity) resulted in left lateralized posterior temporal activation (Shergill et al., 2001). Critically a mismatch between the expected and actual auditory feedback, has been found to increase the bilateral activity of the superior temporal cortex (Hashimoto and Sakai, 2003; Fu et al., 2006). It has been suggested that, during speech production, auditory imagery might have a pivotal role in forecasting the intended speech production, providing an internal model to which the auditory feedback should be matched to the anticipated auditory response (Heinks-Maldonado et al., 2005). Guenther (Guenther et al., 2006) proposed that neural processing in the posterior STG and PT becomes active when there is a mismatch between the expected speech and the actual sound of the speech, feeding back the error signal to the primary motor cortex in order to adjust the speech output so that it can be closer to that which was intended. It has been shown that STG activation increased when speech was distorted (quality of auditory feedback) (Christoffels and Formisano, 2007; Tourville et al., 2008; Zheng et al., 2010; Christoffels et al., 2011)
or when auditory feedback was delayed (Takaso et al., 2010). Subsequent studies have shown the left posterior PT, known to play a role in silent imagination, increases its activity when speech production is more error prone due to interference or speaking in a second language (Abel et al., 2009; Hocking et al., 2009; Simmonds et al., 2011; Parker Jones et al., 2014). As highlighted by Price, this is consistent with the mental imagery of the intended speech playing a role in monitoring speech production when it is error prone. It was also observed that during distorted feedback activation in the prefrontal cortex and rolandic cortical activity increased with bilateral superior temporal activation (Tourville et al., 2008), which suggested a role for these areas in modulating subsequent speech output, or in resolving interference.

Taken together, these findings describe a model of auditory monitoring of the spoken voice where 1) an internal model of the intended speech is generated (model prediction) in the core language areas (part opercularis and temporal regions); 2) this results in auditory imagery (auditory response that is anticipated from the motor activity) (in STG and PT); 3) this eventually result in a mismatch between expected vs. actual speech sound (auditory expectation vs. auditory feedback) and thus in a feedback that is sent to the primary motor cortex in order to adjust the speech output. As the predictions become more precise, activity in the auditory cortices (L&R STG) decreases (with more activation when predictions are less precise).

**Dorsal and ventral pathways underlying language processing**

The neural organisation for language processing can be further divided into the ventral and dorsal streams. Each of these pathways consists of specific brain regions linked via particular white matter bundles, that underlies diverse computational properties of language processing (Dick and Tremblay, 2012; Friederici, 2012; Berwick et al., 2013).
The dorsal pathway subserves two distinct language functions. A first white matter dorsal bundle connects the premotor cortex to the superior temporal cortex in order to support sensory-motor interface and repetition of speech (Saur et al., 2008); whilst the other dorsal connection wires the pars opercularis of the inferior frontal gyrus to the posterior superior temporal cortex to root core syntactic computations (Friederici et al., 2006). The latter dorsal stream is of particular interest as it serves as a functional/structural linkage to connect complex sentence structure building, taking place in the dorsal inferior frontal gyrus, with the integration of syntactic and semantic information, taking place in the posterior superior temporal cortex. This complex computational binding relies on the direct segment of the arcuate fasciculus, a dorsal bundle of white matter fibres that arches around the Sylvian fissure (Catani et al., 2005), and that enables humans to achieve sentence interpretation (Brauer et al., 2011; S. Wilson et al., 2011). Although the first dorsal connection subserving oral speech repetition has been shown to be present in infants, perhaps supporting auditory-/phonological-based language learning (Friederici et al., 2011; Mueller and Friederici, 2012), the full maturation of the arcuate fasciculus is currently believed to take place well after the perinatal period around the age of 7 years (Perani et al., 2011; Berwick et al., 2013; Skeide and Friederici, 2016).

The ventral pathway is involved in two distinct linguistic processes. The inferior fronto-occipital fasciculus connects the anterior temporal cortex with the inferior frontal cortex via, and is involved in semantic processing of lexical items (Lau et al., 2008; Binder et al., 2009). The uncinate fasciculus connects the anterior temporal cortex with the inferior frontal cortex and the frontal opercular cortex, in order to support processing of phrase structure information (Friederici and Gierhan, 2013). Indeed in the adult brain, the semantic variant subtype of primary progressive aphasia is related to abnormal microstructural integrity in the uncinate fasciculus.
Development of language networks during childhood

Understanding the developmental trajectory of the typical language system is important for computational models of cognitive development and to further highlight the possible neural basis of atypical language development. However, age-related changes in the language brain network remain unclear.

A recent review of fMRI studies of language development from 1992–2014 (Weiss-Croft and Baldeweg, 2015), has investigate how the functional architecture of the language network develops during childhood. The first striking finding is the small number of studies (only 39) compared to the hundreds carried out in adulthood. Thus the authors investigated age-related changes in the neural organisation of macro-categories of language processing (expressive language, receptive language, and word-level decision-making). They aimed to identify the most reliable and well-replicated findings, whilst taking into account the effects of confounds such as sample size or task performance.

The most consistent finding, as suggested from the authors, was that typical development of the language system is characterised by progressive changes in lateral perisylvian cortex (functional activation increases with age in core semantic processing regions and in sensory and motor regions), as well as regressive changes in areas associated with the default mode network (activation decreases in frontal and medial control regions), hinting that with age language processing becomes more automatized. They also report that age effects previously found in frontal regions such as the Broca's area, appear strongly coupled to task performance, perhaps
suggesting the involvement of an underlying working memory component rather than maturational changes in the functional organisation of language.

Studies investigating the development of the expressive language network show that it is characterised by increasing activation in sensory and motor cortices (left premotor, bilateral primary motor, and left somatosensory cortex) and left supramarginal gyrus (Schlaggar et al., 2002; Brown et al., 2005; Fair et al., 2006; Krishnan et al., 2015). These studies also provide evidence for small increases in leftward lateralisation of activation in specific regions of the language network and temporal–parietal areas.

Studies that investigated the maturation of receptive language network suggest that activation in bilateral superior and middle temporal gyri increases during childhood and adolescence (Ahmad et al., 2003; Schofield et al., 2009; Berl et al., 2010, 2014; Richardson et al., 2010; Yeatman et al., 2010; Lidzba et al., 2011; Szaflarski et al., 2012; Monzalvo and Dehaene-Lambertz, 2013; Croft et al., 2014).

The widespread activation of the semantic decision-making network increases over regions including left pars triangularis of the inferior frontal gyrus, premotor cortex, medial frontal gyrus, and superior and middle temporal gyri, bilateral orbito-frontal cortex and visual association cortices, and right fusiform gyrus.

The effect of verbal proficiency on fMRI language activation was also investigated. Two results were replicated: activation in left orbito-frontal cortex was stronger in children with higher scores on standardized measures of verbal fluency (Wood et al., 2004)(Monzalvo and Dehaene-Lambertz, 2013); activation in the insula during sentence comprehension was stronger for children with slower processing speeds on tests of receptive grammar (Yeatman et al., 2010) and reading (Monzalvo and Dehaene-Lambertz, 2013). Regarding lateralisation of activation, studies suggest that
children and young adults between 6–24 years with a higher verbal intelligence quotient show more bilateral activation during sentence comprehension (Lidzba et al., 2011) and more left lateralised activation during phonological decision-making (Everts et al., 2009).

Weiss-Croft and Baldeweg (Weiss-Croft and Baldeweg, 2015) argue that the most robust and replicated findings of maturation in the functional-neuroanatomy supporting language are consistent with the ‘Interactive Specialization’ framework of cognitive development (Johnson, 2001, 2011). This posits that areas mediating a given function in adulthood become increasingly activated during childhood, reflecting specialisation of function within brain regions. Beside the increase in activation observed in sensory and motor regions during childhood and adolescence, children performing expressive language, receptive language, and semantic and phonological decision-making task fMRI studies also show a reduction in activation in higher-level fronto-parietal regions associated with top-down control. The authors of the review further suggested that as language skills become automatized during development, such performance can be mediated by low-level systems without the need for top-down control as the task becomes easier to perform. This observation is also consistent with the ‘Skill Learning Hypothesis’ formulated by Johnson (Johnson, 2001).

Of interest, the authors also observed that changes in language lateralisation are minimal after 5 years of age, reporting that studies which have investigated younger age ranges using Near-Infrared Spectroscopy show that language lateralisation may be established as early as three years of age (Paquette et al., 2015). It is also known that some degree of lateralization in response to passive speech listening can be seen as early as between 28–33 weeks of postmenstrual age in preterm infants.
(Mahmoudzadeh et al., 2013). Whether or not language lateralisation is crucially related to verbal proficiency remains an open question (Bishop, 2013). Everts et al. (Everts et al., 2009) reported that children with a higher verbal intelligence quotient show more left lateralised activation during phonological processing, whilst more bilateral activation was observed during semantic processing (Lidzba et al., 2011). The review authors concluded that language lateralisation may therefore be a complex phenomenon rather than a unitary trait, and appears to be modulated by linguistic demands rather than age.

This systematic review, although highlighting how neurolinguistic development remains poorly characterised, has shown that with maturation across childhood and adolescence, there is a progressive increase in activation in the core semantic system, a decrease in activation in the default mode network, and a shift in activation from high-level to lower-level cortices as language skills become automatized.

**Acquisition of linguistic abilities during early postnatal life**

Although during infancy language production lags behind language perception, the efficient acquisition of human linguistic abilities represents one of the key accomplishments of human development. During the first months of postnatal life, infants’ abilities transition from the capacity to discriminate phonetic contrasts of all languages to become progressively more sensitive and specific to vowels and consonants combination of their native language, producing vocalization and babbling (Werker and Tees, 1984; Kuhl et al., 1992; Kuhl, 2004). The establishment of their own language phonetic repertoire during the first year of postnatal life will allow infants to progressively infer statistical patterns in speech inputs and the abstract structure of language (Bernard and Gervain, 2012; Shi, 2014). This rapid...
The process of development continues with the first production of words at 9-12 months of age, that culminates with the production of multiword utterances and grammar by 18-24 months of age (Dehaene-Lambertz and Spelke, 2015).

To understand the neurocognitive processes underlying the process of healthy language learning and impairment, it is therefore crucial to couple non-invasive in-vivo neuroimaging with the standardised assessments of these complex linguistic abilities. A diffuse and validated instrument for testing linguistic and cognitive abilities is the Bayley scales of infant and toddler development, third edition (Bayley, 2006), a standardized tool based on three latent factors determining the infant’s cognitive abilities, linguistic abilities, and motor development. Omitting motor abilities, as these are not the focus of the work of this thesis, the measurement of the infant’s cognitive and linguistic capacities relies on the actual abilities that she or he is able to demonstrate to the examiner during the testing session. Specifically, the receptive communication subscale aims to measure receptive language development, with items covering vocabulary and semantics (i.e. picture and object series identification; understanding of inhibitory words), and morphology and syntax (i.e. object categories identification; understanding of plurals; understanding of pronouns; understanding of past tense). Whilst the expressive communication subscale aims to test expressive language development, with its items measuring semantics (i.e. the use of one-word approximations; naming action picture series), morphology, and syntax (i.e. production of present progressive form; production of prepositions; explain how an object is used; production of multiple-word questions).

The cognitive scale aims to measure attention, problem solving, reasoning, memory, object novelty, two-step actions, size discrimination, number sequences repetition, and representational play. Particularly during this age period, it is important to
consider that linguistic abilities may not be independent of the general cognitive level, and therefore it is key to test general cognitive development when studying language learning. Furthermore, whether at this age human infants’ cognition is better described by one single underlying factor or by multiple latent factors, is open to discussion. It is however critical to keep separate human infant’s cognition from the instrument/s used to measure it, and the number of latent factors that better describe this instrument.

In the contest of healthy and impaired language learning, it is also important to highlight the concept of ‘critical’ period for language acquisition. As it would be explained in the following section, early brain development commits neural networks maturation to follow certain developmental trajectories. It is hypothesised that the tempo of these neural changes have a bidirectional coupling with the natural language input, thus reflecting and optimising the coding of specific developmental window for certain language patterns or domains (Kuhl, 2004; Werker and Hensch, 2015). It follows that: 1) a specific (neurocognitive) language learning trajectory builds on pattern previously learnt and 2) it further limits future learning (Peña et al., 2012); and that 3) impaired neurodevelopment, or improper environmental/linguistic stimulation, during specific time windows over this trajectory, do affect language learning within specific linguistic domains (Friedmann and Rusou, 2015).

Emergence of the neural basis for auditory speech and language perception during early infancy

Native language acquisition is one of the quintessential human traits and represents one of the greatest achievements of human learning (Kuhl, 2004, 2010; Dehaene-Lambertz and Spelke, 2015; Skeide and Friederici, 2016). Recent advances in non-
invasive in-vivo brain imaging have allowed the exploration of the neural correlates sub-serving this developmental process in newborn babies.

Mahmoudzadeh et al. investigated the preterm infant brain using NIRS, showing that mismatch responses to deviant phonemes are recorded in the bilateral posterior superior temporal cortex and in the inferior frontal cortex before term-equivalent age (Mahmoudzadeh et al., 2013). This suggested that the human brain during this period already present a sophisticated organization and that a neural basis for auditory speech processing might be already emerging as early as the third trimester.

By term age, full-term newborn babies show strong bilateral synchronization of haemodynamic activity in the posterior STG following passive listening to speech, but not such strong synchronization in the left inferior frontal gyrus (Perani et al., 2011). It is just from the age of 3 months onwards that infants passively listening to speech show activity bilaterally in the middle and posterior STG (during the first 3 seconds after stimulus onset), and in inferior frontal regions (between 7 and 9 seconds) (Dehaene-Lambertz et al., 2006). During the first year of age, infants also presents some neural correlates of music discordance and language prosody (Dehaene-Lambertz and Dehaene, 1994; Dehaene-Lambertz et al., 2006; Blasi et al., 2011; Baldoli et al., 2015).

Taken together, these findings indicate that more complex patterns in brain’s language perception may be emerging during the first few months after birth, suggesting that the foundations of the neural architecture necessary for language perception may develop during this period (Figure 8).
FIGURE 8 FUNCTIONAL NEURAL CORRELATES OF LANGUAGE PERCEPTION BEFORE, AROUND AND AFTER TERM-EQUIVALENT AGE

A) Oxyhemoglobin responses to a change of phoneme and a change of voice in 30 weeks GA preterm neonates, measured with NIRS. Figure reproduced and adapted from (Mahmoudzadeh et al., 2013). B) Task-based and functional connectivity results of the fMRI contrast speech vs. silence in two-days old infants. Figure reproduced and adapted from (Perani et al., 2011). C) fMRI responses to the baby’s own mother’s voice and to another mother’s voice in two-month-old infants. Figure reproduced and adapted from (Dehaene-Lambertz et al., 2010).

Development of the dorsal and ventral linguistic pathways during early infancy

The emergence of human linguistic abilities during infancy is mirrored by the early development of a dorsal and ventral white matter network. During the first six months of life, when the infants start to vocalise, the dorsal and ventral linguistic pathways seem to be organized in an adult-like manner. Indeed, these bundles are segregated in terms of microstructure and initial development (Dubois et al., 2015). Although this findings might be partially influenced by the ability of disentangling crossing fibres configurations in low angular resolution diffusion-weighed acquisition protocols, during infancy there is an asynchronous maturation of these
pathways with the dorsal bundles being less mature than the ventral bundles, and with a closing of this gap as postnatal age increases (Dubois et al., 2015).

Asymmetries in fractional anisotropy maturation of white matter bundles represent another interesting factor that may influence language acquisition. During infancy the ventral pathway presents a bilateral adult-like pattern, with the dorsal tracts such as the arcuate fasciculus presenting some degree of leftward lateralization (Dubois et al., 2015). Although these observations are in agreement with mature brain models of language organization, in the adult brain more bilateral configurations of the arcuate fasciculus do relate to higher linguistic performance (Catani et al., 2007). Therefore suggesting that symmetry rather than asymmetry in arcuate fasciculus fractional anisotropy might be a marker for early language learning.

**Genetic endowment for language and early environmental factors**

The ontogeny of language is thought to arise from the joint influence of structural and functional brain maturation, genetic factors and environmental interaction. The relatively rapid acquisition of sophisticated natural language argues in favour of the early emergence of neural linguistic processing. However whether the brain’s language architecture is genetically determined and present at birth or whether fast learning quickly specializes the human network remains unknown.

It has long been hypothesized that language acquisition is encoded in some way by a human genetic program (Chomsky 1959; Ramus and Fisher 2009). Early findings of a neural signature for auditory processing seem to support this. Primary speech-perception skills are likely to be driven by genetic factors that bias the auditory
processing system towards language-specific frequency spectra (Skeide and Friederici, 2016).

However, the genetic basis for language acquisition remains poorly understood and key questions remain including: is there a genetic basis for the brain language network? What is the role of early environmental exposure on language acquisition? Previous studies do not support the latter view. Preterm infants born as early as 28–33 weeks of postmenstrual age are able to detect deviant phoneme in a sequence of otherwise identical phonemes (Mahmoudzadeh et al., 2013). These early phonological skills are unlikely to be solely the result of minimal environmental exposure or of prenatal experience to sounds because frequencies above 300 Hz are strongly attenuated in utero. Furthermore, other studies have shown that although preterm infants experience an earlier and richer exposure to speech (no longer degraded by maternal tissue), speech perception skills in preterm infants are not more advanced than those of age-matched full-term infants (Peña et al., 2010, 2012).

Together, these findings are all consistent with the idea that early cortical development and neuronal network formation is largely experience-independent (Khazipov and Luhmann, 2006; Blankenship and Feller, 2010; Chen et al., 2013; Fjell et al., 2015). This advocates in favour of the prominent role of genetic factors in the emergence of the brain’s language system. Nevertheless, active exposure to auditory stimuli is crucial for normal language acquisition and development (Werker and Tees, 2002; Kuhl, 2004; Benasich and Choudhury, 2014; Werker and Hensch, 2015).

**Summary**

The human brain’s language network is characterized by multiple linked cortical
regions that represent different facets of language processing. Although increasing findings suggest the presence of neural correlates for auditory speech processing as early as third trimester, whether a brain’s language network is already present around time of normal birth; whether it supports language learning and later computational abilities; and whether it is modulated by early environmental effects or driven by genetic factors, remains unknown.
Chapter 4

MRI Physics and Analysis

Diffusion-weighted MRI

The physical principle underlying diffusion-weighted imaging (DWI) is the stochastic movement of particles imparted by thermal energy described as Brownian motion. The formalization of this process in 1905 by A. Einstein, demonstrated that the mean displacement of a set of freely-diffusing particles is dependent on both the time taken to diffuse and the diffusion coefficient, or diffusivity, of the medium (Einstein, 1905):

$$\lambda = \sqrt{6Dt}$$

where $\lambda$ is the root mean square displacement of a molecule in three dimensions over time $t$, and $D$ is the diffusion coefficient of the medium. In the case of water at room temperature, $D$ equals 2.3 x 10^{-3} \text{ mm}^2/\text{s}. This ‘free’ diffusion process can be described as a Gaussian function such that over a given time, the probability of a molecule arriving at a given point after a specific time is equal in all directions.

Within a homogeneous medium (e.g. water), displacement due to diffusion can be described as isotropic. In contrast, the brain is clearly not a homogeneous medium and the presence of various cellular compartments creates barriers to diffusing water molecules, constraining their mean displacement over time (Beaulieu, 2002).
Of importance, the coherent organisation of long neuronal axons into tracts within the cerebral white matter preferentially favours diffusion along, rather than across, the length of the axons. This diffusional anisotropy of water molecules within the brain (or more specifically of water proton spins) was first demonstrated by Moseley et al. (Moseley et al., 1990) (Figure 9).

**FIGURE 9 TENSOR FORMALISM FOR ISOTROPIC AND ANISOTROPIC DIFFUSION OF WATER MOLECULES**

In a homogeneous brain medium, such as the cerebro-spinal fluid filled ventricles, water diffusion is equal in all directions, or isotropic (A); whilst, for instance along organised white-matter bundles, water diffusion is preferred along one direction ($\lambda_1$) over others ($\lambda_2$ and $\lambda_3$), or anisotropic.

A pulsed field gradient spin-echo sequence is commonly used to excite MR signal intensity to the magnitude of diffusion within the brain, induces diffusion weighting through two pulsed gradients applied either side of a 180°RF pulse (Stejskal and Tanner, 1965). During the first diffusion gradient, spins accumulate a position-dependent phase shift, the RF pulse inverts the spins before the second diffusion gradient, equal in amplitude and duration to the first, rephases the spins to bring them into coherence and produce the MR signal. Spins that remain stationary between the application of the two gradients refocus completely; the two phase shifts cancelling.
each other out with no loss of signal. Conversely, the random motion of spins
induced by water diffusion results in the application of unequal phase shifts,
intravoxel spin dephasing and a loss in signal amplitude. This is most evident in the
fluid-filled structures of the brain such as the ventricles. The difference in measured
signal between CSF and white-matter bundles is not due to differences in the self-
diffusivity of water in each compartment (in both, this is around 2-3 x 10^-3 mm2/s).
Instead, the apparent difference in diffusivity is due to the effect of various cellular
barriers restricting water displacement and, consequently, reducing signal
attenuation.

The apparent diffusion coefficient (ADC) is commonly used in diffusion MRI to
describe the estimated extent of water diffusivity accounting for impedance due to
cellular barriers (Le Bihan et al., 1986). Due to the coherent organisation of the
cerebral white matter, ADC is dependent on the direction of the underlying
alignment of axons relative to the applied diffusion gradients. ADC is therefore
considered a rotationally variant measurement; it is maximally sensitive to diffusion
occurring in the direction of the applied gradient. Through the application of several
noncollinear diffusion-weighted gradients, it is possible to produce rotationally-
invariant estimates of tissue diffusivity.

**Diffusion Tensor Imaging**

Diffusion Tensor Imaging (DTI) aims to model water diffusion fraction and describe
the diffusion profile in a given voxel. Given the acquisition of (a minimum of six)
linearly-independent diffusion gradients directions, a diffusion tensor will describe a
voxel-specific ellipsoid iso-surface that represents the probability of diffusion from
the origin. In the case of isotropic diffusion, this probability is equal in all directions
and the diffusion tensor describes a sphere. In an anisotropic medium, e.g. cerebral
white matter, the orientation of the tensor ellipsoid is assumed to align with the underlying, dominant fibre orientation and can be expressed by three orthogonal eigenvectors and respective eigenvalues $\lambda_1$, $\lambda_2$ and $\lambda_3$ (Figure 9) (Basser et al., 1994; Pierpaoli and Basser, 1996). The eigenvalues are rotationally-invariant, scalar metrics often used to summarise voxel-wise diffusion properties without a frame of reference. Mean diffusivity (MD) is calculated as the sum of the three eigenvalues, and represents the directionally-averaged tissue diffusivity. Fractional anisotropy (FA) describes the degree to which diffusion occurs along one axis preferentially over others (Pierpaoli and Basser, 1996). FA takes a value between 0 and 1, where 0 corresponds to a perfectly isotropic, spherical tensor ellipsoid and 1 corresponds to the limit of infinite anisotropy. Although lower than typical adult values, high FA (in the range of 0.35 – 0.50) in the neonatal brain is characteristic of well-developed white matter tracts (Dubois et al., 2014).

Diffusion tensor imaging, and the pattern of voxel-wise diffusion direction that emerges from the underlying coherent diffusivity of the cerebral white matter bundles, can be also used in combination with tractography algorithms in order to reconstruct these cerebral tracts and study the whole-brain architecture or “connectome”. This approach will be discussed in detail in “DWI analysis”.

Multi-fibre modelling

A remarkable step forward in modelling water diffusion in the brain is multi-fibre modelling. A single fibre model is a good approximation for white matter voxels containing a single fibre population of axons. However, at the resolution scales currently available in the range of 1 – 3 mm$^3$, a single voxel can contain many thousands of axons forming coherent fibre bundles. One major limitation of DTI approaches is the inability to resolve the local diffusion profile of multiple crossing
fibre populations passing through a voxel with different orientations, misrepresenting the underlying tissue microstructure and hiding the directional information provided by the diffusion signal. Modelling diffusion within a complex fibre organisation as a Gaussian process under the assumption of a single dominant orientation is not always appropriate, creating a so called ‘crossing-fibre problem’. Built upon high angular resolution diffusion imaging (HARDI), an acquisition scheme characterised by high b-values and high numbers of noncollinear gradient directions, a number of methods have been proposed to more accurately model multiple-fibre populations (Alexander, 2005), either by modelling the underlying diffusion profile to estimate distinct fibre orientations (Tuch et al., 2002; Behrens, Woolrich, et al., 2003; Assaf et al., 2004; Chen et al., 2004; Hosey et al., 2005) or by inferring the diffusion profile directly with a model-free approach (Jansons and Alexander, 2003; Tournier et al., 2004; Tuch, 2004; Wedeen et al., 2005).

Of the model-based approaches, Behrens et al. demonstrated that a clinically feasible acquisition scheme (60 gradient directions with a $b$-value of 1000 s/mm$^2$) is adequate to detect 2 fibre populations in up to one third of white matter voxels using a ‘ball and stick’ compartment model (Behrens et al., 2007). Here, the diffusion signal is modelled as a weighted combination of two compartments: anisotropic diffusion along the axis of each fibre population and isotropic diffusion of free water otherwise unattributed to axonal diffusion. Although a limitation of typical multi-tensor models is the need for prior information on the number of expected fibre populations per voxel, this technique allows the automatic estimation of the number of fibre populations supported by the data using Bayesian inference. This approach uses Automatic Relevance Determination (ARD) to fit a more complicated multiple fibre model at each voxel, but ensures (through use of shrinkage priors on all volume
fraction parameters above the first) that these variables are forced to zero where there is little evidence for them in the data (Behrens et al., 2007).

A model-free approach for estimating the fibre orientation distribution directly from high angular resolution diffusion-weighted MRI data without the need for prior assumptions regarding the number of fibre populations is constrained spherical deconvolution (Tournier et al., 2004, 2007). By assuming that all white matter fibre bundles in the brain share identical diffusion characteristics, any difference in diffusion anisotropy is implicitly assigned to partial volume effects. Thus the diffusion-weighted signal attenuation measured over the surface of a sphere can then be expressed as the convolution over the sphere of a response function (the diffusion-weighted attenuation profile for a typical fibre bundle) with the fibre orientation density function (ODF). The fibre ODF, which is the distribution of fibre orientations within the voxel, can therefore be obtained using spherical deconvolution. The advantage of this technique is that it can recover the fibre ODF in regions of multiple fibres crossing allowing superior performance independently of tractography algorithm used (Tournier et al., 2012).

**Diffusion-weighted MRI in neonates**

Diffusion-weighted neuroimaging has provided a quantitative investigation of the developing human brain, highlighting how maturational changes in diffusivity and anisotropy are not uniform across the neonatal brain. From around 30 weeks gestational age structures such as the posterior limbs of the internal capsule experience early myelination, thus showing higher anisotropy and lower diffusivity. Whilst associative white-matter bundles (as the inter-hemispheric fibres) tend to
show relatively high diffusivity up to term-equivalent age (Hüppi, Maier, et al., 1998; Partridge et al., 2004). It follows that asynchronies between sensory-motor and associative cortical regions persist throughout the first year of postnatal life, mirroring the developmental tempo of the underlying white-matter maturation and myelination process (Deoni et al., 2011; Dubois et al., 2014). Indeed diffusion-weighted neuroimaging has shown that while white-matter diffusivity decrease and anisotropy increases, cortical anisotropy decreases with increasing gestational age, reaching zero by around 36 weeks (McKinstry et al., 2002; Gupta et al., 2005), and occurring first in the sensori-motor cortex followed by the occipital, temporal, and frontal regions (Gupta et al., 2005; Ball et al., 2013).

Anisotropy and diffusivity are therefore good markers to quantitatively describe the developing human brain and particularly the maturation of white matter bundles. The dense organisation of white matter fibres results in inherent anisotropy even in absence of myelin whilst the developmental process of myelination results in an increase of anisotropy mainly due to a decrease in extracellular distance between membranes (Beaulieu, 2002). However asynchronies in white-matter development appears striking in those local intersections between sensory and associative bundles. In crossing fibres regions the different developmental tempo of these bundles results in the initial increase in anisotropy (when the first bundle gets mature), followed by a subsequent decrease in anisotropy (when the second crossing bundle gets myelinated).

**DWI analysis**

In order to perform robust quantitative comparisons across subjects some pre-processing steps have to be carried out prior to DWI data analysis.
EPI requires specific MR scanner hardware that is capable of producing large, fast gradient oscillations. It is therefore susceptible to signal artefacts and geometric distortions due to eddy current effects and local field inhomogeneities caused by the rapidly switching gradients (Jezzard et al., 1998).

Eddy currents create additional magnetic fields that are added to the spatial encoding gradients causing spins to experience different image gradients from that intended. This causes distortions in the reconstructed image, in the form of shears and stretches, primarily in the phase encoding direction which is encoded more gradually. Therefore susceptibility-induced distortion correction; eddy current induced distortion correction; and bias field correction, are usually applied in order to eliminate low frequency intensity inhomogeneities across the images (Tustison et al., 2010; Andersson and Sotiropoulos, 2015).

**Voxel-based**

A method commonly used to analyse diffusion MRI data is voxel-based analysis. Scalar images such as the FA maps derived from diffusion tensor datasets, can be aligned with nonlinear registration to a common target space, smoothed and analysed with mass-univariate statistics. Although widely used several concerns about the interpretability of this style of analysis have been raised given the possible confounding effects of mis-registration, smoothing and partial voluming (Jones and Cercignani, 2010). Partial volume effects can prove problematic when transformed FA maps are analysed directly. In voxels that contain more than one type of tissue, a change in the ratio of tissue type can result in a change in intensity and interpretation as a microstructural change reflected by altered FA. Therefore, it can be difficult to separate changes in contrast due to altered FA from those caused by mis-registered or altered anatomical borders (i.e.: enlarged ventricles), a problem that is exacerbated
in clinical populations with known structural alterations (Simon et al. 2005, Smith et al. 2006).

In 2006 Smith et al. introduced tract-based spatial statistics (TBSS), an alternative method of voxel-wise DTI analysis that is not dependent on precise spatial alignment and does not require smoothing (Smith et al., 2006). TBSS includes a skeletonization step that alleviates residual image misalignment and obviates the need for data smoothing. Precise spatial alignment is not required as a local search method identifies voxels of the highest intensity voxel nearby, or FA, which are assumed to represent the centre of each tract, or contiguous group of tracts, and creates a set of curved sheets, or tubes. The skeletonised dataset represents the centre of all white matter tracts common to the group and over which statistical analysis is performed. However, in recent years several studies have highlighted the potentially limited anatomical specificity of TBSS: only 10% of post-registration misalignment is corrected by the TBSS projection algorithm (Zalesky, 2011); the shape of the skeleton as well as the statistical results are rotationally variant (Edden and Jones, 2011); dependence of specificity and sensitivity of TBSS results on the registration target (Keihaninejad et al., 2012); the projection search area for local FA maxima can partially cover the neighbouring fibre tracts causing mis-assignment (Bach et al., 2014). Some studies have further questioned the underlying assumption of TBSS that the effect of interest occurs in voxels where the local FA is highest (Van Hecke et al., 2009). The use of registration methods such as Diffusion Tensor Imaging ToolKit (DTI-TK) which use the full tensor information can notably reduce the merging of different white matter tracts (Wang et al., 2011). Indeed the overall percentage of mis-assigned voxels can be reduced by a factor of about seven by replacing the TBSS registration procedure with the DTI-TK image registration approach (Bach et al., 2014). Although TBSS is currently still the leading technique
for voxel-wise DTI analysis, the methodological considerations here reported and the interpretation problems concerning results in crossing-fibres regions have encouraged researchers to employ alternative approaches for DWI analysis.

**Tractography**

An alternative method for diffusion analysis is tractography. By exploiting directionally coherent diffusivity in the cerebral white matter it is possible to infer the path taken by specific white matter tracts through the brain (Mori *et al.*, 1999). This method can be used for in vivo dissection of white-matter tracts in order to extract tract-specific microstructural information (Wakana *et al.*, 2004); or to infer structural connectivity between remote cortical or subcortical (Behrens, Johansen-Berg, *et al.*, 2003) regions; or to construct the whole-brain structural connectome (Bullmore *et al.*, 2009).

The first implementations of these algorithms, termed *deterministic tractography*, propagates streamlines from an initial seed region through the diffusion data with the direction of the principal eigenvector $\lambda_1$ at each point defining the direction of the next step (Conturo *et al.*, 1999; Mori *et al.*, 1999). This process continues until the streamline enters a region of low anisotropy, usually set as a hard threshold to ensure that streamlines remain in the white matter where directional diffusivity is well-defined, or makes a change in direction that exceeds a pre-set curvature limit, beyond which the pathway is deemed biologically implausible. Streamline techniques, constrained by anatomically informed Region-of-Interest (ROI), are able to delineate the major white matter fasciculi in a manner that is both reliable and consistent with known neuroanatomy (Catani *et al.*, 2002; Mori and van Zijl, 2002; Mori *et al.*, 2002; Wakana *et al.*, 2004, 2007; Ciccarelli *et al.*, 2008). However, deterministic tractography is reliant on the clear determination of the direction of maximal
diffusion in each voxel, a measurement that can be confounded by low spatial resolution; poor signal-to-noise ratio; and the presence of multiple fibre populations that cannot be modelled by the diffusion tensor. All these factors can introduce errors into the tract propagation (Mori and van Zijl, 2002; Le Bihan et al., 2006; Ciccarelli et al., 2008). Moreover the fact that it relies on relatively high anisotropy for accurate tracking further limits its application in neonatal populations, where cerebral white matter is characterised by generally lower anisotropy.

An alternative approach operates within a probabilistic framework, accounting for the uncertainty in voxel-wise diffusion estimates, and often utilising multi-fibre models of diffusion to allow tracking of more complex fibre configurations (Figure 10) (Behrens, Johansen-Berg, et al., 2003; Behrens, Woolrich, et al., 2003; Parker and Alexander, 2005; Behrens et al., 2007; R. E. Smith et al., 2012; Tournier et al., 2012). This approach provides a distribution of the direction of maximal diffusion at each voxel (rather than a single point estimate), with a broad distribution reflecting increased uncertainty in the estimation. From each voxel in a given seed region multiple streamlines are propagated and the direction of each is drawn at random from the distribution of available directions, meaning that any given streamline need not follow the path of another. As each streamline steps through the diffusion data, a connectivity distribution of all possible pathways is built up, with the intensity at a given voxel representing the number of streamlines that have passed through it and reflecting the confidence of a connection existing between the voxel and seed region (Behrens, Woolrich, et al., 2003).
FIGURE 10 VISUAL COMPARISON BETWEEN DIFFERENT DIFFUSION MODELS AND TRACTOGRAPHY ALGORITHMS IN THE MATURE HUMAN BRAIN.

Tractography results of the superior longitudinal fasciculus, obtained using: A) deterministic tracking based on the tensor-model; B) constrained spherical deconvolution-based deterministic tracking; C) constrained spherical deconvolution-based probabilistic tracking. (An equal number of total streamlines were generated in all cases). Figure reproduced and adapted from (Tournier et al., 2012).

Probabilistic tractography allows pathways to be traced in the presence of uncertainty, through multi-fibre populations and into regions of low anisotropy. Given these characteristics it has been proven to be particularly suitable for neonatal DWI analysis (Bassi et al., 2008; Liu et al., 2010; Ball et al., 2015). Probabilistic tractography also provides a measure of connectivity in terms of pathway probability and has been used to reliably quantify connections between remote structures in both adult and paediatric populations (Behrens, Johansen-Berg, et al., 2003; Johansen-Berg et al., 2005; Counsell et al., 2007; Traynor et al., 2010).

Tractography can generally be used with a prior hypothesis related to the regions to be tested, or to investigate whole-brain connectivity in an exploratory manner (Sporns et al., 2005; Hagmann et al., 2008; Bullmore et al., 2009; Bullmore and Sporns, 2012). These latter approach can be used to map structural connectivity.
across the brain as complex networks, analysed with computational methods often
drawn from graph theory, attributes of which appear to reflect normal development
and are altered in disease states (Strogatz, 2001; Stam et al., 2007; Bullmore et al.,
2009; Rubinov et al., 2009).

**Functional MRI**

Over the last 20 years, Blood Oxygen Level Dependent (BOLD) contrast functional
MRI (fMRI) has been widely applied to map human brain function. Largely owing to
its non-invasive nature and high spatial resolution, fMRI has been a unique tool for
characterising dynamic changes of human brain activity and to establish the
foundation of non-invasive cognitive neuroscience (Ogawa and Lee, 1990; S Ogawa
et al., 1990; Seiji Ogawa et al., 1990; Poldrack et al., 2011). The physical principles
underlying functional neuroimaging are T2* decay and BOLD contrast.

In gradient-echo experiments the measured signal does not decay exponentially as
expected at the rate dictated by the tissue-specific T2 (Buxton, 2009). However the
signal decreases more rapidly than predicted due to static sources of local magnetic
field inhomogeneity (Buxton, 2009; Westbrook and Roth, 2011). This effect, named
T2* decay or apparent transverse relaxation time, arises as static field inhomogeneity
leads to a range of precessional frequencies, with the resultant loss of phase
coherence “interfering” with and leading to a more rapid loss of net magnetisation
(Buxton, 2009). T2* is always smaller because of fluctuations in $B_0$ field plus small-
scale fluctuations due to the presence of paramagnetic and ferromagnetic agents such
as deoxygenated blood in the brain vasculature.

The small-scale magnetic susceptibility due to the diamagnetic and paramagnetic
properties of blood is the very underling concept of BOLD contrast fMRI. The
magnetic properties of Haemoglobin (Hb) are known to change depending on its oxygen binding state, with deoxygenated Hb (d-Hb) containing unpaired electrons which render it paramagnetic. The presence of paramagnetic d-Hb in the blood affects the resonance frequency of the vasculature and that of the surrounding tissue it supplies, resulting in measurable local resonance frequency modifications as the brain activity level changes (Figure 11) (Thulborn et al., 1982; Ogawa and Lee, 1990; S Ogawa et al., 1990; Seiji Ogawa et al., 1990).

Although the concept of paramagnetic d-Hb leading to more rapid proton spin dephasing and therefore a decrease in BOLD contrast is widely accepted, the biophysical factors underlying the relationship are not trivial (Buxton, 2009). As the vessels are larger in diameter and, due to passive dilatation have the largest increase in volume during acute increases in blood flow, the majority of shifts in oxygenation on the observed BOLD signal are thought to derive from the venous side of the
vasculature (Buxton et al., 1998, 2004) or from the capillary system (Figure 12) (Attwell et al., 2010; Hamilton et al., 2010).

**FIGURE 12 LOCALIZED INCREASES IN NEURAL ACTIVITY INCREASES METABOLIC DEMANDS THAT IS ACCOMPANIED BY INCREASES IN REGIONAL BLOOD FLOW.**

The physiological basis of changes in BOLD signal fMRI measures is thought to be the vascular supply of glucose and oxygen required for neural activity, termed *neurovascular coupling* (Attwell and Iadecola, 2002; Logothetis and Pfeuffer, 2004; Mangia et al., 2009; Cauí and Hamel, 2010; Jones and Rabiner, 2012; Kim and Ogawa, 2012). The energy required for changes in neurons’ membrane electrical field potential, the basis of *neuronal activity* among local neuronal networks, is provided through the consumption of adenosine triphosphate (ATP). Its levels are maintained through the provision to the mitochondria of glucose and oxygen which is bound to haemoglobin. In the adult brain an increase in local blood flow to provide the required glucose and oxygen takes approximately 5 seconds (Buxton 2009).

Neurovascular coupling is therefore considered an indirect measure of neuronal activity (Logothetis, 2008). While haemodynamic changes measured by fMRI take place over several seconds, activity dependent increases in BOLD contrast are considered representative of the average metabolic requirements for a population of
neurons, encompassing changes in both excitatory and inhibitory conductance, and both feed-forward and feedback processing (Smith et al., 2001; Logothetis and Pfeuffer, 2004; Logothetis, 2008; Lee et al., 2010).

Here, it is important to highlight how developmental changes in neurovascular coupling and neural energy consumption may obscure the interpretation of BOLD signal changes that result from a concomitant real development of neural signalling (Harris et al., 2011). The relationship between neural activity and blood flow is indeed likely to be reshaped with development as the result of changes in 1) the synaptic architecture and signalling pathways that control blood flow; and in 2) the vascular system itself (Harris et al., 2011). Therefore particular attention has to be used when analysing the developing brain, identifying and removing the effect of cardiac and blood vasculature system MRI artefacts. These BOLD fMRI signal components may hinder the biological significance of changes in neural function that result from development or from task-based, or the calculation of resting-state functional connectivity.

**Resting-state functional-MRI**

Since the first application of human fMRI (Bandettini et al., 1992; Kwong et al., 1992; Ogawa et al., 1992) most of the studies have focused on changes in activity evoked by external stimuli, i.e.: the response demands of a task or a cognitive challenge. The use of ‘activation’ paradigms, in which the experimental manipulation results in the activation of cerebral circuits that are necessary for performing the task, has emphasized specific brain areas can be identified by increased activity relative to the baseline condition. In this context, spontaneous modulation of the BOLD signal which could not be attributed to the experimental paradigm or any other explicit input or output, had been interpreted as ‘noise’ in
task-response studies and was usually minimized through averaging (Deco et al., 2011).

In recent years, researchers’ attention has shifted to the investigation of slow (<0.1 Hz) spontaneous fluctuations of the BOLD fMRI signal in the resting brain. The (resting) human brain represents only 2% of total body mass but consumes 20% of the body’s energy, most of which is used to support on-going neuronal signalling (Attwell and Laughlin, 2001). Indeed task-related increases in neuronal metabolism are usually small (<5%) when compared with this large resting energy consumption, suggesting perhaps that the brain ‘at rest’ is not in a resting condition (Ames, 2000; Attwell and Laughlin, 2001; Lennie, 2003; Shulman et al., 2004; Raichle and Mintun, 2006).

Following the observations of Nyberg, L. et al., Shulman, G. L. et al., Raichle, M. E. et al., the idea of a default mode of brain function was proposed providing a framework for the study of intrinsic brain activity in the absence of an overt task (Nyberg et al., 1996; Shulman et al., 1997; Raichle et al., 2001).

The initial observation of Biswal et al. of relatively consistent distributed patterns of activity during rest has led to the suggestion that it might be possible to characterize network dynamics without the need of an explicit task to drive brain activity (Biswal et al., 1995). It has been demonstrated that brain regions that activate jointly seem to maintain a high correlation of BOLD signal fluctuations at rest, within a ‘resting-state network’ (RSN) of ‘functionally connected’ regions (Biswal et al., 1995; Lowe et al., 1998; Greicius et al., 2003; Damoiseaux et al., 2006; Rogers et al., 2007). Further studies have also shown that in disorders in which cognition is disrupted, intrinsic activity dynamics also seem to be disrupted (Garrity et al., 2007; Damoiseaux et al., 2008; Greicius, 2008; Rombouts et al., 2009).
In the last decade the study of slow spontaneous fluctuations in the BOLD fMRI signal have shown that the brain is very active even in the absence of explicit input or output; and is intrinsically organized into dynamic, anticorrelated functional networks (Figure 13) (Beckmann *et al*., 2005; Fox *et al*., 2005; Damoiseaux *et al*., 2006; Raichle and Snyder, 2007). It has been further proposed that both task-driven neuronal responses and behaviour are reflections of this dynamic, on-going, functional organization of the brain.

**FIGURE 13 FUNCTIONAL RESTING-STATE NETWORKS IN THE MATURE HUMAN BRAIN**

A) Medial visual; B) Lateral visual; C) Auditory; D) Sensory-motor; E) Default mode; F) Executive control; G) Right dorsal visual; H) Left dorsal visual networks. Figure reproduced and adapted from (Beckmann *et al*., 2005).

The characterization of spatially coherent spontaneous slow fluctuations of the BOLD fMRI signal offers potential insights into large-scale brain organization at a systems level. Today we know not only that RSNs do reflect networks of brain function (Sadaghiani and Kleinschmidt, 2013) and that the extensive set of functional networks identified in the task fMRI literature can also be found in resting-state
fMRI data (Vincent et al., 2007; Smith et al., 2009), but also that these RSNs alter their dynamics to meet goal-directed activities or to satisfy task demands, enabling humans to perform and control complex cognitive functions necessary for everyday living (Cocchi et al., 2013; Kim et al., 2013; Deco et al., 2015; Gu et al., 2015).

However, the biological significance of such a rich and continuously present set of spontaneous, correlated activities in the resting brain is still unclear, but may allow the brain to be continuously engaged in undirected cognitive activities (both conscious thought processes and subconscious activity such as learning/unlearning) and respond to uncontrolled external stimuli (Smith, Vidaurre, et al., 2013).

**Resting-state fMRI in neonates**

From 2007 a series of studies started investigating the ontogeny of RSNs, with the aim to clarify the role of this large-scale neural organization in early life. At the time of normal birth, previous studies have detected RSNs in the primary visual areas, somatosensory and motor cortices, temporal cortex, cerebellum, prefrontal cortex and an incomplete Default Mode Network (DMN) (Figure 14) (Fransson et al., 2007, 2009, 2011; Smyser et al., 2010).
However, the absence of the complete DMN, executive control network, and dorsal visual network suggested that the full RSN architecture may emerge during later childhood, in parallel with the development of corresponding cognitive functions. It was only in 2010 that a more comprehensive investigation of infant brain function showed how the full repertoire of resting-state networks emerges during the period of rapid neural growth before the normal time of birth at full term (Figure 15). This study showed how the visual, auditory, somatosensory, motor, default mode, frontoparietal, and executive control networks, although developing at different rates, were all present by term equivalent age (Doria et al., 2010).
FIGURE 15 DEVELOPMENT OF THE MOTOR RSN DURING THE PRETERM PERIOD

The network can be clearly seen to progress from a unilateral representation at 29 weeks PMA, to a bilateral but spatially dispersed network at 35-37 weeks PMA, and finally to a well localised bilateral network with a clear pattern of connectivity between the left and right peri-rolandic cortices at 41 weeks PMA identical to that seen in the brains of adult subjects (numbers correspond to age expressed in PMA weeks). Figure reproduced and adapted from (Doria et al., 2010).

Resting-state fMRI analysis

The fundamental premise of fMRI is that the acquired image intensity reflects the local blood flow and oxygenation changes which result from local neural activity (Ogawa et al., 1992). However several confounds can hinder its study. Data pre-processing represents a first, essential step prior to the selective analyses, and aims to prepare the raw data for statistical analysis by reducing noise and removing clear sources of potential bias (Friston et al., 1994; Smith et al., 2001; Monti, 2011). Therefore a four-dimensional resting-state fMRI dataset requires extensive pre-processing before resting-state network analyses can be conducted.

Head-motion movement correction
Head motion has been shown to significantly confound resting-state fMRI studies leading to spurious patterns of connectivity (Power et al., 2012; Satterthwaite et al., 2012, 2013; Griffanti et al., 2014; Pruim et al., 2015). Therefore it represents a very important possible confound and source of potential bias which can lead to significant changes in local signal intensity and may be interpreted falsely as neural activity (Hajnal et al., 1994; Smith et al., 2001; Huettel et al., 2004). This head-motion effect is particularly profound in areas with high-contrast boundaries such as is seen around the cortex on the surface of the brain, where even a small movement may lead to signal being derived from an entirely different source (such as CSF) during the course of time-series acquisition. For the purposes of motion correction, the head is considered to be a rigid body (i.e.: while there may be changes in position and orientation during the acquisition period, it is assumed there are no changes in shape) (Friston et al., 1995, 1996; Smith et al., 2001; Jenkinson et al., 2002; Huettel et al., 2004). Although this process of rigid-body realignment correction will produce fMRI data consisting of volumes which should be spatially identical to one another, significant (and more complex) residual effects still remain in the data (Friston et al., 1996; Smith et al., 2001; Muresan et al., 2005). As the altered signal intensity may propagate into the subsequent acquired volumes (known as a “spin history effect”), regardless of whether any further displacement occurs in that period (Friston et al., 1996; Muresan et al., 2005), the relationship between movement and signal intensity is highly complex, with a single pattern of movement resulting in vastly different (and unpredictable) patterns of signal change across the brain (Friston et al., 1996; Smith et al., 2001; Beckmann and Smith, 2004).

The estimated displacement vectors derived from the rigid-body realignment can be used as covariates, based on the assumption that aberrant changes in image intensity will be linearly related to the measured head motion and therefore can be regressed
out (Smith et al., 2001). However this method is limited in its effectiveness, as there are areas in the brain which move independently under normal conditions (such as areas with physiological pulsation) and therefore violate the rigid body assumption, and due to the profoundly non-linear relationship between head motion and BOLD contrast (Smith et al., 2001; Beckmann and Smith, 2004).

An alternative method termed *scrubbing* has been suggested, and consists in the removal of those specific volumes corrupted by head-motion above a certain threshold measured on (Power et al., 2014). This approach however presents several limitations in its effectiveness, such as the possibility that motion-related artefacts may propagate into the subsequent acquired volumes which may not necessarily be affected by aberrant motion; or the fact that by removing different number of volumes per subject it leads to subject-wise differences in the degrees of freedom, hindering functional connectivity estimation and inter-subject comparison.

An alternative and perhaps preferable method is to use a blind source separation technique such as Independent Component Analysis (ICA) to identify and filter out patterns of structured noise within the signal (such as in areas containing pulsating arteries, and changes related to patterns of head motion) (Beckmann and Smith, 2004).

Recently two automatic de-noising and artefact removal pipelines (FMRIB's FIX and AROMA) have been developed based on single-subject ICA identification of artefact and have proven superior results compared with several previous techniques (Griffanti et al., 2014; Salimi-Khorshidi et al., 2014; Pruim et al., 2015).

**EPI distortion correction**

Another step in fMRI denoising is EPI distortion correction. Images acquired with an EPI sequence are particularly predisposed to particular forms of geometric distortion,
especially those due to magnetic field offset induced by differences in susceptibility in adjacent tissues (Buxton, 2009; Westbrook and Roth, 2011). EPI distortions usually result in geometric changes of position in the reconstructed image caused by changes in the signal phase along the phase-encoding direction. Because in the EPI phase encode direction there is a long time between phase encode lines, spins are acquiring phase due to off-resonance between acquisition lines in k-space. Given that we are using signal phase to encode spatial location, extra phase results in the wrong location during image reconstruction.

This inhomogeneity can be characterised and a B0 “field map” created by calculating the difference in signal phase between two images which have been acquired at different echo times (Jezzard and Balaban, 1995). This field map can then be used to “unwarp” the fMRI data by applying cost-function masking thereby ignoring areas of high signal loss (Jezzard and Balaban, 1995). Other approaches to prevent EPI distortion encompass the improvement of B0 homogeneity or the reduction of time between phase-encoding lines: shimming; faster coverage of K-space along the Y direction, i.e. using parallel-imaging; blip-up blip-down acquisition (inversion in phase acquisition so that distortion change direction as well and signal can be recovered). Although these are very effective approaches, in a clinical setup they are extremely time-consuming and cannot always be implemented.

**Signal Drop-out**

Particular attention has to be spent in the identification of EPI signal drop-out. In contrast to EPI distortion, signal drop-out is a loss of signal caused by intravoxel dephasing due to large air-tissue inhomogeneity. Importantly, signal affected by drop-out is lost and cannot be recovered. Possible remedies during fMRI acquisition are B0 homogeneity improvement by shimming the coils; reduction in voxel-size;
and reduction in TE. In the adult brain, signal drop-out is common in the inferior frontal and temporal areas due to the presence of large air-filled sinuses adjacent to the brain (Jezzard and Clare, 1999; Buxton, 2009). In the preterm and term neonate, these areas of signal drop-out are not significant as the sphenoidal and frontal sinuses are not yet pneumatised.

Recently, multiband accelerated EPI sequences have been developed in order to allow faster acquisition of multiple slices simultaneously and reduce EPI distortions (Moeller et al., 2010; Setsompop et al., 2012). Not only do these sequences provide major improvements in spatial and/or temporal resolution, they can also improve overall statistical sensitivity and increase the information content of the data, in terms of reflecting the richness of the neural dynamics (Feinberg et al., 2010; S. M. Smith et al., 2012).

**Temporal filtering**

Temporally filtering can be done at both the high and low ends of the frequency spectrum of the BOLD signal time-series to remove unwanted time-series artefacts which are unquestionably not related to the experimental signal of interest (Friston et al., 1994; Smith et al., 2001; Huettel et al., 2004).

High-pass filtering is used to remove low frequency drifts in the data, such as those caused by “scanner drift” (due to gradual changes in the scanner magnetic field during the acquisition), slow movements of the subject’s head, and aliased physiological effects (such as subject breathing) (Friston et al., 1994; Smith et al., 2001). Low-pass filtering can also be used to remove high frequency noise (such as that caused by vascular pulsation), but has a potential downside in that the power of the later analysis may be reduced due to an effective “smoothing” of the time-series response (and in particular a dampening of high amplitude rapid responses) (Smith et
In resting-state fMRI analysis, high pass filtering is usually applied to data (in neonates for frequencies above 100-125 s ~ 0.01-0.008 Hz); but low pass filtering is not, so as not to reduce the strength of the signal of interest.

**Spatial filtering**

A low pass spatial filter is typically applied to fMRI data preferably after normalization to common target or template. Although counter-intuitive because of the induced blurring of the data, this step aims to increase the signal-to-noise ratio (SNR) of the data, to reduce the effect of misalignment, and eventually to reduce false positive rates due to the large number of data points generating multiple comparison statistical problems in the later analysis (Friston et al., 1994; Smith et al., 2001; Huettel et al., 2004).

However, spatial smoothing may also generate a confounding effect due to differences in head-size when applied before normalization to standard template, or again might not achieve the same degree of uniform smoothing, which ensures that all subject images in a study have equal effective spatial resolution (Scheinost, Papademetris, et al., 2014). Because differences in the intrinsic smoothness of images across a group are known to confound functional connectivity results, these smoothness differences can be eliminated via a uniform smoothing solution achieved using AFNI software. Given the small size of the infant brain, spatial smoothing has to be minimized to a small Gaussian kernel (i.e. of 3 mm full-width-half-maximum (FWHM)) to avoid undesirable mixing of signal across anatomically or functionally distinct areas whilst still enhancing signal-to-noise ratio and ameliorate the effects of functional misalignments across subjects (Smith, Vidaurre, et al., 2013).

**Resting State Network Identification**
Resting-state fMRI measures spontaneous temporal fluctuations in brain activity (i.e., with the subject ‘at rest’) and is primarily used to estimate connectivity in the brain, under the assumption that functionally connected areas have temporally related spontaneous fluctuations in the measured BOLD time series.

As the brain is thought to be intrinsically organized into dynamic, distinct functional anatomical systems, the identification of RSNs becomes a key step in resting-state fMRI analysis and functional connectivity estimation (Beckmann et al., 2005; Fox et al., 2005; Damoiseaux et al., 2006; Raichle and Snyder, 2007).

Although there was initially some concern that some patterns of spatially-extended spontaneous signals were of non-neural physiological origin, these concerns are increasingly being addressed (Murphy et al., 2013). RSNs can be distinguished from each other because, although each has a relatively consistent time-course across its set of involved regions, the different networks have distinct time-courses (Beckmann et al., 2005).

Early studies typically looked at functional connectivity via a small number of large-scale spatial maps (Beckmann et al., 2005), or by computing seed-based correlation connectivity from a single seed voxel or region of interest, creating one or a few correlation-strength maps spanning the whole brain (Biswal et al., 2010).

By contrast the nascent field of ‘connectomics’ (Sporns, 2013) generally attempts to study brain connectivity in a different way, first identifying a number of network nodes (functionally distinct brain regions) and then estimating the functional connections (network edges) between these nodes.

A very robust and replicated approach to generate nodes or parcellate the brain involves Independent Component Analysis (ICA) (Beckmann, 2012). ICA is a dimensionality reduction technique or, more precisely, a blind source separation.
approach (Hyvärinen and Oja, 2000). The underlying assumption of ICA is that the measured data is generated from a mixture of the underlying independent signals of interest. ICA will therefore separate a multivariate mixed signal into additive subcomponents that are maximally independent. In contrast to other models such as Principal Component Analysis (PCA) or Factor Analysis, the prior distribution needed to estimate the probabilistic model is based on non-Gaussian priors of the latent variable (Figure 16).

When applying ICA to fMRI data, the resulting components would be characterised as pairs of spatial maps and related time-courses. The spatial map may represent a map of stimulus related functional activity, task-unrelated spontaneous intrinsic brain activity (or RSNs), or possible sources of artefact; whilst the time-courses (and relative spectra profile) would represent the component-specific time-course along the fMRI acquisition time (Beckmann and Smith, 2004; Beckmann, 2012). Crucially, the application of ICA decomposition of multiple subject fMRI data, allows that for
each ICA component it would be possible to extract the subject-specific representation and contribution, thus providing individual spatial-maps and time-courses.

In contrast to atlas-based parcellations, where atlas regions’ boundaries may not take into account subject-specific differences in functional organization, an ICA parcellation approach generates a rich data-driven description of multiple networks in the brain but at the expense of no longer dictating in advance the regions with which the connectivity maps are related. Using ICA, each node of the network is described by a spatial map of varying weights; each map may overlap with other nodes’ maps and may span more than one group of contiguously neighbouring points (Smith, Vidauvre, et al., 2013; Smith, 2016).

In contrast to low-dimensional ICA parcellation, high-dimensional resting-state fMRI parcellation into many nodes (potentially hundreds) allows a richer analysis of the network connections. This approach is limited by the temporal resolution and the number of data points available, as ICA decomposition differentiates underlying blind sources based on time-spectra information. The risk of applying high-dimensionality ICA to non-high temporal resolution and short-acquisition resting-state fMRI data is to overfit noise.

However by shifting the emphasis from large-scale RSN maps into a network description of nodes and edges, new information and multiple features can be gained.

In order to map the functional connectome, carry out connectivity modelling and compare connectomes across subjects, it is fundamental to achieve a common parcellation in each subject. This is why a group-level data-driven parcellation is preferable to random based parcels, which are known to mix signals belonging to functionally distinct areas (Glasser et al., 2015; Yeo and Eickhoff, 2016).
Functional connectivity estimation

Based on the notion that the BOLD signal within functionally linked regions will co-fluctuate and that this represents synchronous spontaneous changes in brain processing states, the quantification of resting-state BOLD fMRI correlation-based connectivity is thought to reflect the connectivity pattern of RSNs (Deco et al., 2011; Smith et al., 2011; Smith, 2016).

Termed network edges, the connections between nodes are estimated by analysing the relationship between fMRI time series within the nodes (Figure 17) (Smith et al., 2011). As a result, brain connectivity can be represented as a ‘parcellated connectome’, which can be visualized simply as an Nnodes × Nnodes network matrix or a graph (explicitly showing nodes and the strongest edges). Functional network connectivity analysis can therefore inform about functional specialisation (investigating the functional connectivity of each node separately) and functional integration (investigating how nodes interact with each other and form communities of functionally related clusters of nodes).
Many different methods are being used in the literature to quantify resting-state affect correlation coefficients, including various factors other than the direct anatomical node network edges and assessing the default mode network (red-yellow), dorsal attention network (green), primary visual (copper) and higher level visual (dorsal and ventral streams, blue). B) Showing group-average connectome representation of 55 brain regions (network nodes) from a higher dimensional parcellation. Network nodes are represented by the external ring and are linked by the strongest individual functional connections are shown (positive in red, anticorrelations in blue). Figure reproduced and adapted from (Miller et al., 2016).

Given a set of nodes’ time series, correlation is one approach for inferring the network edges and assessing whether the regions are functionally connected. Many factors other than the direct anatomical node-to-node connection ‘true strength’ can affect correlation coefficients, including variations in signal amplitude and noise level (Friston, 2011).

Many different methods are being used in the literature to quantify resting-state functional connectivity. A recent work compared different connectivity estimation methods.
approaches on rich, realistic simulated fMRI data for a wide range of underlying networks, experimental protocols and confounds (Smith et al., 2011).

The results highlight that in general correlation-based approaches can be quite successful, methods based on higher-order statistics are less sensitive, whereas lag-based approaches perform very poorly. More specifically: there are several methods that can give high sensitivity to network connection detection on good quality fMRI data, in particular, partial correlation, regularised inverse covariance estimation and several Bayes net methods. With respect to the various confounds investigated in the study, the most striking result was that the use of functionally inaccurate ROIs (when defining the network nodes and extracting their associated time-series) is extremely damaging to network estimation; hence, results derived from inappropriate ROI definition (such as via structural atlases) should be regarded with great caution.

In general partial temporal correlation between nodes’ time series aims to estimate direct connection strengths and tends to perform more accurately than full correlation (Smith et al., 2011). Partial correlation refers to the normalised correlation between two time-series, after each has been adjusted by regressing out all other time-series in the data (all other network nodes). Although no directional information is given, this approach attempts to distinguish direct from indirect connections.

An efficient way to estimate partial correlations is via the inverse of the covariance matrix (Marrelec et al., 2006). Under the constraint that this matrix is expected to be sparse, regularisation can be applied, for example, using the Lasso method (Banerjee et al., 2006; Friedman et al., 2008). This shrinks entries that are close to zero more than those that are not. The limit of the Lasso approach is that in high dimensional settings with inter-correlated time-series the regularization approach will chose to preserve randomly only one or few of these edges and shrink all the others to zero.
An alternative way to improve the stability of the estimates of partial correlation coefficients, is to use Tikhonov-regularized partial correlation, where no sparsity is enforced and a small amount of L2 regularization is applied (Smith, 2016). This has the effect of preserving the full range of inter-correlated network edges while enhancing robustness of partial correlation estimation.

Correlation-based connectivity, however, cannot reveal anything about causality or even whether connectivity is direct versus indirect (Marrelec et al., 2006). The distinction between functional and effective connectivity is important for deciphering the underlying biological networks (Friston, 1994). Methods for effective connectivity modelling that have been applied to resting-state fMRI data are usually complex models with many parameters, each representing a biological or physical measure (such as average neuronal activity and (separately) the haemodynamic response to neural activity); these kind of models are ideally fit to data using probabilistic Bayesian methods such as dynamic causal modelling (Friston et al., 2011; Woolrich and Stephan, 2013). This approach however is feasible only in the contest of task-based fMRI, where a specific network model with few nodes (and few pattern of effective connectivity) can be hypothesized as the result of an exogenous stimulation, as observational data such as resting-state fMRI is in general not a robust and safe tool for inferring causality (Pearl, 2009).

Another approach for network modelling comes from the domain of graph theory (Rubinov and Sporns, 2010; Fornito et al., 2013; van den Heuvel and Sporns, 2013). This includes: the study of node clustering and hierarchies; the study of hubs (nodes, or clusters of nodes, that are particularly highly connected to other parts of the network); and deriving global network summary metrics such as small worldness (looking at how the communication and clustering acts over multiple scales) or measures of general network efficiency. As for correlation-based network
connectivity, these techniques are dependent on accurate network modelling at the lower level as in carefully constructed network matrices, regardless of how advanced or conceptually elegant a given graph-theoretical measure may be. One specific risk of this approach is the use of inappropriate node definition (Smith et al., 2011; Craddock et al., 2012), such as a gross structural atlas-based parcellation that poorly corresponds to functional boundaries and results in networks and graph-theory analyses whose neurobiological interpretability is limited. Another concern is that it is frequently the (thresholded) full correlation matrix that is input into graph-theoretical analyses rather than an estimate of direct network connections. Considering just part of the estimated network may therefore not be entirely correct.

Another limitation is that graph theory can abstract the network matrix to a very high degree, summarising an entire study down to a single measure representing overall network efficiency, or small worldness, and any apparent change in this measure might not reflect a genuine change in the brain connectivity but rather any of a myriad of potential confounds (e.g., factors as basic as systematic group differences in head motion or heart rate) (Smith, Vidaurre, et al., 2013).

**Dynamic functional connectivity**

In the last two decades fMRI has played a central role in characterizing the nontrivial spatial and topological structure of functional brain networks, but thus far has been limited in its capacity to study their temporal evolution having focused its study in a time-averaged sense.

Recent investigations of resting-state fMRI have emphasized the dynamic nature of functional networks (Deco et al., 2009, 2011; Allen et al., 2012; Calhoun et al., 2014; Zalesky et al., 2014; Hansen et al., 2015; Zalesky and Breakspear, 2015). By empirically studying and modelling the property of nonstationarity (as temporal
variability in any given statistic or the signal variance changing over time), these studies aimed to shed new light on large-scale functional network dynamics. Studying correlation-based connectivity in a sliding-window fashion, these studies have shown that brain activity between pairs of neuroanatomical systems spontaneously fluctuates in and out of correlation over time in a globally coordinated manner, giving rise to sporadic intervals during which information can be efficiently exchanged between neuronal populations (Figure 18) (Zalesky et al., 2014). These studies propose that dynamic fluctuations in the brain’s organisational properties may minimise metabolic requirements while maintaining the brain in a responsive state. It has been proposed that the formation and dissolution of resting-state patterns reflects the exploration of possible functional network configurations around a stable anatomical skeleton, a property that may support effective information processing (Deco et al., 2011).

FIGURE 18 DYNAMIC FLUCTUATIONS OF RESTING-STATE NETWORKS
FUNCTIONAL CONNECTIVITY IN THE MATURE HUMAN BRAIN

A) Time series of RSNs functional connectivity (Pearson’s correlation coefficients) over time. Showing only top-100 most dynamic functional connections for one healthy, young adult. Synchronization between RSNs occurs at distinct moments in time, where multiple connections transition en masse between high and low levels of connectivity. B) Time-resolved
analysis of regional network efficiency. The figure shows that resting-state functional brain networks spontaneously reconfigure in such a way that multiple regions synchronously transition to high-efficiency states. Figures reproduced and adapted from (Zalesky et al., 2014).

Recent studies using magnetoencephalography (MEG) and EEG (EEG), have shown evidence that functional connectivity within whole brain networks exhibit temporal variability on a time scale of seconds to tens of seconds (de Pasquale et al., 2010; de Pasquale et al., 2012; C. Chang et al., 2013; Hutchison et al., 2013; Brookes et al., 2014). MEG scanners measure changes in the magnetic fields generated by electrical currents in the brain, which means that they can detect alterations in brain activity much more rapidly than fMRI.

Based on the assumption that to provide an effective substrate for cognitive processes functional networks should be able to rapidly reorganise and coordinate on a sub-second temporal scale (Bressler and Tognoli, 2006), Baker et al. used MEG to characterize whole-brain functional activity dynamics at high temporal resolution and to infer hidden dynamic states of brain network activity (Baker et al., 2014). Importantly they studied MEG activity using a hidden Markov model, which infers a number of discrete brain states that recur at different points in time. The hidden Markov model (HMM) is a generative probabilistic model, in which the sequence in time of an observable variable is generated by a sequence of internal hidden states. These hidden states cannot be observed directly, and the transitions between hidden states are assumed to have the form of a Markov chain described by a transition probability matrix and an optimal states sequence (the Viterbi path). Each inferred state corresponds to a unique pattern of whole-brain spontaneous activity, which is modelled by a multivariate normal distribution and a state time-course indicating the points in time at which that state is active. These two characteristics allow the description of both the spatial and temporal characteristics of each inferred state.
They have shown that the HMM can independently identify fast transient brain states in MEG data that correspond to established RSNs. By assessing temporal changes in the occurrence of these states, this demonstrated that within-network functional connectivity is underpinned by neuronal dynamics that fluctuate much more rapidly than has previously been shown (100-200 ms) (Figure 19). This work moves from the assumption that resting-state activity may be broken down into a set of distinct activity patterns that repeat over time and where only one functional state may be active at any one time. Although this might seem an oversimplification, it is in agreement with computational models of neuronal connectivity (Deco et al., 2011) and direct observations from both fMRI (Allen et al., 2012) and EEG (Britz et al., 2010; Musso et al., 2010; Yuan et al., 2012). The temporal organization of dynamic brain activity through these transient spatial patterns of coordination may therefore provide the flexibility required to adapt to the rapidly changing computational demands of cognitive processing (Bressler and Tognoli, 2006).

**FIGURE 19 FAST TRANSIENT SEMI-STABLE STATES OF SPONTANEOUS ACTIVITY IN THE MATURE HUMAN BRAIN**

A) Schematic cartoon of the HMM outputs. An HMM with K states is inferred from MEG or fMRI data. Each brain state is characterized by a multivariate normal distribution, and a state time-course (which is a binary sequence that indicates the points in time at which the state is active). B) Temporal characteristic (life time) of the brain states measured from MEG data.
Methodological limitations of task-based neuroimaging approaches

The first two decades of human fMRI studies have relied on the application of task-based neuroimaging paradigms in order to study changes in neural activity evoked by external stimuli or tasks (Bandettini et al., 1992; Kwong et al., 1992; Ogawa et al., 1992). This neuroimaging approach depends on the subtraction paradigm or on the event-related design.

The former, the subtraction paradigm, leans on several underlying assumptions that may not be always satisfied. For instance, it depends on the correct choice of a control task (the control task should remove all but the component of interest), therefore assuming a specific underlying neurocognitive model (even if a task does not explicitly involve a particular component, a subject may engage in it anyway). It relies on the assumption that a single component process can be inserted into a task without affecting other processes (“pure insertion”). The second, the event-related design, tries to overcome some limitations of the subtraction paradigm and is usually implemented together with modalities with high temporal resolution, such as NIRS and EEG. This approach presents several advantages, such as the opportunity to disentangle rapid changes in neural processing related to, for instance, rapid phonetic changes in linguistic stimuli; or the possibility of avoiding the modelling of slow BOLD responses in response to rapid stimulation. However, this approach has also several limitations. For instance, it is characterised by the low coverage across the whole-brain; by low signal to noise; by signal attenuation and reduced efficiency (requiring a longer acquisition time to achieve sufficient statistical power); and by poor or difficult source localization (with, in the case of NIRS, unexpected light...
absorption and scattering that may take place along inconstant gyral surfaces such at the level of the Sylvian fissure). Thus this kind of approach allows the investigation of only those brain responses involving homogeneous brain surfaces at an extreme macro-scale.

Summary

With an increasing number of works using non-invasive in-vivo MRI in infancy, (both functional (Doria et al., 2010; Smyser et al., 2010, 2011, 2014; Kwon et al., 2015; Ball et al., 2016); and structural/diffusion (Counsell et al., 2003; Dubois et al., 2009, 2015, Ball et al., 2012, 2014, 2015)), MRI has opened a new window into the functional and structural organization of the developing human brain.

Although the first two decades of human fMRI studies has mostly applied task-based neuroimaging paradigms (Bandettini et al., 1992; Kwong et al., 1992; Ogawa et al., 1992), in recent years researchers’ attention has shifted towards slow (<0.1 Hz) spontaneous fluctuations of the BOLD fMRI signal in the resting brain as an efficient tool to characterise human brain organisation (Raichle et al., 2001; Fox and Raichle, 2007). Resting brain activity has a high-energy consumption (consumes 20% of the body’s energy although accounting for only 2% of total body mass), and is supposed to support the on-going neuronal signalling (Attwell and Laughlin, 2001). Besides the interest concerning the biological mechanisms underlying resting-state spontaneous neural processes, this shift in research focus has also been fostered by possible criticisms regarding the reproducibility of task-based neuroimaging approaches.
Resting-state functional-MRI and diffusion weighted-MRI therefore represent a powerful, practical and ideal tool to investigate the human infant brain organization and to shed new light on the ontogeny of language in the human brain.

Rational of the analyses presented in the experimental chapters

As highlighted in the first chapter, the motivation underlying the work of this thesis is to better understand whether the human neonatal brain is biased toward language learning. By identifying structural and functional neural correlates that are linearly predictive of complex linguistic performance assessed at two years of age, in the following experimental chapters I aim to identify possible neural mechanisms underlying early language acquisition in the preterm human brain imaged at term equivalent age.

Although a control group is not present, thus hindering the capacity to generalise the presented results to the healthy-development population, it is important to note that I have nonetheless chosen a computational approach to model the effect of premature birth in the emergence of a language brain network. The effect of degree of prematurity (measured by gestational age at birth) is here modelled in a linear fashion as the modulation between brain and behaviour. Indeed testing for brain differences between preterm infants and controls may result in neural patterns that are not associated to degree of prematurity but driven by secondary clinical variables (i.e. mechanical ventilation). This approach further allows to disentangle the effect of premature birth from the effect of postnatal socioeconomic factors, providing specificity in the study of the brain-behaviour modulation due to prematurity.

The effect of number of days of ex-utero life was not considered of interest, as this variable is the linear subtraction of gestational weeks at birth from postmenstrual
weeks at scan. Instead, postmenstrual age at MRI was used previous to any association analyses to adjust for the maturational effect due the differences in age at scan. Indeed as shown in chapter 5, once the variance of postmenstrual age at scan is regressed out, the information carried by days of ex-utero life is collinear with gestational age at birth.

Although research question regarding both the direct effect of development (or grow) and degree of premature birth on brain structure and function are of primary interest, here they will result as off-topic, as the work of this thesis does focus on early predictors of language learning and on the modulation of degree of prematurity in this neurobehavioural link. Therefore I would point the reader interested in those topics to the other multiple works carried out within (but not exclusively) the Centre for the Developing Brain.

Standardised neurocognitive assessment of receptive, expressive linguistic abilities and cognitive capacities was carried out using the (previously described) Bayley Scales of Infant and Toddler Development, Third Edition (Bayley, 2006). The confounding effect of household’s environment on linguistic and cognitive abilities (i.e. due to socioeconomic factors) was regressed using the Multiple Deprivation index. This index is currently the most widely used measure of socioeconomic deprivation for small areas (or neighbourhoods) in England (T. Smith et al., 2015).

At a national level, the index of Multiple Deprivation was shown to be highly correlated with a primary school-level socio-economic indicator such as the proportion of pupils eligible for free school meals (Crawford and Greaves, 2013). Furthermore, in a previous study investigating a similar cohort of preterm born infants, the index of Multiple Deprivation was shown to be one of the most predictive measures of inter-subject differences in later neurodevelopment (Ball et
Although this measure is far from being perfect, as all measures, in the UK it represents a good, pragmatic socio-economic indicator.

From a methodological perspective the work of this thesis is also the result of an exploration of how neuroimaging measures may be helpful to predict i.e. behavioural measures from MRI data acquired years apart. This computational approach, allowing the estimation of a predictive (or mechanistic) models in brain-behaviour interaction, clearly differs in many ways from the most widely used regression approaches to brain imaging. Instead of using mass-univariate general linear testing of brain regions (or voxels, or white matter bundles) associated with a specific personality trait or developmental measure (i.e. a scalar measure of interest), brain measures are used as features in multiple regression approaches in order to maximise the prediction (and/or minimise the error) of the scalar measure of interest. This inversion of the problem, transforms the statistical approach in a problem of brain pattern identification (i.e. “What is the brain pattern that better predict inter-subject differences in intelligence quotient?”). Although the methodological implementation is not trivial, it allows to overcome some statistical limitations recently highlighted in the neuroscientific field. For instance, as sample size in neuroimaging studies is increasing (S. M. Smith et al., 2015; Miller et al., 2016), looking just at the statistical significance values will lead a higher chance of null hypothesis rejection; whilst, cross-validating a model and testing its prediction power on new data represents a more sound approach. It follows that this approach has the advantage of comparing multiple alternative models on the basis of the predictive power.
Chapter 5

Language ability in preterm children is associated with arcuate fasciculi microstructure at term

In this chapter I investigate the microstructural maturation of the arcuate fasciculus as a neuromarker for early language learning. The key motivations for this choice are the following: 1) the key role of arcuate fasciculus in the adult language system (Catani et al., 2007; Berwick et al., 2013); 2) comparison studies with primates show the organisation of this bundle as being human-specific (Rilling et al., 2008). (Indeed unpublished data presented by Marco Catani’s lab at the Society for Neurobiology of language 2016 show the arcuate fasciculus as the only linguistic tract being present in humans but not in primates); 3) previous neuroimaging studies in infants using low-angular resolution DWI sequences and no adequate DWI processing, have led to the belief that the arcuate fasciculus during perinatal period does not reach the frontal terminations (Perani et al., 2011). Jessica Dubois in 2015 indeed suggested that this finding might have been an artefact due to DWI characteristics rather then the true developmental pattern of infant brain development; 4) although ventral linguistic bundles are known to play a role in the language network during childhood development, these bundles are mainly known to support semantic processing of lexical items; thus one may hypotheses that these tracts become central in language learning at a later developmental stage. On the basis of the results presented in this chapter, further studies should explore the role of ventral linguistic bundles in human
language acquisition.

From a methodological perspective, in this chapter I have adapted DWI processing pipeline previously used in adult studies to human infant brain imaging data. For example, the combination of FSL Topup tool with the t2w image of the infant brain was here used to correct for EPI distortions. Future studies however should acquire b-zeros images with reversed phase-encode to correct DWI images more efficiently. In this chapter I have also explored multiple regression approaches in order to test the robustness of the results here presented against different regression methods, and in cross-validation settings.

This chapter, that is also part of a publication on the peer-reviewed journal Human Brain Mapping (see Appendix 2), discuss the specific role of the term-equivalent arcuate fasciculus in the later development of complex linguistic and cognitive abilities, and how this results support previous developmental models of auditory-verbal working memory.

**Introduction**

Comparative studies in humans and nonhuman primates have shown that the evolution of language has resulted from specific modifications of the cortical areas and pathways that mediate linguistic function (Rilling et al., 2008). The arcuate fasciculus is a bilateral white-matter fibre tract linking the posterior superior temporal cortex (Wernicke’s area) to Brodmann area 44 in the frontal cortex (Broca’s area) via a dorsal projection that arches around the Sylvian fissure (Catani et al., 2005; Rilling et al., 2008). In the human brain, diffusion weighted imaging has shown that the organization and cortical terminations of this tract are strongly modified in comparison to primates and has demonstrated that the auditory regions
of the temporal cortex have a higher probability of connection via the dorsal pathway with the frontal cortices (Rilling et al., 2008, 2011; De Schotten et al., 2012). In contrast, axonal tracing studies in monkeys have shown that the arcuate fasciculus connects to more dorsally located regions, such as the extrastriate visual cortex (Petrides and Pandya, 1984; Schmahmann et al., 2007). Taken together, these findings have generated the theory that the expanded direct dorsal pathway may be a key structure responsible for supporting the emergence of language in humans.

In human adults, the arcuate fasciculus has been proposed to play an important role in the core syntactic computation of complex sentences (Berwick et al., 2013), in verbal short-term memory and in the perception of the phonetic structure of speech (Liberman and Mattingly, 1985). It is also hypothesized to play a distinctive role in speech production via the integration of auditory and motor representation.

Predominantly at the syllable level, it is thought to map sensory targets in the auditory cortex to motor programs coded in Broca’s area (Hickok and Poeppel, 2007; Hickok, 2012). Patients with injuries involving either the left or right arcuate fasciculus have impaired ability in phonological and word repetition tasks and in verbal short-term memory (Geschwind, 1965; Benson et al., 1973; Damasio and Damasio, 1980; Alexander et al., 1987). With regard to learning, the microstructural properties of the left direct segment of the arcuate fasciculus have been associated with the process of learning new words in adulthood (López-Barroso et al., 2013), whilst improved performance in auditory verbal learning tasks are significantly associated with a less lateralized volumetric pattern of the direct pathways (Catani et al., 2007). Children with Angelman Syndrome in whom neither the left nor right arcuate fasciculi can be identified on diffusion tractography have no oral language development, whereas when the left arcuate fasciculus cannot be identified language difficulties are always observed (B. J. Wilson et al., 2011; Paldino et al., 2016).
These observations confirm the crucial role of the arcuate fasciculus in speech acquisition (Hickok and Poeppel, 2007; Berwick et al., 2013).

As infants have impoverished language production and their reception abilities were thought to be limited to the supra-segmental properties of speech, the role of the arcuate fasciculus has traditionally been considered to be secondary during the first stages of language acquisition. Although inferior frontal regions are activated in several fMRI studies in infants (Dehaene-Lambertz et al., 2006; Perani et al., 2011; Shultz et al., 2014; Baldoli et al., 2015), the ventral pathway, comprising the uncinate and the inferior fronto-occipital fasciculus, has been proposed to initially be the main functional linguistic pathway connecting temporal and frontal areas (Perani et al., 2011; Brauer et al., 2013; Dubois et al., 2015). Recent advances in diffusion-weighted imaging have enabled the investigation of white-matter tracts thought to be involved in the acquisition of language and neurodevelopmental skills during the neonatal period (Perani et al., 2011; Brauer et al., 2013; Dubois et al., 2015). These studies have suggested that, in contrast to the mature brain (where it terminates in Broca’s area), the anterior direct segment of the arcuate fasciculus cannot be dissected after the premotor cortex (Dubois et al., 2015). Whilst this finding may represent a genuine developmental difference in the extent of the arcuate fasciculus (Perani et al., 2011; Brauer et al., 2013; Dubois et al., 2015), it could also reflect the low angular resolution used in the diffusion weighted sequences which may have limited delineation of the arcuate fasciculus in regions where the fibres cross with the cortico-spinal tracts and the corpus callosum in the corona radiata (Dubois et al., 2015).

Premature birth is associated with verbal impairment, the severity of which increases with increasing prematurity at birth (Luu et al., 2009, 2011; van Noort-van der Spek et al., 2012). Previous studies of infant brain development have shown that white-
matter architecture is significantly altered following premature birth (Hüppi, Maier, et al., 1998; Counsell et al., 2003; Rose et al., 2008; Ball et al., 2014) and the degree of this alteration is directly related to performance in specific neurodevelopmental domains (Bassi et al., 2008; Berman et al., 2009; Groppo et al., 2014). It is thus possible that premature delivery also affects the white-matter structures that subserve language function impacting on later linguistic behaviour.

To address the question of whether or not the arcuate fasciculus is a specific neurolinguistic precursor in early human infancy; and to assess whether the degree of prematurity affects arcuate fasciculus microstructure and drives the relationship with later linguistic behaviour, we used high $b$ value HARDI in a cohort of 43 preterm born infants at term equivalent age and assessed their linguistic developmental performance at 2 years. We hypothesized that inter-subject differences in composite linguistic skills at 2 years would be associated with term equivalent FA of the left and right arcuate fasciculi. To act as a control, we tested whether any relationship between brain structure and language performance could also be associated with FA values of the cortico-spinal tracts.

**Materials and methods**

**Infants**

Preterm infants were recruited as part of the Eprime study, and were imaged at term equivalent age over a 3-year period (2010-2013) at Queen Charlotte’s and Chelsea Hospital, London. The study was reviewed and approved by the National Research Ethics Service, and all infants were studied following written consent from their parents. A cohort of 43 preterm born infants (median age at birth of 30.14 GA weeks; range 24 - 32; 18 females) with no evidence of focal abnormality on MRI
were imaged using high-angular resolution diffusion-weighted neuroimaging at 42.14 PMA weeks (range 39 - 46) (Table 1), and followed up to around 22 months of age in order to assess their neurodevelopmental performance.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median (range) GA at birth (weeks)</td>
<td>30 (24 – 33)</td>
</tr>
<tr>
<td>Median (range) birth weight (grams)</td>
<td>1205 (645 – 1990)</td>
</tr>
<tr>
<td>Median (range) PMA at MRI (weeks)</td>
<td>42 (39 – 46)</td>
</tr>
<tr>
<td>Female, no (%)</td>
<td>18 (42%)</td>
</tr>
<tr>
<td>Chorioamnionitis, no (%)</td>
<td>1 (2%)</td>
</tr>
<tr>
<td>Intrauterine growth restriction, no (%)</td>
<td>7 (16%)</td>
</tr>
<tr>
<td>Median (range) mechanical ventilation (days)</td>
<td>0 (0 – 40)</td>
</tr>
<tr>
<td>Necrotizing enterocolitis requiring surgery, no (%)</td>
<td>1 (2%)</td>
</tr>
<tr>
<td>Mean (± SD) parental SES</td>
<td>17.4293 (±8.0772)</td>
</tr>
</tbody>
</table>

**TABLE 1 INFANT CHARACTERISTICS**

**Acquisition of MRI imaging data at term equivalent age**

All MRI studies were supervised by an experienced paediatrician or nurse trained in neonatal resuscitation. Pulse oximetry, temperature, and heart rate were monitored throughout the period of image acquisition; hearing protection in the form of silicone-based putty placed in the external ear (President Putty, Coltene; Whaledent)
and Mini-muffs (Natus Medical Inc.) was used for each infant. Sedation (25–50 mg/kg oral chloral hydrate) was administered to 33 infants. Imaging was acquired using an eight-channel phased array head coil on a 3-Tesla Philips Achieva MRI Scanner (Best, Netherlands) located on the Neonatal Intensive Care Unit. Whole-brain diffusion-weighted MRI data were acquired in 64 non-collinear directions with b value of 2500 s/mm² and 4 images without diffusion weighting (isotropic voxel size of 2 mm; TE= 62 ms; TR= 9000 ms). High-resolution anatomical images were acquired with pulse sequence parameters: T1 weighted 3D MPRAGE: TR = 17 ms, TE = 4.6 ms, flip angle 13°, slice thickness 0.8 mm, field-of-view 210 mm, matrix 256 × 256 (voxel size: 0.82 × 0.82 × 0.8 mm); and T2 weighted fast-spin echo: TR = 8670 ms, TE = 160 ms, flip angle 90°, slice thickness 2 mm with 1 mm overlap, field-of-view 220 mm, matrix 256 × 256 (effective voxel size: 0.86 × 0.86 × 1 mm).

**Neurodevelopmental assessment**

Standardized neurodevelopmental assessment at a median age of 22 months (range: 21 – 24 months; median of 20 months corrected for prematurity) was carried out by an experienced paediatrician or developmental psychologist with the Bayley Scales of Infant and Toddler Development, Third Edition (BSID-III) (Bayley, 2006).

**MRI data pre-processing**

T2-weighted brain volumes were bias corrected, brain extracted and tissue segmented into white matter, grey matter, deep grey matter structures, and cerebrospinal fluid using a neonatal specific segmentation tool (Makropoulos et al., 2014). Diffusion MRI volumes were first visually inspected in order to detect and exclude data with motion artefact. All subjects included in the study had 5 or fewer volumes excluded due to head-motion. B0 field inhomogeneities, eddy currents, and
inter-volume motion were corrected using topup and eddy tools in FSL5 (Andersson et al., 2003; Smith et al., 2004; R. E. Smith et al., 2015; Andersson and Sotiropoulos, 2016). B1 field inhomogeneity was corrected using Insight Segmentation and Registration Toolkit-N4 (ITK-N4) (Tustison et al., 2010). All rigid registrations in native subject space were estimated using FSL boundary-based registration optimized for neonatal tissue contrasts (Toulmin et al., 2015); and nonlinear registrations to the T2-weighted template were estimated using ANTs (Avants et al., 2008). All transformation pairs were calculated independently and combined into a single transform in order to reduce interpolation error.

**Tractography of the arcuate fasciculi**

Estimation of fibre orientation distribution was computed through constrained spherical deconvolution (CSD) (Tournier et al., 2004, 2007), with a maximum spherical harmonic order of 8. We used the MRtrix3 package to perform anatomically constrained probabilistic tractography (http://www.mrtrix.org) (R. E. Smith et al., 2012; Tournier et al., 2012). Fibre tracking of the arcuate fasciculus was performed in each subject’s native space independently for both hemispheres, using a two-region of interest approach. From the T2-weighted template, we back-projected two inclusion regions of interest and a seed-plane. To maximize the chances of virtually dissecting the arcuate fasciculus, the seed-plane was located in its direct dorsal pathway transverse to its antero-posterior direction, and random seed-streamlines were generated within it. The frontal region of interest was identified anterior to the central sulcus, in order to encompass the white matter of the posterior region of the inferior and middle frontal gyri. The temporal region of interest was defined in the white matter of the posterior part of the superior and middle temporal gyri (Figure 20) (Forkel et al., 2014). The reconstructed tracts in both hemispheres were then thresholded at a minimum of ten streamlines per voxel, and the median FA
values in this masks (separately for the left and right hemisphere) were extracted as measures of white-matter microstructure (Beaulieu, 2002; López-Barroso et al., 2013).

FIGURE 20 REGIONS OF INTEREST USED TO PERFORM ANATOMICALLY CONSTRAINED SPHERICAL DECONVOLUTION TRACTOGRAPHY OF THE DIRECT SEGMENT OF THE ARCULATE FASCICULUS

ROI 1: Broca’s region (for the left and right hemisphere); ROI 2: Wernicke’s region (for the left and right hemisphere). Fibre-tracking of the arcuate fasciculus was performed in each subject’s native space independently for both hemispheres. Only streamlines crossing both regions of interest were considered.

Tractography of the cortico-spinal tracts

To act as control regions, the left and right cortico-spinal tracts were also delineated. From the T2-weighted template, we back-projected a seed-region (an axial delineation of the pons) and two inclusion regions (the posterior limbs of the internal capsule and two axial-planes at the level of the primary motor and somatosensory cortices). We then extracted the median FA value along the reconstructed tract in both hemispheres.

Statistical analysis
To address the microstructural effect of neonatal development and early environmental factors linked to premature delivery, we used a GLM to test the linear association between arcuate fasciculi FA, cortico-spinal tracts FA, and global white-matter median FA, with 1) PMA at scan (covaried for GA at birth); and 2) GA at birth (covaried for PMA at scan). The number of days of ex-utero life was highly correlated with PMA at scan and GA at birth (Pearson’s correlation coefficient of postnatal age respectively with PMA and GA: $r = 0.79; p < 10^{-5}$; $r = -0.90; p < 10^{-5}$) and so we did not include this as a covariate in the model (Figure 21).

**FIGURE 21 COLLINEARITY BETWEEN EX-UTERO LIFE AND PMA AT SCAN AND GA AT BIRTH**

Showing A) scatter plot between PMA at scan and days of ex-utero life (Pearson’s $r = 0.79; p < 10^{-5}$); B) scatter plot between GA at birth and days of ex-utero life (Pearson’s $r = -0.90; p < 10^{-5}$); C) scatter plot between days of ex-utero life (after adjustment for PMA at scan) and GA at birth (Pearson’s $r = -0.90; p < 10^{-5}$).

The primary goal of this study was to assess the role of the direct segments of the arcuate fasciculi in the early acquisition of linguistic function. To do this we tested whether inter-subject differences in composite linguistic skills at two years were associated with term equivalent fractional anisotropy (FA) of the left and right direct segments of the arcuate fasciculi.
We removed the effect of confound variables prior to the analysis; these were PMA (for the FA measures) and socioeconomic score (for linguistic skill measures). All features were standardized in the training sets to have zero mean and unit variance and the same transformation was then applied to the testing sets.

To test whether FA values of the left and right arcuate fasciculus was associated with composite linguistic skills at 2 years we first used cross-validated Ordinary Least Squares (OLS) regression. However, coefficient estimates for OLS rely on the independence of the model terms and in this case the measured FA in left and right arcuate fasciculus were highly correlated ($r = 0.58; p < 10^{-5}$). To overcome this, we used cross-validated Ridge regression (a linear least squares variant with $L_2$ regularization) and Partial Least Squares (PLS) regression. PLS is particularly suitable in cases where predictors are highly correlated or even collinear, i.e. where standard regression is not appropriate (Hotelling, 1936; Wegelin, 2000). The approach identifies linear combinations of the independent variables that optimally predict corresponding combinations of the dependent variables (Rosipal and Krämer, 2006). Here it was applied with mode A and deflation mode canonical (Wegelin, 2000).

We used leave-one-out cross-validated PLS to assess whether inter-subject differences in linguistic abilities at 2 years of age were associated with term equivalent FA of the left and right arcuate fasciculi. At each training iteration, the data for $n - 1$ subjects were used to train a PLS model; the learnt link was then used to generate the linguistic score for the left-out subject. Following all iterations, the correlation between PLS FA scores and PLS language scores was assessed. We then extracted the PLS relative loadings of involvement averaged across all cross-validation folds; the mean and SD of these parameters were extracted in order to assess model stability.
As a control, we also used the same cross-validated pipeline to test whether individual-differences in linguistic performance were associated with left and right cortico-spinal tracts FA.

To test whether early environmental influences associated with preterm birth or global white-matter volume (Northam et al., 2012) were driving the identified brain-behaviour link in a dose-dependent fashion, we calculated the partial correlation between PLS FA scores and PLS language scores adjusting for GA at birth, global white matter volume, and sex.

Statistical significance was determined with non-parametric permutation testing (10 000 permutations) with correction for the FWE rate (Winkler et al., 2014). All analysis were performed using MATLAB (R2015b, The MathWorks, Inc., Natick, MA, USA) and Scikit-learn (Pedregosa et al., 2011).

Results

Neurodevelopmental assessment

At 2 years of age, the mean scores of the BSID-III composite language and cognitive abilities were respectively 90 (SD ± 16.20) and 92 (SD ± 11.85), with a correlation between the two of \( r = 0.79; p = 10^{-5} \). No significant correlation was found between postmenstrual age at scan and composite language score. A trend toward significance was found between GA at birth and composite language score (\( r = 0.21; p = 0.09 \)); a significant correlation was found between socioeconomic score (measured as the English Index of Multiple Deprivation) and composite language score (\( r = -0.28; p = 0.03 \)).

Impact of prematurity on the arcuate fasciculus microstructure
During the term equivalent period, prominent development occurred in the left and right arcuate fasciculi microstructure (respectively FWE corrected p-values = 0.0002 and 0.0013) and in the cortico-spinal tracts (respectively left and right, FWE corrected p-values = 0.0001 and 0.0016). Increased prematurity at birth was associated with significantly lower term equivalent FA of the left arcuate fasciculus (FWE corrected p-value = 0.0130) and a trend toward lower FA in right arcuate fasciculus (FWE corrected p-values = 0.0612) (Table 2).

<table>
<thead>
<tr>
<th></th>
<th>PMA (cov GA)</th>
<th>GA (cov PMA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left arcuate FA</td>
<td>0.0002</td>
<td>0.0130</td>
</tr>
<tr>
<td>Right arcuate FA</td>
<td>0.0013</td>
<td>0.0612</td>
</tr>
<tr>
<td>Left cortico-spinal FA</td>
<td>0.0001</td>
<td>0.3448</td>
</tr>
<tr>
<td>Right cortico-spinal FA</td>
<td>0.0016</td>
<td>0.8370</td>
</tr>
<tr>
<td>Global white-matter FA</td>
<td>0.0561</td>
<td>0.6732</td>
</tr>
</tbody>
</table>

**TABLE 2 THE IMPACT OF DEGREE OF PREMATURITY ON WHITE MATTER MICROSTRUCTURE**

We assessed the effect of age at scan and gestational age at birth on arcuate fasciculi, cortico-spinal tracts and global white-matter FA. Showing FWE corrected p-values from GLM testing (10,000 permutations). A) Between 39 – 46 postmenstrual weeks, significant development (measured by PMA at scan covaried GA at birth) occurs in the arcuate fasciculi and cortico-spinal tract microstructure, and shows a trend with global white-matter FA. B) Increased prematurity at birth (measured by GA at birth covaried PMA at scan) is significantly associated with lower term equivalent FA of left arcuate fasciculus and a non-significant trend is seen in the right arcuate fasciculus.
**Term equivalent arcuate fasciculus microstructure is associated with inter-subject differences in linguistic skills**

Although all cross-validated regression analyses identified statistically significant brain-behaviour associations, the PLS regression model achieved greater nonparametric statistical significance when compared to Ordinary Least Squares and Ridge regression (Table 3).

<table>
<thead>
<tr>
<th>Arcuate fasciculi FA</th>
<th>Cortico-spinal tracts FA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
</tr>
<tr>
<td>OLS</td>
<td>0.31</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.29</td>
</tr>
<tr>
<td>PLS</td>
<td>0.36</td>
</tr>
</tbody>
</table>

**TABLE 3 RELATIONSHIPS BETWEEN LINGUISTIC SKILLS AT 2 YEARS AND FA OF THE LEFT AND RIGHT ARCUATE FASCICULI AT TERM EQUIVALENT**

Showing rho correlation coefficient between FA at term equivalent and language scores at two years across different regression models and respective FWE-corrected p-values (10 000 permutations). The cross-validated PLS regression demonstrated greater non-parametric statistical significance values. However, no statistically significant association was found when testing the link between linguistic scores and FA of the cortico-spinal tracts.

The cross-validated PLS analysis highlighted a statistically significant association between PLS FA scores and PLS language scores ($r = 0.36$; FWE–corrected p-value $= 0.0110$) (Figure 22). Across folds, the PLS mode accounted for 72% of variance in
the arcuate fasciculi FA. The mean of the identified PLS loadings (0.6650 for left and 0.7736 for right) was two orders of magnitude higher than their SD (0.0059 and 0.0099), highlighting strong model stability. The overall strong positive PLS loadings indicates that children who developed higher linguistic performance at two years were those with higher FA along both the left and right arcuate fasciculi at term equivalent age. The identified relationship was not driven by environmental factors associated with the environmental stresses of premature delivery, global white matter volume or sex ($r = 0.32$, FWE–corrected p-value = 0.0230).

**FIGURE 22** INTER-SUBJECT DIFFERENCES IN LINGUISTIC PERFORMANCE AT TWO YEARS WERE ASSOCIATED WITH TERM EQUIVALENT FA OF THE LEFT AND RIGHT ARCUATE FASCICULUS INDEPENDENTLY OF DEGREE OF PREMATURITY

A) Visualization of an infant brain and the reconstructed arcuate fasciculi from left-frontal; right-frontal; frontal and top view. B) Using cross-validated partial-least-square regression, one statistically significant mode of brain-behaviour co-variation between PLS FA scores and PLS language scores was identified ($r = 0.36$; FWE–corrected p-value = 0.0112). Term equivalent FA of the left and right arcuate fasciculi was associated with individual differences in composite linguistic skills in early childhood. This link was still present even when controlling
for degree of premature delivery measured by GA at birth \( (r = 0.32, \text{FWE-corrected p-value} = 0.0211) \).

To determine whether efficient linguistic abilities at 2 years were related to higher FA in both arcuate fasciculi, we tested the alternative hypothesis that lateralization in the arcuate fasciculi FA would be associated with later linguistic abilities. We found no significant association between the degree of asymmetry in the arcuate fasciculus microstructure \( ((\text{Left FA} - \text{Right FA})/(\text{Left} + \text{Right})) \) and composite linguistic skills at 2 years (GLM testing with 10000 permutations: positive contrast FWE\_corrected\_p=0.8918; negative contrast FWE\_corrected\_p=0.1129).

When cognitive scores at 2 years were added to the model as an additional response variable, inter-subject differences in linguistic and cognitive abilities remained associated with term-equivalent FA of left and right arcuate fasciculus \( (r = 0.37; \text{FWE-corrected p-value} = 0.0148) \). Higher linguistic and cognitive performance at two years of age were linked with higher FA along both the left and right arcuate fasciculi at term equivalent age. Across folds, the PLS mode accounted for 72\% and 71\% of variance respectively in X and Y space. High model stability in PLS loadings was highlighted also in this case (Figure 23, Table 4).

![Figure 23](image)

**FIGURE 23 ASSOCIATION WITH INTER-SUBJECT DIFFERENCES IN LINGUISTIC AND COGNITIVE PERFORMANCE AT TWO YEARS OF AGE**
A significant association was identified between PLS FA scores and PLS language and cognitive scores ($r = 0.37$; FWE–corrected p-value = 0.0148). B) PLS loadings of involvement with respect to the initial X space (left and right arcuate fasciculi) and Y space (composite linguistic and cognitive skills). Note the small dispersion around the means highlight strong model stability. Higher composite linguistic and cognitive skills in early childhood were linked to higher FA of the left and right arcuate fasciculi at term equivalent.

<table>
<thead>
<tr>
<th></th>
<th>PLS loadings of involvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>X space:</td>
<td></td>
</tr>
<tr>
<td>FA of the left arcuate fasciculus</td>
<td>0.66 ± SD 0.006</td>
</tr>
<tr>
<td>FA of the right arcuate fasciculus</td>
<td>0.78 ± SD 0.009</td>
</tr>
<tr>
<td>Y space:</td>
<td></td>
</tr>
<tr>
<td>Composite language abilities</td>
<td>0.71 ± SD 0.003</td>
</tr>
<tr>
<td>Composite cognitive abilities</td>
<td>0.71 ± SD 0.002</td>
</tr>
</tbody>
</table>

**TABLE 4 PLS LOADINGS IN THE ASSOCIATION WITH INTER-SUBJECT DIFFERENCES IN LINGUISTIC AND COGNITIVE PERFORMANCE**

Showing the PLS loadings of involvement in the identified link between the left and right arcuate fasciculus microstructure, and linguistic and cognitive performance. Mean PLS loadings of involvement ± SD averaged across folds. The PLS mode accounted for 72% and 71% of variance respectively in X and Y space. The small SDs of the estimated PLS loadings highlight strong model stability.
Of importance a link between arcuate fasciculus microstructure and language function was not present when using FA of the cortico-spinal tracts \( (r = 0.11, \text{ FWE-corrected p-value} = 0.2785) \) (Figure 24). Adding the cognitive scores to the model did not lead to a statistically significant association \( (r = 0.12, \text{ FWE-corrected p-value} = 0.3339) \).

**FIGURE 24 FA OF THE CORTICO-SPINAL TRACTS AT TERM EQUIVALENT AGE IS NOT ASSOCIATED WITH LINGUISTIC AND COGNITIVE ABILITIES AT TWO YEARS**

A) Visualization of an infant brain and the reconstructed cortico-spinal tracts from left and frontal view. B) Scatter plot of PLS cortico-spinal tract FA scores vs. PLS linguistic scores. Term-equivalent FA of left and right cortico-spinal tracts was not associated with linguistic skills at two years \( (r = 0.11, \text{ FWE-corrected p-value} = 0.2785) \), or with cognitive scores \( (r = 0.12, \text{ FWE-corrected p-value} = 0.3339) \).

**Discussion**

Infants demonstrate linguistic abilities at birth, including discriminating close phonemes \( (\text{Dehaene-Lambertz and Pena, 2001}) \) and sentences from different languages \( (\text{Mehler et al., 2002}) \). During the first year of postnatal life, rapid learning of the native language is evident and the discovery that the combinatorial properties of language can communicate information represent one of the most remarkable achievements of human learning. Although the underlying neural architecture of
language acquisition is believed to be a distinct piece of the biological makeup of the human brain (Pinker, 1995; Jackendoff and Pinker, 2005), the precise neural mechanisms that allow human infants to develop this high-order cognitive function remain unclear (Kuhl, 2010; Dehaene-Lambertz and Spelke, 2015; Skeide and Friederici, 2016). Preterm born children have impaired linguistic ability when compared to their term-born peers, even in the absence of major disabilities, which can persist as a long-lasting linguistic delay throughout childhood (van Noort-van der Spek et al., 2012). Studying this population therefore provides an opportunity to test hypotheses concerning infant brain mechanisms linked to language acquisition and to assess the environmental effects of early life exposure.

Non-invasive brain imaging techniques provide an opportunity to assess the neuroanatomical basis of early language acquisition. Diffusion-weighted brain imaging allows the study of white-matter FA, a measure sensitive to the underlying tissue microstructure (Beaulieu, 2002). In adulthood, the brain architecture which sub-serves language function is relatively well-known (Hickok and Poeppel, 2007; Price, 2012; Berwick et al., 2013), with the arcuate fasciculus (Catani et al., 2005) representing a potential evolutionary marker of human linguistic capability.

This study shows that in preterm infants at the time of normal birth, well before the formal emergence of natural language, the microstructural properties of both the left and right arcuate fasciculi are associated with later linguistic abilities. Previous studies in adulthood and adolescence have linked its microstructural properties to word learning (López-Barroso et al., 2013); the development of reading skills (Yeatman et al., 2011, 2012); sentence comprehension performance (Skeide et al., 2015), and it has been shown to support syntactic processing of language (den Ouden et al., 2012). We found that symmetry in the left and right arcuate fasciculi FA, rather than asymmetry, was linked to later efficient linguistic abilities, which is in
accordance with the language deficiencies reported after both left and right hemispheric lesions in infants (Bates and Roe, 2001). Previous studies in post-term infants have shown a left hemispheric lateralization for speech processing in the posterior part of the superior temporal region (Dehaene-Lambertz et al., 2002, 2006, 2010; Baldoli et al., 2015), but not for inferior frontal regions (Dehaene-Lambertz et al., 2006; Baldoli et al., 2015). Indeed, left-lateralization in temporal areas increases during the first months of life (Perani et al., 2011; Shultz et al., 2014; Baldoli et al., 2015). This bilateral linkage may also be due to the involvement of right frontal regions, which are also activated when infants listen to speech (Dehaene-Lambertz et al., 2002, 2010), and are involved in attention, stimulus selection, and response to novelty. These are important processes for infants to comprehend social world requests, to communicate wants and needs, and to produce combinatorial-grammatical sentences by the age of two years.

We may speculate on the role of the arcuate fasciculi during the first stages of language acquisition. It provides a direct link between speech production and perception and an intracerebral mechanism for the ability at birth to imitate simple articulatory movements such as opening the mouth or protruding the lips is evident from birth (Meltzoff and Moore, 1977). Infants progressively converge toward recognizable patterns of verbal production (Kuhl and Meltzoff, 1996) and may benefit from the verbal buffer provided by the dorsal pathway to memorize and analyse speech segments (Dehaene-Lambertz et al., 2006). The relationship between linguistic skills at 2 years and its microstructure confirm that the arcuate is a key element during the first stages of language learning.

Premature birth is associated with a long lasting signature on whole-brain architecture (Nosarti et al., 2002; Counsell et al., 2003; Ball et al., 2012, 2014; Salvan et al., 2014) and later neurodevelopment (Marlow et al., 2005; Delobel-
Ayoub et al., 2009; Johnson et al., 2009; Northam et al., 2012). While the absence of a direct comparison with term control infants limits our ability to assess the full impact of premature birth, we found that increasing prematurity at birth affects arcuate fasciculus microstructure but, in the absence of severe neonatal brain injury, only minimally modulates the identified link with later linguistic skill. Although previous behavioural studies have concluded that many of the language deficits in preterm-born children are more likely a result of general cognitive problems rather than a specific language impairment (Wolke and Meyer, 1999; Barre et al., 2011), here we show that the linguistic impairment in preterm born children may result from the microstructural alteration of a fundamental brain language structure.

At the age of two years, however, measures of complex linguistic skills strongly correlate to domain-general cognitive performance. Therefore further investigations of specific cognitive domains are needed in our subjects at an older age in order to distinguish measures of formal intelligence quotient, working-memory and attention, from phonological, syntactic processing and semantics.

A potential limitation of this study is the use of FA as a measure of underlying white-matter microstructure. Although we used high angular resolution diffusion-MRI data and CSD based tractography to delineate the arcuate fasciculi, the observed relationship may be, at least in part, related to inter-subject differences in the configuration of crossing fibres.

**Conclusion**

In summary these results validate a neurolinguistic model in which arcuate fasciculus microstructure shortly after birth, plays a role in early language acquisition. We have shown that a brain-behaviour mode of co-variation links linguistic performance in
early childhood to a specific structure in the infant brain which is known to support complex language function in adulthood. The microstructure of the arcuate fasciculus at around the time of normal birth underpins linguistic development at 2 years of age independent of the extreme environmental influences caused by premature extrauterine life.
Chapter 6

Acquisition of expressive language is mediated by genetically linked auditory–motor brain activity at the time of normal birth

After having highlighted a structural neonatal brain network for language acquisition, here I study whether functional correlates of later linguistic development are also present and linked to genetic information. Indeed whether there is a genetic endowment in the ontogeny of a human language brain network remains currently unknown and is key to understand human language learning. In this chapter I plan to tackle this problem, and the work here presented (with the exception of the single-nucleotide polymorphism analysis) is my own. I investigate the association of inter-subject differences in expressive language performance at two years with term-equivalent maturation of auditory-motor brain function, a marker of expressive language development during childhood (Weiss-Croft and Baldeweg, 2015). The significant brain correlate was then tested (by another PhD-candidate, a colleague and friend of mine at the Centre for the Developing Brain) as an imaging phenotype for further genetic analyses, in order to test the association with a specific meta-analytic gene-set of interest. The work of this chapter extends our understanding of the joint relation between maturation of brain function, genetic factors and environmental influences.
Of interest, this work represents my first PhD project.

From a methodological perspective, in the following two chapters I investigate functional brain connectivity, a marker of brain function that indicates statistical co-dependencies between brain regions on the basis of co-fluctuation in the resting-state BOLD signal. To estimate resting state brain networks I have included a group of sixteen full-term newborns together with the preterm cohort of interest imaged at term equivalent age. The rational is to cover the gestational age range as a continuum, from prematurity to full term, in order to avoid any kind of bias in the estimation of these networks towards those specific (or exclusive) the premature population. In the same way in neuroimaging studies of the adult human population, resting state networks and functional connectivity are usually estimated in the healthy population and then used/applied to the pathological populations. This is not to bias the measures of interest to the specific study population thus limiting overfitting to the pathology of interest. Although the presence of some term born babies, no comparison between preterm born and term born infants is tested as the sample size of the latter, sixteen term babies, would not allow for reliable statistics representative of the whole population. Due to the same factor and the absence of neurodevelopmental assessment for the term-born infants group, no regression analyses are tested in a healthy development population.

**Introduction**

Although native language acquisition is one of the greatest human achievements of human learning, the emergence of the neural organization supporting its production in early life and its relationship with gene variation and environmental influences
remains poorly understood (Pinker, 1995; Kuhl, 2010; Dehaene-Lambertz and Spelke, 2015). In the last two decades, studies applying BOLD fMRI have provided profound new insights into the large-scale organization of the brain activity that subserve language both at rest and during specific tasks (Smith et al., 2009; Price, 2012). This work has found that language function in the mature brain involves the close integration of activity in distinct areas responsible for both auditory and articulatory processing within the sensory and motor cortices (Papathanassiou et al., 2000; Wise et al., 2001; Hickok and Poeppel, 2007; Pulvermüller and Fadiga, 2010; Price, 2012). In addition, this neural network can be further parcellated into different processing streams which are thought to subserve specific facets of language processing (Hickok and Poeppel, 2007; Rauschecker and Scott, 2009), through distinct patterns of anatomical (Saur et al., 2008) and functional connectivity (Jobes et al., 2007; Jeff et al., 2008; Eickhoff et al., 2009; Londei et al., 2010; Nath and Beauchamp, 2011; Osnes et al., 2011).

Neuroimaging and behavioural studies suggest that the process of establishing the foundations of the neural organization responsible for language processing may have already begun before the time of normal birth, as specific neural responses during phonetic discrimination can be identified in preterm infants (Mahmoudzadeh et al., 2013). By full term, newborn infants can readily discriminate phonetic contrasts in all languages (including those that they have never heard before) (Eimas et al., 1971; Eimas, 1975; Lasky et al., 1975; Werker and Lalonde, 1988) and specific responses can also be identified to more complex auditory stimuli including speech and sentence presentation, music discordance and language prosody (Dehaene-Lambertz and Dehaene, 1994; Dehaene-Lambertz et al., 2006; Blasi et al., 2011; Perani et al., 2011; Baldoli et al., 2015). During this critical juncture, the brain’s large-scale functional architecture is rapidly established via an emerging dense framework of
long-range thalamo-cortical and cortico-cortical connections, resulting in the presence of a full repertoire of distinct RSNs by the time of normal birth and a specific “rich-club” organization of structural connectivity (Fransson et al., 2007; Doria et al., 2010; Ball et al., 2014). Over the subsequent months, infants begin to recognize native-language sound combinations (Kuhl, 2004) and infer the abstract structure of language (Bernard and Gervain, 2012; Shi, 2014); and by two-three months of age, an adult-like cortical response to speech stimuli can be readily seen with left-lateralized activity in the planum temporale during discrimination of speech and music (Dehaene-Lambertz et al., 2002). This process of rapid development culminates in the first production of words at 9-12 months of age, with grammar emerging by 18-24 months of age (Dehaene-Lambertz and Spelke, 2015).

A recent review of fMRI studies of human language development (Weiss-Croft and Baldeweg, 2015), has investigated age-related changes in the language brain organization. Throughout childhood a distinct expressive language network is recognizable and its development is characterised by increasing activation within the sensory and motor cortices (left premotor, bilateral primary motor, and left somatosensory cortex) and left supramarginal gyrus, with increasing leftward lateralization of activity in specific regions such as the temporal-parietal lobes (Schlaggar et al., 2002; Brown et al., 2005; Fair et al., 2006; Krishnan et al., 2015; Weiss-Croft and Baldeweg, 2015).

Whilst specific mutations in particular genes have been described to cause severe developmental disorders of speech and language (Enard et al., 2002; Vargha-Khadem et al., 2005); the genetic basis of normal language development as a whole is currently thought to be far more complex, involving common variations in multiple different genes (Berwick et al., 2013). In contrast, it has been suggested that early life environmental factors are of critical importance for the neural systems
underlying language as emphasized by the observation that preterm born children have significantly lower linguistic performance when compared to their term-born peers, which persists throughout childhood (van Noort-van der Spek et al., 2012). Studying this population therefore provides a unique opportunity to not only test specific hypotheses about the brain mechanisms linked to the earliest stages of language acquisition, but also crucially allows the study of how they may be specifically affected by early exposure to the ex-utero environment.

We used a combination of resting-state fMRI, whole genome sequencing, and developmental assessment in later childhood, to test the hypothesis that functional connectivity of the auditory-motor brain network would be present at the time of normal birth, well before the emergence of natural language later in childhood. We further hypothesized that if present, such connectivity would be fundamental for the acquisition of language during early infant development and would therefore be significantly associated with later expressive linguistic ability at 20 months of corrected age. To understand whether the establishment of such a relationship is driven by intrinsic or extrinsic factors, we then tested whether any identified brain-behaviour relationship was significantly associated with single nucleotide polymorphisms (SNPs) in genes previously linked to language function and/or impairment and if it was affected by key environmental factors such as the degree of prematurity at birth.

Materials and Methods

Subjects
Preterm infants were recruited as part of the ePrime (Evaluation of Magnetic Resonance Imaging to Predict Neurodevelopmental Impairment in Preterm Infants)
study and were imaged at term equivalent age over a 3 year period (2010-2013) at the Queen Charlotte and Chelsea Hospital, London. The ePrime study was reviewed and approved by the National Research Ethics Service, and all infants were studied following written consent from their parents. 150 preterm-born infants (80 males; median gestational age (GA) at birth 31 weeks; range 24 – 33 weeks) were scanned at term-equivalent age (median postmenstrual age (PMA) 43 weeks; range 38 – 45 weeks). 16 healthy term-born control infants were also examined (median gestational age at birth 40 weeks; range 37 – 42 weeks; median PMA at scan 43 weeks; range 40 – 46 weeks). 100 of the preterm born infants had follow-up neurodevelopmental assessment at 2 years of age. Infants with focal brain lesions (such as cystic periventricular leukomalacia or parenchymal haemorrhagic infarction) or diagnosed chromosomal abnormalities were excluded from the study group.

MRI acquisition

Imaging data was acquired using an eight-channel phased array head coil on a 3-Tesla Philips Achieva MRI Scanner (Best, Netherlands) located on the Neonatal Intensive Care Unit. Whole-brain resting state fMRI data was acquired using a T2*-weighted gradient echo (GRE) EPI sequence (parameters: TR = 1.5 s; TE = 45 ms; flip angle = 90°; 256 volumes; slice thickness = 3.25 mm; in-plane resolution = 2.5 mm × 2.5 mm; 22 slices; scan duration = 6.4 min). High-resolution T1- and T2-weighted MR imaging were acquired with parameters; MPRAGE T1-weighted MR imaging; TR = 17 ms, TE = 4.6 ms, flip angle 13°, slice thickness 0.8 mm, field-of-view 210 mm, matrix 256 × 256 (voxel size: 0.82mm × 0.82mm × 0.8mm), and T2 weighted fast-spin echo MR imaging; TR = 8670 ms, TE = 160 ms, flip angle 90°, slice thickness 1 mm, field-of-view 220 mm, matrix 256 × 256 (voxel size: 0.86mm × 0.86mm × 1mm). Sedation (25–50 mg/kg oral chloral hydrate) was administered to 125 of the preterm infants and to all of 16 term-born control infants.
**Data selection and quality control**

The T2-weighted MRI anatomical scans were reviewed in order to further exclude subjects with extensive brain abnormalities, major focal destructive parenchymal lesions, multiple punctate white matter lesions or white matter cysts. All MR-images were assessed for the presence of image artefacts (inferior-temporal signal dropout, aliasing, field inhomogeneity, etc.) and severe motion (for head-motion criteria see below). These exclusion criteria were designed so as not to bias the study of early language and brain development, whilst still preserving the full spectrum of clinical heterogeneity typical of a preterm born population.

**Neurodevelopmental assessment**

Neurodevelopmental assessment at a median age corrected for prematurity of 20 months (range 19-22 months) was carried out by an experienced paediatrician or developmental psychologist with the Bayley Scales of Infant and Toddler Development, Third Edition (Bayley, 2006). All tests were standardized according to full-term control children. Neurodevelopmental assessment data was present for 100 out of the total study population of 166 infants.

**Resting-state fMRI pre-processing**

Single-subject resting-state fMRI data was pre-processed using tools implemented in the FMRIB Software Library (FSL) (Jenkinson et al., 2012) and consisted of removal of the first six functional volumes, correction for head motion (using rigid body realignment), and high-pass temporal filtering (cut-off 150s). As both the identification of resting state networks and the quantification of functional connectivity in resting-state fMRI may be seriously hindered by the presence of signal artefacts derived from other sources, the correct identification and removal of non-neural fluctuations in the sampled BOLD signal is crucial. Here we applied
single-subject ICA, followed by automatic component classification with FMRIB's ICA-based X-noiseifier (FIX) to identify statistically independent components which contained artefactual signal whilst preserving a conservative approach so as not to alter the underlying biological signal of interest (Salimi-Khorshidi et al., 2014). FSL FIX was trained by supervised classification carried out by 3 independent observers on a sub-group representative of the overall study sample over different degrees of head motion. Denoising of individual resting-state fMRI datasets was performed by regressing out the full space of motion-related fluctuations (using 24 motion regressors generated from the initial head motion rigid body realignment) and only the unique variance of the identified artefactual ICA components (Griffanti et al., 2014). The efficacy of this resting state fMRI denoising pipeline on our infant population has been previously published (Ball et al., 2016). Individual subject resting-state data was then registered to a study-specific symmetrical T2-weighted template. All rigid registrations in native subject space were estimated using FSL boundary-based registration optimized for neonatal tissue contrasts (Toulmin et al., 2015); and nonlinear registrations to the T2-weighted template were estimated using Advanced Normalization Tools (ANTs) (Avants et al., 2008; Klein et al., 2009). All transformation pairs were calculated independently and combined into a single transform in order to reduce interpolation error. In order to avoid the confounding effects on functional connectivity estimation due to differences in spatial smoothing across subjects (Scheinost, Lacadie, et al., 2014), a uniform smoothing solution was achieved iteratively using AFNI software. Given the smaller size of the infant brain, spatial smoothing was minimized to a Gaussian kernel of 3 mm FWHM to avoid undesirable mixing of signal across anatomically or functionally distinct areas whilst still enhancing signal-to-noise ratio and ameliorate the effects of functional misalignments across subjects (Smith, Vidaurre, et al., 2013).
Resting State Network Identification

Large-scale RSNs were identified using group-level ICA decomposition (Smith et al., 2009) performed on the group of 66 infants with no follow-up data, comprising 50 preterm born infants and 16 term born infants. Functional datasets (each containing 250 volumes) were fed into a group-level-ICA carried out using FSL MELODIC (Multivariate Exploratory Linear Optimized Decomposition into Independent Components v3.0) implementing a temporal-concatenation approach and a fixed dimensionality of 25 components (individual datasets were temporally demeaned and had variance normalization applied) (Beckmann et al., 2005, 2009; Smith, Beckmann, et al., 2013; Toulmin et al., 2015). Healthy term born infants were included in order to cover the full gestational age range from 25 to 42 gestational weeks and thus not bias the estimation of RSNs to those present only in prematurely born infants. All subsequent selective analyses were computed on a separate group consisting of the remaining 100 prematurely born infants who were imaged at term-equivalent age and assessed for neurodevelopmental outcome at 20 months corrected age. Dual-regression (Beckmann et al., 2009) was used to derive subject specific group-ICA time series (stage-1) and spatial maps (stage-2) for this group of 100 infants.

Auditory-motor brain network and functional connectivity

Sub-components of the auditory-motor network were derived from the larger-scale auditory and motor RSNs (estimated in the first group of 66 infants) following thresholding (using an alternative hypothesis test controlling for the local false discovery rate at p-values < 0.05) thus creating a hypothesis-driven region of interest (ROI). Group-level parcellation was then carried out within the ROI area by performing a temporally-concatenated group-level ICA on the second independent
group of 100 preterm-born infants. A fixed number of nine components were chosen in order to achieve a good balance between interpretability and robustness.

Functional connectivity of edges within the auditory-motor brain network was quantified using FSLNets (v0.6) and MATLAB (R2015b, The MathWorks, Inc., Natick, MA, USA). Subject-specific $z$-transformed L1-regularized inverse covariance matrices were calculated in order to estimate the direct functional connections between components within the network of interest (Friedman et al., 2008; Smith et al., 2011; Smith, Vidaurre, et al., 2013; Ball et al., 2016).

Tests for head-motion confounds on auditory-motor functional connectivity

Head motion has been shown to significantly confound resting-state functional-MRI studies leading to spurious patterns of connectivity (Power et al., 2012; Satterthwaite et al., 2012, 2013; Griffanti et al., 2014; Pruim et al., 2015). We therefore implemented strict criteria for data selection, using FSL FIX (v1.061) for data denoising, and performed quantitative analyses in order to formally assess the effect of head-motion on RSNs functional connectivity. Head motion measures in our study-group were matched to those used in the studies of Pruim et al. (Pruim et al., 2015) and Power et al. (Power et al., 2012) (respectively average root mean square frame-wise displacement (RMS-FD) ± standard deviation (SD): 0.118 ± 0.090 mm and 0.146 ± 0.090 mm), in order to obtain a sensitive dataset using previously described denoising procedures (Ball et al., 2016). The average RMS-FD for the whole sample was 0.0581 ± 0.0860 mm. No statistically significant correlation was found between subject head motion indices (mean and maximum RMS-FD) and postmenstrual age at scan or gestational age at birth. The influence of head-motion on auditory-motor brain network functional connectivity estimation was tested on the group of 100 infants (mean RMS-FD 0.0615 mm, SD 0.0236 mm). A general linear
model (GLM) was used to test for linear association between subject variability in head motion indices (mean and maximum RMS-FD) and functional connectivity variability for each auditory-motor network edge. A significant effect of head motion on auditory-motor brain network functional connectivity estimation was not found.

**Brain-language association analysis**

Functional connectivity of the auditory-motor brain network at term equivalent age was tested for an association with the expressive- and receptive-communicative scales of Bayley-III assessment at 20 months corrected age. Functional connectivity was linearly regressed against PMA at scan; and linguistic skills measures against socioeconomic score. Using a GLM, we tested for linear association between inter-subject differences in linguistic skills and functional connectivity strength for each of the 36 auditory-motor brain network edges, covarying for the fine-motor score of the Bayley-III. As general cognitive abilities were found to be highly correlated with language skills in our sample \((r = 0.69; p < 10^{-5})\), we did not control for this separately in the analysis.

We further tested whether early environmental influences linked with preterm birth were driving any identified brain-behaviour association, thus suggesting that the relationship would be an effect of premature delivery and not a pure developmental process. Using partial correlation between the identified brain phenotype and expressive linguistic abilities and adjusting for the subjects’ GA at birth, we assessed whether the brain-behaviour relationship was still present. The number of days of ex-utero life was highly correlated with PMA at scan and GA at birth (Pearson’s correlation coefficient of postnatal age respectively with PMA and GA: \(r = 0.72; p < 10^{-5}\); \(r = -0.89; p < 10^{-5}\)) and so we did not include this as a covariate.
As left-lateralization is a characteristic feature of the mature expressive language functional network, we then tested whether lateralization of auditory-motor functional connectivity was present at term equivalent age; and if present, was linearly associated with receptive- and expressive-communication skills at 2 years of age. As the derived functional connectivity measures were already normalized across subjects, lateralization of functional connectivity was defined as the difference in functional connectivity strength between network edges linking the bilateral superior sensori-motor regions and the left and right superior temporal cortices.

All statistical testing was performed using a GLM and subject-wise permutation testing in order to derive nonparametric statistical significance on model fitting as implemented in FSL randomise (v2.9) (Winkler et al., 2014). Statistical significance was defined as p<0.05 following correction for the Family-wise error (FWE) rate after 10,000 permutations per contrast (Winkler et al., 2014). Regression residuals were also inspected in order to assess whether the residuals are consistent with stochastic error.

**Genome-wide genotyping**

Saliva samples from 58 unrelated preterm infants (from the second group of 100 infants) with both imaging and behavioural data were collected using Oragene DNA OG-250 kits (DNAGenotek Inc., Kanata, Canada) and genotyped on Illumina HumanOmniExpress-12 arrays (Illumina, San Diego, CA, USA). Filtering was carried out using PLINK (Chang et al., 2014) (Software: [https://www.cog-genomics.org/plink2](https://www.cog-genomics.org/plink2)). All individuals had a missing call frequency < 0.1. SNPs with Hardy-Weinberg equilibrium exact test p-values ≥ 1 × 10^{-6}, MAF ≥ 0.01 and genotyping rate > 0.99 were retained for analysis. After these filtering steps, 613,186 SNPs remained.
**Brain imaging-language behaviour phenotype**

An imaging brain-language phenotype was identified in the previous analysis by regressing the expressive-communicative component of the Bayley's score against the auditory-motor brain network. This was then used as a measure of the relationship between imaging and language traits and represented the quantitative phenotype in the genetic analysis.

**Identifying genes independently associated with language impairment**

142 putative genes previously independently associated with language impairment (Human Phenotype Ontology term HP:0002463: ‘language impairment’) in genome-wide association studies (GWAS) were selected in an unbiased fashion using the 'PrixFixe' strategy (Taşan *et al.*, 2015), that predicts causal genes based on a human cofunction network to identify functionally related genes within GWAS loci, as implemented in the GWASdb2 tool (http://jjwanglab.org/gwasdb) (Table 5).

GWASdb2 combines curated collections of traits/diseases associated SNPs from published GWAS data up to a *p*-value of <1⁻³, with their comprehensive functional annotations, as well as disease classifications.

<table>
<thead>
<tr>
<th>Gene Symbol</th>
<th>PrixFixe Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT1</td>
<td>0.235343</td>
</tr>
<tr>
<td>LRP5</td>
<td>0.207502</td>
</tr>
<tr>
<td>BCL11A</td>
<td>0.177448</td>
</tr>
<tr>
<td>FOXE1</td>
<td>0.161854</td>
</tr>
<tr>
<td>SLC8A2</td>
<td>0.156343</td>
</tr>
<tr>
<td>Gene</td>
<td>Score</td>
</tr>
<tr>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>GTF2F1</td>
<td>0.147854</td>
</tr>
<tr>
<td>ADD2</td>
<td>0.146895</td>
</tr>
<tr>
<td>PSPN</td>
<td>0.144778</td>
</tr>
<tr>
<td>XCL1</td>
<td>0.143825</td>
</tr>
<tr>
<td>PKN1</td>
<td>0.135914</td>
</tr>
<tr>
<td>TINF2</td>
<td>0.130381</td>
</tr>
<tr>
<td>COL4A3</td>
<td>0.12847</td>
</tr>
<tr>
<td>GPM6A</td>
<td>0.125978</td>
</tr>
<tr>
<td>KAT2B</td>
<td>0.115397</td>
</tr>
<tr>
<td>KPTN</td>
<td>0.107346</td>
</tr>
<tr>
<td>CD97</td>
<td>0.107124</td>
</tr>
<tr>
<td>CIDEB</td>
<td>0.106794</td>
</tr>
<tr>
<td>EID1</td>
<td>0.10373</td>
</tr>
<tr>
<td>THAP10</td>
<td>0.10334</td>
</tr>
<tr>
<td>ALK</td>
<td>0.101251</td>
</tr>
<tr>
<td>TPD52</td>
<td>0.100349</td>
</tr>
<tr>
<td>ADRA1D</td>
<td>0.100346</td>
</tr>
<tr>
<td>Gene</td>
<td>Value</td>
</tr>
<tr>
<td>------------</td>
<td>---------</td>
</tr>
<tr>
<td>COL4A4</td>
<td>0.099279</td>
</tr>
<tr>
<td>HRSP12</td>
<td>0.096727</td>
</tr>
<tr>
<td>PPP2R5C</td>
<td>0.095283</td>
</tr>
<tr>
<td>MDGA1</td>
<td>0.095041</td>
</tr>
<tr>
<td>PTPRD</td>
<td>0.094848</td>
</tr>
<tr>
<td>C4orf19</td>
<td>0.091521</td>
</tr>
<tr>
<td>ACCN1</td>
<td>0.090981</td>
</tr>
<tr>
<td>GIMAP4</td>
<td>0.089454</td>
</tr>
<tr>
<td>TGM1</td>
<td>0.087311</td>
</tr>
<tr>
<td>PSME2</td>
<td>0.08706</td>
</tr>
<tr>
<td>RPS10</td>
<td>0.084276</td>
</tr>
<tr>
<td>NAPA</td>
<td>0.083692</td>
</tr>
<tr>
<td>LRRC49</td>
<td>0.082959</td>
</tr>
<tr>
<td>NEDD8</td>
<td>0.082622</td>
</tr>
<tr>
<td>BIN3</td>
<td>0.081702</td>
</tr>
<tr>
<td>LRRC16A</td>
<td>0.080914</td>
</tr>
<tr>
<td>TBXAS1</td>
<td>0.080111</td>
</tr>
<tr>
<td>Gene</td>
<td>Value</td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>LRRC1</td>
<td>0.079549</td>
</tr>
<tr>
<td>CNTN5</td>
<td>0.07794</td>
</tr>
<tr>
<td>ADCY4</td>
<td>0.077149</td>
</tr>
<tr>
<td>RPL30</td>
<td>0.07534</td>
</tr>
<tr>
<td>SPDEF</td>
<td>0.074838</td>
</tr>
<tr>
<td>LARP6</td>
<td>0.074159</td>
</tr>
<tr>
<td>XPA</td>
<td>0.073448</td>
</tr>
<tr>
<td>CCM2</td>
<td>0.07239</td>
</tr>
<tr>
<td>THR8</td>
<td>0.072089</td>
</tr>
<tr>
<td>FIGLA</td>
<td>0.071594</td>
</tr>
<tr>
<td>SUV420H1</td>
<td>0.071397</td>
</tr>
<tr>
<td>SGOL1</td>
<td>0.069797</td>
</tr>
<tr>
<td>CLDN14</td>
<td>0.069295</td>
</tr>
<tr>
<td>EIF3M</td>
<td>0.06814</td>
</tr>
<tr>
<td>EGR3</td>
<td>0.066987</td>
</tr>
<tr>
<td>KIF26A</td>
<td>0.066083</td>
</tr>
<tr>
<td>FAM46A</td>
<td>0.065241</td>
</tr>
<tr>
<td>Gene</td>
<td>Value</td>
</tr>
<tr>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>TCF12</td>
<td>0.06514</td>
</tr>
<tr>
<td>LTB4R2</td>
<td>0.064635</td>
</tr>
<tr>
<td>GALNT10</td>
<td>0.064495</td>
</tr>
<tr>
<td>ZNF280D</td>
<td>0.06446</td>
</tr>
<tr>
<td>UBR3</td>
<td>0.062762</td>
</tr>
<tr>
<td>PLXNA1</td>
<td>0.061457</td>
</tr>
<tr>
<td>TRIM68</td>
<td>0.061041</td>
</tr>
<tr>
<td>LTB4R</td>
<td>0.060565</td>
</tr>
<tr>
<td>CEP152</td>
<td>0.060498</td>
</tr>
<tr>
<td>ZNF541</td>
<td>0.058816</td>
</tr>
<tr>
<td>DYSF</td>
<td>0.057829</td>
</tr>
<tr>
<td>ARHGEF7</td>
<td>0.05646</td>
</tr>
<tr>
<td>PURB</td>
<td>0.05574</td>
</tr>
<tr>
<td>GMPR2</td>
<td>0.055648</td>
</tr>
<tr>
<td>RABGGTA</td>
<td>0.055565</td>
</tr>
<tr>
<td>UACA</td>
<td>0.054438</td>
</tr>
<tr>
<td>NYNRIN</td>
<td>0.05407</td>
</tr>
<tr>
<td>Gene</td>
<td>Value</td>
</tr>
<tr>
<td>------------</td>
<td>--------</td>
</tr>
<tr>
<td>OR51E2</td>
<td>0.053822</td>
</tr>
<tr>
<td>SEPW1</td>
<td>0.053648</td>
</tr>
<tr>
<td>CRB3</td>
<td>0.053375</td>
</tr>
<tr>
<td>DDX39A</td>
<td>0.053308</td>
</tr>
<tr>
<td>AGBL1</td>
<td>0.053083</td>
</tr>
<tr>
<td>ARHGAP22</td>
<td>0.050114</td>
</tr>
<tr>
<td>HK1</td>
<td>0.049594</td>
</tr>
<tr>
<td>RIPK3</td>
<td>0.048841</td>
</tr>
<tr>
<td>SHC4</td>
<td>0.048794</td>
</tr>
<tr>
<td>IPO4</td>
<td>0.048641</td>
</tr>
<tr>
<td>ESRRG</td>
<td>0.0484</td>
</tr>
<tr>
<td>CCDC141</td>
<td>0.047619</td>
</tr>
<tr>
<td>SH2D4B</td>
<td>0.046975</td>
</tr>
<tr>
<td>MYO3B</td>
<td>0.04639</td>
</tr>
<tr>
<td>NFATC4</td>
<td>0.045581</td>
</tr>
<tr>
<td>ACER2</td>
<td>0.044263</td>
</tr>
<tr>
<td>CHMP4A</td>
<td>0.043635</td>
</tr>
<tr>
<td>Gene</td>
<td>Score</td>
</tr>
<tr>
<td>------------</td>
<td>--------</td>
</tr>
<tr>
<td>CGNL1</td>
<td>0.043457</td>
</tr>
<tr>
<td>GIMAP7</td>
<td>0.042721</td>
</tr>
<tr>
<td>METTL5</td>
<td>0.040768</td>
</tr>
<tr>
<td>GALNTL6</td>
<td>0.040016</td>
</tr>
<tr>
<td>TUSC3</td>
<td>0.039806</td>
</tr>
<tr>
<td>PDE10A</td>
<td>0.039451</td>
</tr>
<tr>
<td>C18orf1</td>
<td>0.039022</td>
</tr>
<tr>
<td>C14orf21</td>
<td>0.037721</td>
</tr>
<tr>
<td>TTC15</td>
<td>0.03753</td>
</tr>
<tr>
<td>MRPS28</td>
<td>0.037289</td>
</tr>
<tr>
<td>PCDH18</td>
<td>0.037267</td>
</tr>
<tr>
<td>TMEM132D</td>
<td>0.03681</td>
</tr>
<tr>
<td>SESTD1</td>
<td>0.036521</td>
</tr>
<tr>
<td>ASPG</td>
<td>0.034654</td>
</tr>
<tr>
<td>C13orf16</td>
<td>0.034013</td>
</tr>
<tr>
<td>C11orf24</td>
<td>0.0322</td>
</tr>
<tr>
<td>H2AFV</td>
<td>0.031987</td>
</tr>
<tr>
<td>Gene</td>
<td>Value</td>
</tr>
<tr>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>TM9SF1</td>
<td>0.027956</td>
</tr>
<tr>
<td>WDFY4</td>
<td>0.027381</td>
</tr>
<tr>
<td>KHNYN</td>
<td>0.026959</td>
</tr>
<tr>
<td>DHRS1</td>
<td>0.026679</td>
</tr>
<tr>
<td>POP1</td>
<td>0.026241</td>
</tr>
<tr>
<td>BANF2</td>
<td>0.025905</td>
</tr>
<tr>
<td>KHSRP</td>
<td>0.024638</td>
</tr>
<tr>
<td>ACER1</td>
<td>0.023822</td>
</tr>
<tr>
<td>CHKA</td>
<td>0.02327</td>
</tr>
<tr>
<td>PLIN2</td>
<td>0.022514</td>
</tr>
<tr>
<td>XCL2</td>
<td>0.02193</td>
</tr>
<tr>
<td>EHD2</td>
<td>0.021067</td>
</tr>
<tr>
<td>MLIP</td>
<td>0.020997</td>
</tr>
<tr>
<td>SIM2</td>
<td>0.020851</td>
</tr>
<tr>
<td>WDR17</td>
<td>0.020111</td>
</tr>
<tr>
<td>GLTSCR2</td>
<td>0.019584</td>
</tr>
<tr>
<td>BTBD11</td>
<td>0.018613</td>
</tr>
<tr>
<td>Gene</td>
<td>Value</td>
</tr>
<tr>
<td>------------</td>
<td>----------</td>
</tr>
<tr>
<td>MEIS3</td>
<td>0.017041</td>
</tr>
<tr>
<td>RBFOX3</td>
<td>0.016324</td>
</tr>
<tr>
<td>SLC9A9</td>
<td>0.016</td>
</tr>
<tr>
<td>TSSC1</td>
<td>0.015571</td>
</tr>
<tr>
<td>RRBP1</td>
<td>0.015416</td>
</tr>
<tr>
<td>GLTSCR1</td>
<td>0.015254</td>
</tr>
<tr>
<td>FAM135B</td>
<td>0.01461</td>
</tr>
<tr>
<td>DENND4C</td>
<td>0.014397</td>
</tr>
<tr>
<td>HKDC1</td>
<td>0.012768</td>
</tr>
<tr>
<td>C6orf118</td>
<td>0.012508</td>
</tr>
<tr>
<td>GIMAP8</td>
<td>0.012479</td>
</tr>
<tr>
<td>FAM158A</td>
<td>0.007927</td>
</tr>
<tr>
<td>SAP30L</td>
<td>0.007248</td>
</tr>
<tr>
<td>PDCD5</td>
<td>0.007121</td>
</tr>
<tr>
<td>TFAP2B</td>
<td>0.007054</td>
</tr>
<tr>
<td>C3orf58</td>
<td>0.00526</td>
</tr>
<tr>
<td>CHCHD6</td>
<td>0.00307</td>
</tr>
</tbody>
</table>
Putative genes associated with language were selected using the Prixfixe method in the gwasdb2 tool (http://jjwanglab.org/gwasdb) (Li et al., 2016). 142 putative genes previously independently associated with language impairment (Human Phenotype Ontology term HP:0002463: ‘language impairment’) in genome-wide association studies (GWAS) were used as input gene-set for association testing with the phenotype in the Joint Association of Genetic Variants (Lips et al., 2015). Here are shown in descending order given magnitude score.

**Gene-set association analysis**

Two 'competitive control' methods (Wang et al., 2010) were applied to test whether the imaging-language phenotype was more associated with language genes than any other set of randomly grouped genes. Competitive testing against random gene-sets was done as it allows robustness against population stratification.

Joint Association of Genetic Variants (JAG) (Lips et al., 2015) was used, allowing comparison of the empirical p-values from 200 randomly generated gene-sets with the empirical p-value from the gene-set of interest. Significance was ascertained by 10,000 permutations of the phenotype, implicitly conditional on linkage disequilibrium, sample size, gene size, the number of SNPs per gene and the number of genes per group.

The association analysis using JAG was repeated gene-by-gene within the language gene-set to investigate which members of the gene-set might be predominantly contributing to the collective signal. This was done with 10,000 permutations plus adjustment for population structure using genomic control as implemented in PLINK (Purcell et al., 2007). Genes linked to language impairment and significantly
associated with the imaging-language measure were annotated for biological function using the Webgestalt tool (17).

**Results**

Group ICA delineated a repertoire of 25 resting state networks in the first group of 66 infants with spatial representations similar to those described in the literature (Fransson *et al.*, 2007, 2009, 2011; Doria *et al.*, 2010; Smyser *et al.*, 2010). These RSNs included: medial visual; lateral visual; auditory; sensory-motor; default mode; and executive control network (Figure 25).

**FIGURE 25 POPULATION-AVERAGE LARGE-SCALE RESTING STATE NETWORKS AT THE TIME OF NORMAL BIRTH**

25 resting state networks were identified in a first group of 66 infants and are similar to those previously described in the literature. A) Hierarchical network clustering based on functional
connectivity, therefore bringing together groups of nodes with the strongest similarity between their resting-state time-series. B) Large-scale resting state networks. Each column represents three different axial views of a resting state network. The nodes are ordered according to the hierarchical clustering driven by the full correlation. C) The nodes X nodes population average full-correlation connectivity (below the diagonal); and the population average partial-correlation connectivity (above the diagonal).

The sensori-motor and auditory networks, which spatially encompassed the bilateral sensori-motor cortices, and superior temporal lobes (Figure 26.A), were then selected as regions of interest for the specific analysis of auditory-motor functional connectivity (Figure 26.B).

FIGURE 26 AUDITORY-MOTOR FUNCTIONAL BRAIN NETWORK AT THE TIME OF NORMAL BIRTH
(A) Large-scale auditory (blue) and primary sensory-motor (red) resting state network were estimated at the time of normal birth in the first group of infants. A group-level parcellation within these regions was then carried out in the second group of infants with neurodevelopmental assessment at 2 years. (B) Auditory-motor brain network functional connectivity was calculated using partial correlation (z-transformed L1-regularized inverse covariance). Line thickness is scaled by the pairwise correlation coefficient.

**Neurodevelopmental assessment**

The mean standardized score of composite language abilities for our study population was 90 ± standard deviation of 17 (range 53-132). No linear association was found between gestational age at birth and composite language abilities ($p = 0.3808$), whilst a trend toward significance was found between SES (measured as the English Index of Multiple Deprivation) and composite language score ($p = 0.11$). There was significant correlation between the receptive and expressive communication subscales of the Bayley assessment ($r = 0.59; p < 1 \times 10^{-5}$). A significant difference was found before and after de-confounding language scores for SES (paired t-test: $t_{stat} = 6.8943; p = 5 \times 10^{-10}$). No significant difference in linguistic performance was found between those infants who lived in predominately English speaking or bi-lingual households (two-sample t-test right-tail, before and after de-confounding, respectively: $t_{stat} = 0.9014; p = 0.1848; t_{stat} = 0.6158; p = 0.2697$).

**Term equivalent auditory-motor functional connectivity is associated with inter-subject differences in expressive linguistic abilities**

We tested the linear associations between linguistic skills and each of the 36 functional connectivity auditory-motor brain network edges. Prior to the analyses, the effects of postmenstrual age at scan were removed from the functional connectivity measures with linear regression, and the socioeconomic score was regressed from the linguistic skills measures. We found that there was a significant
negative association between expressive-communication skills and functional connectivity edge strength between the superior primary sensori-motor cortex (M1S1) and the right superior temporal cortex (STG and PT) (FWE-corrected p-value = 0.0017) (Figure 27). The identified functional connectivity edge explained 14% of the variance in the expressive-communicative abilities (Root Mean Squared Error = 0.932; F-statistic = 15.9). The association found indicates that children who developed higher expressive-communication skills at 2 years were those with negatively correlated BOLD fMRI auditory-motor activity at term equivalent age. The identified relationship was still present after controlling for GA at birth (correlation between functional connectivity and expressive-communication: \( r = -0.37; p = 6 \times 10^{-5} \); partial correlation between functional connectivity and expressive-communication adjusted for GA at birth: \( r = -0.37; p = 7 \times 10^{-5} \)). The linear association between receptive-communication abilities and functional connectivity edge strength was not significant after correction for multiple comparisons.
FIGURE 27 AUDITORY-MOTOR BRAIN NETWORK CONNECTIVITY IS ASSOCIATED WITH EXPRESSIVE LANGUAGE ABILITIES AT 2 YEARS OF AGE

A significant association was found between expressive-communication skills and functional connectivity edge strength between the superior primary sensori-motor cortex (red box) and the right superior temporal cortex (blue box). (A) Showing scatter plot of observed vs. fitted expressive language performance at 20 months corrected age. Auditory-motor functional connectivity explained 14% of the variance in the expressive-communicative abilities (FWE-corrected p-value = 0.0017), independent of GA at birth. B) Normal probability plot of regression residuals. The plot indicates that the residual in the association between auditory-motor brain network correlated activity and language performance follows a normal distribution.

The degree of leftward lateralization of functional connectivity between M1S1 and SGT/PT was significantly positively associated with expressive-communication abilities (FWE-corrected p-value = 0.0100); whilst there was a trend towards
significance with respect to the association with *receptive*-communication abilities (FWE–corrected p-value = 0.0546). The degree of left-lateralization of functional connectivity was associated to expressive-communication skills independent of the degree of prematurity (correlation between functional connectivity lateralization and expressive-communication: $r = 0.37; p = 0.0207$; partial correlation adjusted for GA at birth: $r = 0.20; p = 0.0235$).

No significant relationships were found between any of the functional connectivity edges and fine-motor subscale scores of the Bayley’s assessment at 20 months corrected age (FWE–corrected p-value > 0.05 for all edges); and between any of the functional connectivity edges and head-motion RMS-FD (FWE–corrected p-value > 0.05 for all edges).

**Language genes variation is associated with term equivalent expressive-language functional connectivity.**

A self-contained test found a significant association of the imaging phenotype with the language gene-set (non-parametric p ≤ 0.006), whilst a competitive test indicated that the imaging phenotype had a trend towards an association with the language gene-set in comparison to 200 random matched-control gene-sets (non-parametric p ≤ 0.06).

The association analysis was repeated gene-by-gene within the language gene-set to investigate which members of the gene-set might be predominantly contributing to the collective signal. The gene-based test with 10,000 permutations and genomic control shortlisted a group of 9 genes with significant individual association (p ≤ 0.05) with the imaging phenotype, of which 3 associations (GALNTL6, C11orf24 and SH2D4B) were below a stringent p-value of 0.01 (Table 6).
<table>
<thead>
<tr>
<th>Gene</th>
<th>Adjusted p</th>
</tr>
</thead>
<tbody>
<tr>
<td>GALNTL6</td>
<td>0.0033</td>
</tr>
<tr>
<td>SH2D4B</td>
<td>0.0143</td>
</tr>
<tr>
<td>C11orf24</td>
<td>0.0084</td>
</tr>
<tr>
<td>GLTSCR2</td>
<td>0.0236</td>
</tr>
<tr>
<td>SEPW1</td>
<td>0.0239</td>
</tr>
<tr>
<td>COL4A4</td>
<td>0.0305</td>
</tr>
<tr>
<td>FIGLA</td>
<td>0.0442</td>
</tr>
<tr>
<td>IPO4</td>
<td>0.0513</td>
</tr>
<tr>
<td>C3orf58</td>
<td>0.0525</td>
</tr>
</tbody>
</table>

**TABLE 6 INDIVIDUAL GENES SIGNIFICANTLY ASSOCIATED WITH THE IMAGING PHENOTYPE**

Results following association testing of each gene within the language gene-set, using the Joint Association of Genetic Variants (Lips et al., 2015) self-contained method.

**Discussion**

Language is uniquely human and represents a fundamental feature of human cognition (Berwick *et al.*, 2013). Its neural architecture is believed to be a distinct piece of the biological makeup of our brain (Pinker, 1995; Jackendoff and Pinker, 2005); yet how this neural organization emerges in early life and supports the sophisticated process of learning language remains unclear (Kuhl, 2010; Dehaene-
Lambertz and Spelke, 2015). Although it has long been hypothesized that language acquisition is encoded in some way by our genetic program (Chomsky, 1959; Ramus and Fisher, 2009), the genetic basis of language acquisition remains poorly understood. The combination of non-invasive brain imaging with genotyping techniques therefore provides a unique opportunity to assess the neuroanatomical and genetic underpinnings of early language acquisition, while examining the effects of preterm birth allows a direct assessment of how early environmental exposure can influence these developmental processes.

A previous meta-analysis of the language task-based fMRI studies during childhood, have highlighted that the expressive-language brain network increases its activation in the sensory and motor cortices (left premotor, bilateral primary motor, and left somatosensory cortex) and left supramarginal gyrus, with increasing leftward lateralization (Schlaggar et al., 2002; Brown et al., 2005; Fair et al., 2006; Krishnan et al., 2015; Weiss-Croft and Baldeweg, 2015). The results here presented are in accordance with this model, and provide evidence that well before the formal emergence of natural language, activity within the STG/PT and M1S1 is significantly correlated, left-lateralized, and linked to expressive language performance at 2 years of age. Although the positive relation identified between leftward brain lateralization and later linguistic measures might be driven by the negative relation with the right STS/PG, these findings suggest that at the time of normal birth, the human brain already has at least some of the functional architecture required for the acquisition of expressive language.

Integration between the sensory and motor areas is central to the theory of a distinct “dorsal stream” of language processing which encompasses the premotor and posterior temporal cortices (Berwick et al., 2013). This close relationship is also thought to represent a neural substrate for auditory feedback-based monitoring of
vocalization (E. F. Chang et al., 2013); and for speech perception and language comprehension, with studies showing specific motor activation when processing speech sounds, word meanings and sentence structures (Pulvermüller, 2005; Londei et al., 2010; Pulvermüller and Fadiga, 2010). It is also hypothesised that the auditory-motor feedback is likely to be particularly important during language acquisition (Price, 2012), as the auditory processing of self-produced speech is used to tune motor production to ensure that produced auditory output matches that intended (Christoffels and Formisano, 2007; Tourville et al., 2008; Zheng et al., 2010; Price, 2012). When auditory-motor feedback is distorted during speech production, there is increased activation in the prefrontal, rolandic, and bilateral superior temporal cortices (Tourville et al., 2008), suggesting that it leads to modulation of subsequent speech output or may play a role in resolving interference. In the bilateral STG, response suppression during auditory processing is proportional to the quality of the feedback; and therefore when the processed speech is distorted or delayed superior temporal activation increases (Christoffels and Formisano, 2007; Tourville et al., 2008; Takaso et al., 2010; Zheng et al., 2010). The results of this studies are therefore in accordance with the theory of an auditory-motor feedback in the process of language acquisition (Price, 2012).

Prematurity is known to have an adverse effect on both cognitive abilities and educational outcome, with lower intelligence quotient and mathematical scores non-linearly related to an increase in the degree of prematurity at birth for children born lower than 34 gestational weeks (Marlow et al., 2005; Johnson et al., 2009; Wolke et al., 2015). Furthermore, in preterm-born children, delays in the acquisition of expressive language, receptive language processing, articulation, and deficits in phonological short-term memory are all relatively common, and together are likely to all contribute to impairments in the development of appropriate communication, joint
attention, and social interaction skills (Caravale et al., 2005; Ortiz-Mantilla et al., 2008; Luu et al., 2009, 2011; Foster-Cohen et al., 2010; Van Noort - Van Der Spek et al., 2010; Barre et al., 2011; Vohr, 2014). Although a number of studies have shown that prematurity is associated with widespread and persistent alterations of the brain’s structural and functional architecture (Counsell et al., 2003; Ball et al., 2012, 2014; Salvan et al., 2014), we found in our population that increasing prematurity at birth minimally modulated the identified link between brain function and behaviour and functional lateralization. These findings are in accordance with other studies of infants, children and adults, which have shown that both lateralization of language brain areas and altered functional brain connectivity are not related to the degree of prematurity (Gozzo et al., 2009; Schafer et al., 2009; Myers et al., 2010; Scheinost, Lacadie, et al., 2014; Kwon et al., 2015). It has further been shown that earlier exposure to speech in preterm infants does not lead to an accelerated developmental language trajectory, suggesting that in preterm infants early environmental exposure does not influence the phonetic repertoire in the first weeks following birth (Peña et al., 2012; Cusack et al., 2016). Our findings are therefore consistent with the idea that cortical development and neuronal network formation is largely experience-independent in the language system and is likely to be predominately shaped by genetic and intrinsically-generated influences (Khazipov and Luhmann, 2006; Blankenship and Feller, 2010; Chen et al., 2013; Fjell et al., 2015).

We identified significant associations between a language-specific brain endophenotype and a set of genes linked to language in previous studies. Two of the three most significant genes (GALNTL6 and SH2D4B) have previously been associated not only with language impairment (Nudel et al., 2014) but also with temporal lobe volume (Kohannim et al., 2012). They are thought to have roles primarily related to fundamental cellular functions (such as intracellular location and
Golgi membrane function). The third gene: C11orf24, has been implicated in Golgi vesicle trafficking at dendrites (Fraisier et al., 2013; Valenzuela and Perez, 2015) and is located in a recombination hotspot around the low-density lipoprotein-receptor-related protein 5 (LRP5) gene (Twells et al., 2001). Ramus and Fisher have hypothesized that the genetic ontogeny of language is most significantly associated with genes which are involved in aspects of brain development and related to specific language brain areas (Chomsky, 1959; Ramus and Fisher, 2009). With this in mind, two of the identified genes are of particular interest: GALNTL6 which is involved in the post-translational modification of proteins and is highly expressed in embryonic neurodevelopment (Bennett et al., 2012; Nakayama et al., 2014), and SH2D4B which has been identified as a possible transeQTL and “master regulator” of an autism-related network controlling SEMA5A gene expression (Cheng et al., 2013).

In this study we specifically studied a large population of preterm born infants, which allowed us to explore whether environmental influences linked to preterm delivery altered the link between early patterns of functional brain connectivity and linguistic development. Whilst we found that, in the absence of overt patterns of brain injury, the degree of prematurity at birth does not modulate the identified brain-behaviour linkage, a further direct comparison to a large population of healthy term born infants with standardized neurodevelopmental assessment is needed to be certain that our findings can be generalized to normal human development. In addition, further work could benefit from investigating the relationship between brain architecture around the time of normal birth and more specific measures of phonological abilities at an older age, such as syntactic processing and semantics, as well as assess how environmental factors in multi-lingual environments may modulate the neural basis of language acquisition.
Conclusion

To conclude, the findings of this study support the notion of a functionally organized human brain that is already prepared for complex language learning at the time of normal birth, well before the emergence of natural language behaviour. Our results stimulate further consideration about the molecular biology underlying human language development, and emphasize the joint influence of neural, genetic factors and environmental stimuli in its emergence.
Chapter 7

Time-resolved functional connectivity in the neonatal brain supports efficient later development of linguistic and cognitive abilities through dynamic network integration

In the previous chapter I have tested a hypothesis-based association between auditory-motor neonatal brain function and later expressive language development. However a wider dynamic brain network may be involved in supporting efficient language acquisition. In this chapter I present a holistic, data-driven, computational approach aimed to link term-equivalent time-resolved brain functional connectivity with complex cognitive and linguistic performances at two years, in order to identify a brain model supporting later neurocognitive development.

Current neuroscientific literature is characterising the human brain as a dynamic organ (Baker et al., 2014; Braun et al., 2015; James M Shine et al., 2016). Here I investigate dynamic neonatal brain function as a neuromarker for later neurodevelopment. Functional brain connectivity is usually studied as the grand-average over the full fMRI acquisition time, quantified as the statistical Pearson’s correlation coefficient, not taking into account that this value may fluctuate over time. Recent studies have used time-resolved measures of functional connectivity to measure volatility or fluctuation in brain function, in order to better characterise
aberrant brain mechanisms between healthy and pathological populations (Demirtaş et al., 2016). Standard measures of fluctuation such as standard deviation and variance are also used in the recent literature to characterise global metastability of a system (Hellyer et al., 2015; Váša et al., 2015), hinting the possibility that the brain system moves between locally synchronized but globally de-synchronized states (Deco et al., 2015; Gu et al., 2015; Bassett and Sporns, 2017).

Adapting a sliding-window approach commonly used in adult fMRI research (Hutchison et al., 2013; Liu and Duyn, 2013), here I study fluctuations of functional brain connectivity across fMRI acquisition time. For each separate window, I quantify the correlation coefficient within each time window. This results, for each pair of resting state networks, in an array of values over time. The mean and variance of these arrays are then computed in order to assess how strong and variable functional connectivity is between resting state networks.

These features of functional brain connectivity are then used to test the relation with cognitive and linguistic abilities at two years. In doing so, I adapt multivariate approach based on canonical correlation analysis that was recently used in adults neuroimaging studies in order to investigate brain-behaviour links (S. M. Smith et al., 2015; Miller et al., 2016). A latent factor (or linear combination) within time-resolved measures of neonatal brain function is identified, such that it is maximally correlated with a latent factor (or linear combination) within the neurodevelopmental measures at two years of age. Therefore cognitive and linguistic abilities, and motor development, are interpreted as multiple measures or facets of a unique underlying behavioural factor: a common approach in cognitive sciences. The correlation between brain and behavioural latent factors is then tested in a cross-validation setting and permutations are run to assess statistical significance. The underlying identified factors, or brain and behaviour models, are then characterised.
For the identified brain latent factor, network graph analyses are chosen in order to better characterise the large parameter- (or feature-) space. Indeed graph theoretical notions have recently been applied to the neurosciences shedding new light in the complex functional and structural organisation of the human brain network (Bullmore et al., 2009). Here, brain network graph statistics are quantified for the identified parameters of the brain latent factor (or brain model), and further tested against behavioural scores in order to understand whether a computational characteristic of this estimated network is associated to efficient neurodevelopment.

The combination of advance measures of neonatal dynamic brain function with multivariate regression approaches and graph theory, although of not trivial implementation, represents a novel, powerful tool to study possible brain mechanisms supporting efficient neurocognitive development, in a period when complex cognitive behaviour is not yet fully present.

**Introduction**

Exploring how cognition and behaviour relates to brain function may shed new light into the mechanistic brain basis of human environmental interaction (Smith, 2016). Recent work linking whole-brain connectivity to cognition has shown distinct mechanisms of human brain processing. One of these is a general mode of population covariation that links a fronto-parietal network to demographic factors and behaviour, modulates many cognitive processes, and is associated to a general intelligence factor (S. M. Smith et al., 2015). A second, a global network integration mechanism, relates effective cognitive performance to time-resolved integrated states.
of brain activity, and may be related to fluctuations in arousal (James M Shine et al., 2016; James M. Shine et al., 2016).

Spontaneous, synchronous fluctuations in the BOLD fMRI signal are thought to reflect RSNs (Smith, 2016). These neural systems, present during both task and at rest (Vincent et al., 2007; Smith et al., 2009), are shown to alter their dynamics to meet goal-directed activities or to satisfy task demands, enabling humans to perform the complex cognitive functions necessary for everyday living (Cocchi et al., 2013; Kim et al., 2013; Braun et al., 2015; Deco et al., 2015; Gu et al., 2015; James M. Shine et al., 2016). However, whether this dynamic coupling of brain networks is relevant to language and cognitive development is unknown.

Understanding developmental trajectories of the human brain’s cognitive networks is important for computational models of real-life behaviour and cognitive development, and ultimately to highlight how they are altered in disease. Preterm children are at increased risk for cognitive, language, and behavioural impairment (Bhutta et al., 2002; Wolke et al., 2015). Studying preterm born infants at the time of normal birth therefore represents a unique opportunity to test hypotheses regarding the ontogeny of cognitive brain networks, and to shed new light on how premature environmental exposure may affect the emergence of human neurocognitive systems. Key questions are thus: do inter-individual differences in cognitive function in childhood depend upon dynamic brain function as a neonate; how is this brain-behaviour linkage influenced by early environmental exposure.

In this work, we hypothesized that dynamic neonatal brain networks interactions represent a marker for the later development of efficient cognitive and linguistic abilities. We combined time-resolved neonatal resting-state fMRI functional connectivity and developmental assessment in later childhood to study a neonatal
model supporting neurocognitive development and assess how key environmental factors such as the degree of prematurity at birth may influence it. As part of the ePrime cross-sectional study we acquired resting-state fMRI data in a large cohort of 100 prematurely born infants at term equivalent age (38-44 PMA weeks). At 20 months corrected age we followed up these children assessing their level of motor, language and cognitive development (Johnson et al., 2004; Bayley, 2006). By employing a sliding window analysis over fMRI acquisition time (Hutchison et al., 2013; Liu and Duyn, 2013) we investigated dynamic interactions of resting-state brain networks (James M. Shine et al., 2016). We quantified the mean and the variance of functional connectivity over time in order to estimate respectively strength and fluctuation (or variability) of time-resolved functional connectivity (Figure 28.A) (Demirtaş et al., 2016). We used canonical correlation analysis (CCA) to identify a brain-behaviour model of population co-variation (S. M. Smith et al., 2015; Miller et al., 2016) linking differences in dynamic interactions of resting-state brain networks at the time of normal birth to inter-individual differences in neurodevelopmental scores at two years (Figure 28.B). In order to describe the identified brain model, we assessed how functional brain connectivity strength and fluctuations were involved (Figure 28.C), and depicted these characteristics at the network’s nodal level (Figure 28.D). Finally, as in the adult brain efficient cognitive functions rely upon the ability to dynamically integrate information across specialized brain regions (James M. Shine et al., 2016), we hypothesized that network integration in the identified brain network model was related to efficient cognitive development (Figure 28.E).
We hypothesized that dynamic neonatal brain networks interactions represent a marker for later cognitive and linguistic development. A) In resting-state fMRI data of 100 prematurely born infants at the time of normal birth, we employed a sliding window analysis and, for each window, calculated functional connectivity between RSNs. We estimated features of functional connectivity strength and fluctuation as edge-specific functional connectivity mean and variance across time-windows. As these matrices are symmetric, we only kept the values below the diagonal and unwrapped and concatenated all rows to give a single vector per subject. B) Using cross-validated canonical correlation analysis (CV-CCA), we identified cognitive-image pairs linking time-resolved functional connectivity metrics at the time of normal birth to neurodevelopmental scores in early childhood. C) Across all folds, we extracted the CCA loading vectors to characterise the pattern of neonatal brain network
connectivity (brain network model) linked to the set of cognitive abilities at two years (behavioural model). D) Separately for functional connectivity strength and fluctuation, we characterised the extracted CCA loading vectors at the brain network’s nodal-level. E) Based on edge-level CCA loading vectors, we studied the graph theoretical measures of efficiency, segregation, and integration, and tested whether as in adulthood, network integration in the identified brain network model was related to efficient cognitive development.

**Materials and Methods**

For the work of this chapter the same infants, neuroimaging data, and pre-processing pipeline implemented in the previous chapter has been used. Notably novel post-processing analyses are here implemented.

**Neurodevelopmental assessment**

At 20 months corrected age we followed up these children assessing their level of motor, language and cognitive development using the BSID-III scales of infant and toddler development and the Parent Report of Children's Abilities Revised (PARCAR) (14, 15). Neurodevelopmental assessment data was present for 100 out of the total study population of 166 infants.

**Group-level ICA-parcellation and (individual subject) nodes time-series**

Large-scale RSNs were identified using group-level ICA decomposition (Smith *et al.*, 2009) performed on the group of *66 infants with no follow-up data*, comprising 50 preterm born infants and 16 term born infants. Functional datasets (each containing 250 volumes) were fed into a group-level-ICA carried out using FSL MELODIC v3.0 implementing a temporal-concatenation approach and a fixed dimensionality of 60 components (individual datasets were temporally demeaned and had variance normalization applied) (Beckmann *et al.*, 2005, 2009; Smith,
Beckmann, et al., 2013; Toulmin et al., 2015). Healthy term born infants were included in order to cover the full gestational age range from 25 to 42 gestational weeks and thus not bias the estimation of RSNs to those present only in prematurely born infants. All subsequent selective analyses were computed on a separate group consisting of the remaining 100 prematurely born infants who were imaged at term-equivalent age and assessed for neurodevelopmental outcome at 20 months corrected age. Dual-regression (Beckmann et al., 2009) was used to derive subject specific group-ICA time-series (stage-1) and spatial maps (stage-2) for this group of 100 infants.

Group-level developmental RSNs where identified using FSL Linked ICA (Groves et al., 2012). Linked ICA is a data-driven, unsupervised approach for multimodal data fusion that aims to identify structured patterns of variance across multiple imaging modalities. Here we applied this approach to resting-state fMRI data, treating each RSN as it was a different modality. Under the assumption that during term equivalent period (38-44 postmenstrual weeks) a maturational process will occur for the RSNs but not for noise-components, we used FSL’s Linked ICA (FLICA) (implemented in Matlab (R2015a)) (Groves et al., 2011, 2012) on subject-specific group-ICA spatial maps seeking for a linked mode of variation across RSNs that was best described by increasing postmenstrual age at scan. FLICA was run on the full dataset (100 subjects × 60 RSNs candidates) for 1000 iterations with an upper limit of 10 components specified.

**Time-resolved functional connectivity of the neonatal brain**

Time-resolved whole-brain functional connectivity, was quantified between the 29 RSNs linked by perinatal development in a sliding-window fashion using Tikhonov-

Instead of considering the grand average functional connectivity collapsed over time, the whole acquisition time-course was split into smaller time windows with length of 30 seconds (= 20 volumes; TR of 1.5 seconds) and no gap between windows. This allows that functional connectivity could be calculated reliably for each time window avoiding spurious fluctuations (Allen et al., 2012; Zalesky et al., 2014; Deco et al., 2015; Leonardi and Van De Ville, 2015). Indeed in a recent paper from Van De Ville and colleagues (Leonardi and Van De Ville, 2015), the authors further demonstrate the optimality of a 30 seconds time window for quantifying dynamic reconfiguration of networks. Our choice of window size is therefore align with state of the art methods for uncovering dynamic fluctuations in functional connectivity neuroimaging BOLD data (Braun et al., 2015). This procedure yielded a subject-specific vector of weighted adjacency matrices describing the functional connectome in each time window.

For each pair of RSNs, we calculated mean and variance of functional connectivity along sliding-window vector (therefore across fMRI acquisition time). This provided subject’s measures of time-resolved functional connectivity: one symmetric $29 \times 29$ functional connectivity-strength matrix and one symmetric $29 \times 29$ functional connectivity-fluctuation matrix. As these matrices are symmetric, we only kept values on one side of the diagonal, resulting in $406 \times 406$ unique features per subject (for each of the two matrices, $29 \times 28 / 2$). Combining across subjects resulted in a $100 \times 812$ matrix (subject $\times$ connectome features).

Assessment of head-motion confound on time-resolved time-resolved functional brain connectivity
Head motion has been shown to significantly confound resting-state functional-MRI studies leading to spurious patterns of connectivity (Power et al., 2012; Satterthwaite et al., 2012, 2013; Griffanti et al., 2014; Pruim et al., 2015). We therefore implemented strict criteria for data selection, using FSL FIX (v1.061) for data denoising, and performed quantitative analyses in order to formally assess the effect of head-motion on RSNs functional connectivity. Head motion measures in our study-group were matched to those used in the studies of Pruim et al. (Pruim et al., 2015) and Power et al. (Power et al., 2012) (RMS-FD ± SD: 0.118 ± 0.090 mm and 0.146 ± 0.090 mm), in order to obtain a sensitive dataset using previously described denoising procedures (Ball et al., 2016). The average RMS-FD for the whole sample was 0.0581 ± 0.0860 mm.

**Brain-behaviour model of population co-variation**

To identify a brain-behaviour model of population co-variation that predicted the link between dynamic brain connectome at the time of normal birth and inter-individual differences in cognitive and motor behaviour at 2 years, we carried out a train-test validation analysis based on CCA (Avants et al., 2014; S. M. Smith et al., 2015; Miller et al., 2016). CCA is a cross decomposition method used to model covariance structures in multidimensional spaces (Hotelling, 1936; Wegelin, 2000). The approach identifies the linear direction in the first space X that explains the maximum variance direction in the second space Y. The result is a canonical correlation between two canonical variates, U and V, that represent linear transformations of variable sets X and Y such that: U=a' X and V=b' Y, where a and b are the canonical vectors or weights sought by the model. Once a pair of canonical variates is found, a successive pair is sought subject to the constraint that they are uncorrelated with the first pair, and so on.
Prior to leave-one-out cross-validated CCA, we removed the effect of confound variables: connectome features were first regressed for PMA at scan; neurodevelopmental measures for socioeconomic score. All features were standardized in the training sets to have zero mean and unit variance and the same transformation was then applied to the testing sets. For each training dataset, standardization and dimensionality reduction of connectome features was performed using PCA (two separate PCAs for functional connectivity strength and fluctuation with equal number of components).

The reduced set of connectome features and the set of neurodevelopmental scores were then passed to a CCA. The trained CCA transformations were then applied into the left-out test data set of connectome features and neurodevelopmental scores, in order to estimate subject vectors $U_1$ and $V_1$ for the test data set. As in Smith et al., we correlated canonical pairs $U_1$ and $V_1$ (S. M. Smith et al., 2015) and calculated the mean-squared-error (MSE). The statistical significance of the correlation and MSE between canonical pairs were assessed sequentially with a permutation test, swapping the rows of second feature matrix (neurodevelopmental scores) with respect to the first 10 000 times and recording the maximum correlation between pairs and MSE. To test whether the identified brain-behaviour relationship was driven by degree of prematurity (measured by GA at birth) or in-scanner head motion (RMS-FD), we used linear partial correlation between the canonical pairs $U_1$ and $V_1$ while controlling for GA at birth or RMS-FD. Correction for the FWE rate was applied across estimated modes. All analysis were performed using MATLAB (R2015b, The MathWorks, Inc., Natick, MA, USA) and Scikit-learn (Pedregosa et al., 2011).

**Behavioural canonical variate pair**
To characterize the identified mode of covariation, we extracted the CCA loading vectors across all estimated folds for connectome features and neurodevelopmental variables. To investigate differential contributions in CCA loading vectors with no assumptions on whether or not these features were normally distributed, non-parametric statistical tests were preferred although generally less powerful than the parametric counterparts in the rejection of the null hypothesis (Gibbons and Chakraborti, 2011).

The extracted Y block of CCA loading vectors matched the initial neurodevelopmental sub-scales, and was grouped in accordance to the cognitive domains affiliation. The “cognitive abilities” group contained the general cognitive sub-scales of BSID-III and PARCAR; the “language abilities” was formed by the receptive- and expressive-linguistic sub-scales of BSID-III, and the vocabulary and word-use sub-scales of PARCAR; “motor abilities” group comprised the gross- and fine-motor sub-scales of BSID-III).

**Brain imaging canonical variate pair**

For each fold, we multiplied the extracted X block of CCA loading vectors by the estimated PCAs eigenvectors, so to spatially map the CCA modulation loadings back to the original set of connectome features and characterise CCA loadings of time-resolved functional connectivity. In order to assess statistical significance of connectome CCA loadings, we performed the same procedure on the CCA permuted models and calculated FWE-corrected p-values of each brain network-edge (separately for functional connectivity strength and fluctuation; considering equal or greater values if the feature-specific CCA loading average across folds was positive; equal or smaller values if negative). FSLNets was then used to create connectome images of statistically significant edges, visualizing median connectome CCA
loading across folds (separately for brain connectome strength and fluctuation). By linking brain regions (nodes) through their interactions (functional connectivity edge strength and dynamics), we analysed the estimated brain network at the individual node-level characterizing nodal-level CCA loadings. We converted subject-specific edge-level CCA loadings (square nodes × nodes matrix) to nodal-level CCA loadings, by summing up across edges involving each node (vector of nodal values) (S. M. Smith et al., 2015). We then repeated the same procedure for CCA permuted models so to assess statistical significance of nodal CCA loading non-parametrically (separately for brain functional connectivity strength and fluctuation).

**Graph theoretical statistics of the identified brain network model**

As it has recently been shown that integrated states of brain network configuration relate to cognitive performance (James M. Shine et al., 2016), here we investigated the neonatal brain model of cognitive development using graph theoretical measures of efficiency, segregation and integration (Bullmore et al., 2009). We considered the estimated CCA loadings across all folds (therefore subject-specific) as the representation of a cognitive brain network at the time of normal birth. In order to not bias the analysis to only those edges significantly more involved than in the permuted models, all network edges were included. We calculated subject-specific graph theoretical measures separately for connectome strength and fluctuation in order to disentangle the contribution of these two factors at the global network level. As a first check we compared graph density between the two networks to ensure these were comparable (James M. Shine et al., 2016). Networks were matched for density and did not differ in network sparsity (Wilcoxon Signed-rank test: p-value = 1). At the systemic-level, we then calculated network global efficiency as a proxy for functional integration (Rubinov and Sporns, 2010). Because global efficiency can
only be computed from weighted networks with positive weights (or binary networks) (Barch et al., 2013), CCA connectome strength and dynamics were first thresholded to include only positive edge weights before calculating global efficiency (James M. Shine et al., 2016).

In order to quantify network segregation and integration, we first identified brain network modules: groups of densely interconnected network nodes, which often are the basis for specialized subunits of cognitive processing (Betzel and Bassett, 2016; Sporns and Betzel, 2016). By performing multi-scale community detection across a range of structural resolution parameter $\gamma$ (Porter et al., 2009; Onnela et al., 2012; Gu et al., 2015). To make this analysis comparable with other studies in the literature, we used the group-average functional connectivity matrix estimated using FSLNets from the whole fMRI time-series acquisition. By maximizing the modularity quality function (Newman, 2006) using a Louvain-like (Blondel et al., 2008) locally greedy algorithm (Jutla et al., 2011) (with 100 optimizations) for multiple values of $\gamma$, we quantitatively estimate consensus between partitions calculating partitions similarity as z-score of the Rand coefficient (Traud et al., 2011). Maximum mean partition similarity was achieved for $\gamma = 1.5$, hinting at the presence of especially well-defined modules. At that parameter value we uncovered a partition of the brain into 3 bilaterally symmetric modules. We then estimated brain network segregation as within-module connectivity (WT), calculating module-degree Z score, and network integration as between-module connectivity (BT), calculating participation coefficient (Bullmore and Sporns, 2012; James M Shine et al., 2016).

**Results**
Resting state Networks identification

Group-level RSNs were first estimated by performing ICA in an initial set of 66 infants. All subsequent selective analyses were then computed on a separate group consisting of the 100 prematurely born infants who were imaged at term-equivalent age and assessed for neurodevelopmental outcome at 20 months corrected age.

Developmental RSNs were identified using FSL Linked ICA (Groves et al., 2012) seeking a linked mode of variation across RSNs across subjects around time of normal birth. The main mode of maturation consisted of 29 RSNs representing those RSNs previously shown in the literature (Smith et al., 2009; Doria et al., 2010) (Figure 29). This mode accounted for 33% of RSNs variance; correlated strongly with postmenstrual age (corrected p-value < 1 × 10-5); was not associated with in scanner head motion (measured by average RMS-FD); GA at birth, or with neurodevelopmental measures at 2 years. During the six-week period around the time of normal birth, a prominent, linked mode of maturation drives RSNs development.
A linked mode of variation across resting state networks (RSNs) across subjects was identified in the 6 weeks around time of normal birth. A) Spatial correlation of the identified mode of variation on RSNs maps. B) This mode was significantly correlated with postmenstrual age at scan (corrected p-value = $6.8 \times 10^{-11}$), accounted for 33% of variance, and C) was not associated with in-scanner head motion. These findings suggest that around neonatal age, RSNs are driven by a linked prominent mode of development.

**Neurodevelopmental assessment**
At 20 months corrected age we followed up these children assessing their level of motor, language and cognitive development using the BSID-III and the PARCAR (Johnson et al., 2004; Bayley, 2006). BSID’s “general cognitive abilities” sub-scale was the only variable significantly correlated with gestational age at birth (Pearson’s r = 0.21; p = 0.0338 not corrected for multiple comparison; for all other sub-scales of interest: p > 0.3307); and significantly correlated with SES, measured as the English Index of Multiple Deprivation (Pearson’s r = -0.23; p = 0.0244 not corrected for multiple comparison; for all other sub-scales of interest: p > 0.1369). No significant difference in linguistic performance was found between those infants who lived in predominately English speaking or bi-lingual households (two-sample t-test right-tail, before and after de-confounding for SES, respectively: tstat = 0.9014; p = 0.1848; tstat = 0.6158; p = 0.2697).

**Time-resolved neonatal brain network model linked to efficient cognitive development**

We investigated brain network dynamics using sliding time windows of whole-brain resting-state fMRI data and Tikhonov-regularized partial correlation (Braun et al., 2015; S. M. Smith et al., 2015). Across each vector of weighted adjacency matrices (therefore across fMRI acquisition time), we calculated mean and variance of the functional connectivity between each pair of RSNs to yield subject-specific features of connectome strength and fluctuation (Figure 28.A). There was no significant association between these metrics and in-scanner head motion (univariate general linear model testing: for all connectome features FWE-corrected p-value > 0.12).

In order to identify time-resolved metrics of resting state brain functional connectivity at the time of normal birth linked to cognitive-image pairs, we used CCA (S. M. Smith et al., 2015; Miller et al., 2016) (Figure 28.B). In a train-test
validation analysis, CCA was only run on a training-subset of the data, and the estimated transformation was then applied onto the left-out test data set of connectome features and neurodevelopmental scores in order to estimate predicted subject vectors $U_1$ and $V_1$ for the test data set (Pedregosa et al., 2011). Finally, correlation and MSE between predicted canonical pairs $U_1$ and $V_1$ was assessed. Nested cross-validation was used to assess the number of PCA components fed to the CCA models leading to lower mean squared error and higher canonical correlation (Figure 30).
FIGURE 30 NESTED CROSS-VALIDATION RESULTS

Nested cross-validation was used to assess the number of PCA components fed to the CCA models leading to lower mean squared error and higher canonical correlation. The set of 44 PCAs (22 PCAs for functional connectivity strength and 22 PCAs for functional connectivity dynamics) had on average A) the lower Mean Squared Error (average MSE = 0.4182) and B) the higher canonical correlation (average rho = 0.39).

We identified a single statistically significant mode of co-variation ($r = 0.4236$; FWE-corrected $p$-value = 0.0043; MSE = 0.3860; FWE-corrected $p$-value = 0.0145,
corrected for multiple comparisons across all modes estimated). This mode represented a pair of canonical variates along which patterns of time-resolved neonatal brain connectome metrics and sets of neurodevelopmental scores at two years co-varied in a similar way across subjects (Figure 3.1.A).

To understand whether the establishment of such a relationship was driven by extrinsic influences, we used partial correlation between $U_1$ and $V_1$ to test whether the identified mode of covariation was affected by key environmental factors such as the degree of prematurity at birth. Adjusting for this factor did not change the nature of the identified mode of co-variation ($r = 0.41$; FWE-corrected p-value = 0.0063), suggesting that early environmental exposure has a minimal effect on this relationship.

To summarize, we identified one significant mode of population covariation for which individual subjects’ strength of involvement was highly similar for both the time-resolved neonatal brain connectome and a subset of neurodevelopmental abilities.
FIGURE 31 TIME-RESOLVED BRAIN NETWORK FUNCTIONAL CONNECTIVITY
IS LINKED TO EFFICIENT DEVELOPMENT OF LATER COGNITIVE AND
LINGUISTIC FUNCTIONS

A) Scatter plot of significant CCA mode, with one point per subject ($r = 0.4236$; FWE-
corrected p-value = 0.0043), for which individual subjects’ strength of involvement with this
mode was highly similar for both a specific pattern of time-resolved neonatal brain functional
connectivity and a subset of developmental scores in cognitive and linguistic abilities at two
years. B) Showing Y block CCA loadings grouped by cognitive domain. Linguistic and
cognitive functions were significantly more involved than motor development (effect size $r = 0.61$). C) Significant X block CCA loadings at edge-level (compared against CCA permuted models). In the identified co-variance mode, there was significantly higher involvement of connectome fluctuation. D) Significant X block CCA loadings at nodal-level (compared against those estimated in CCA permuted models). Neonates with highly dynamic RSNs brain connectivity in the prefrontal, temporal and striatal regions, show greater linguistic and cognitive abilities later in childhood.

**Linguistic-cognitive factor in childhood linked with neonatal brain network**

In order to characterize the identified cognitive factor and the brain network significantly involved in the identified brain-behaviour relation, for each estimated fold we extracted the *CCA loading vectors*.

We found *language* and *cognitive* abilities had significantly higher influence on the identified mode of co-variation with respect to *motor* development (Bonferroni-corrected $p$-values $< 1 \times 10^{-4}$). These results provide evidence of how cognitive and linguistic functions modulate the identified brain-behaviour link. High-scoring subjects in this covariance mode (Figure 31.A, data points located in the upper right of the scatter plot) have high relative performances in linguistic and cognitive functions and low relative scores in motor abilities (and vice versa for low scoring subjects).

**Anatomy of neonatal brain network linked with linguistic-cognitive abilities at two years**

To uncover the neuroanatomical systems predictive of later linguistic and cognitive development, we extracted the brain connectome *CCA loading vectors* across all folds. These were mapped to the original brain connectome features at the network edge-level, and then summarized at the network nodal-level.
We calculated edge-specific statistical significance of connectome CCA loadings by comparing these values to those estimated in the permuted CCA models (Figure 31.C). Only 52 brain network-edges were highlighted as statistically significant from connectome strength features (FWE-corrected p-values < 0.05); compared to 119 edges from connectome fluctuations. This over-representation of dynamics network interactions was also corroborated by the significantly higher mean value of CCA loadings involved in the CCA mode (compared to functional connectivity strength; Wilcoxon rank sum test: Z = -30.7; p-value < 1 × 10^{-5}; effect size r = 0.82). These results underline the importance of fluctuations in time-resolved resting-state fMRI functional connectivity in the link between neonatal brain function and neurocognitive development.

We then summarised connectome CCA loading vectors at the nodal level (Figure 28.D). Four network nodes or RSNs had statistically significant functional connectivity strength (compared to permuted CCA models; FWE-corrected p-values < 0.05). Whilst ten RSNs had statistically significant functional connectivity fluctuation, including bilaterally the middle frontal gyrus, the anterior and posterior superior temporal cortices, the striatal region, posterior cingulate cortex, and the posterior fusiform areas (Figure 31.D). Average CCA loadings of RSNs fluctuation had significantly higher involvement compared those of RSNs strength (Wilcoxon rank sum test: Z = -28.7; p-value < 1 × 10^{-5}; effect size r = 0.77), suggesting that neonates with highly dynamic RSNs connectivity in the prefrontal, temporal and striatal regions, show greater linguistic and cognitive performance later in childhood. This result is aligned with the observation that in the mature brain, functionally connected prefrontal and temporal regions changes their activity to support auditory-verbal working-memory (Buchsbaum et al., 2005).
Computational integration in the neonatal brain network supports efficient cognitive development

As the ability to dynamically integrate information across specialized brain regions is key for an efficient adult cognitive brain system (James M. Shine et al., 2016), we further hypothesized that, in the identified neonatal brain network, network integration emerged from fluctuations in functional connectivity, and that was associated to efficient cognitive development.

Based on edge-level CCA loadings values of connectome strength and fluctuation we constructed two separate networks. We calculated the graph-theoretic measure of global efficiency (Rubinov and Sporns, 2010) and found that connectome fluctuation resulted in greater global efficiency than connectome strength (Figure 32.A) (comparing global efficiency Z values normalized by CCA permuted models; median of efficiency strength and efficiency fluctuation were = 1.3 and 2.2, respectively; Wilcoxon Signed-rank test: Z = -8.6766; p-value < 1 × 10^{-5}; effect size r = 0.61). Furthermore global efficiency of connectome fluctuation was significantly higher than chance (compared to global efficiency computed on CCA permuted models; p-value = 0.0005). However, global efficiency was not directly associated with greater linguistic and cognitive skills (r = 0.04; p = 0.6833). Although dynamic fluctuations of neonatal RSNs enhance the global ability to rapidly combine specialized information (Bullmore et al., 2009; Bullmore and Sporns, 2012), these results suggest that efficient neurocognitive abilities in childhood do not result from global network integration but rather they may develop from the dynamic network integration of specialised regions.
FIGURE 32 FLEXIBLE GLOBAL NETWORK INTEGRATION AS A NEONATAL BRAIN MECHANISM FOR EFFICIENT DEVELOPMENT OF LATER COGNITIVE FUNCTIONS

We characterise the identified neonatal brain network model using graph theoretical measures. A) Connectome fluctuation of the identified cognitive network leads to significantly greater global efficiency (effect size: $r = 0.61$). B) At the nodal-level, network integration and segregation of connectome fluctuation are linked to efficient cognitive development (V1) ($r = 0.87$; FWE-corrected $p$-values = 0.0018). C) Greater linguistic and cognitive scores at two years were linked to a typical left-lateralized network of dynamic connector hubs in linguistic regions with high integration and low segregation (hot colours), and with the default mode network having the opposite pattern (cold colours), demonstrating the key role of dynamic network integration for the later development of complex, adaptive linguistic and cognitive abilities.

As in the adult brain it is indeed known that greater cognitive skills are linked to greater integration and reduced segregation between dynamic, specialized brain areas (James M. Shine et al., 2016), we tested this alternative hypothesis. We quantified network integration as network participation coefficient (between-module
connectivity; BT); and network segregation as network module-degree Z score (within-module connectivity; WT) (James M. Shine et al., 2016). We found a significant linear association (tested using CCA: $r = 0.87$; p-value = 0.0018) linking dynamic nodal integration and segregation with the previously identified cognitive/linguistic phenotype ($V_1$) (Figure 32.B). Greater linguistic and cognitive scores at two years were positively linked to a typical left-lateralized linguistic network of connector hubs (regions with high integration and low segregation (Rubinov and Sporns, 2010)), and negatively linked with the default mode network (having the opposite pattern) (Figure 32.C). Together these findings show that dynamic interactions between neonatal brain RSNs results in flexible connector hubs with high integration and low segregation that may support efficient development of linguistic and cognitive functions in childhood.

**Testing of head motion effect in the relationships between functional connectivity and behaviour**

Head motion is known to lead to spurious pattern of brain functional connectivity (Power et al., 2012; Satterthwaite et al., 2012, 2013; Griffanti et al., 2014; Pruim et al., 2015), and to be a likely source of systematic bias in the measurement of functional connectivity-behaviour relationships (Siegel et al., 2016). We therefore tested whether the identified relationship between time-resolved functional connectivity and cognitive and linguistic skills was driven by in-scanner head motion. Adjusting for Root mean squared frame-wise displacement (RMS-FD) did not change the mode of co-variation (adjusting for RMS-FD: $r = 0.42$; FWE-corrected p-value = 0.0053;), demonstrating no significant effect of this confound in the identified brain-behaviour relationship. Although head motion has been shown to
significantly confound resting-state fMRI studies leading to spurious patterns of connectivity (Power et al., 2012; Satterthwaite et al., 2012, 2013; Griffanti et al., 2014; Pruim et al., 2015), our findings demonstrate how the strict criteria and the motion-denoising approach here applied allowed us to minimize the contamination of this important confound.

In a similar way no CCA loading vector was significantly associated with in-scanner head motion (univariate general linear model testing the linear association between RMS-FD values and edge-/nodal-level CCA loading; FWE-corrected p-values > 0.12 for all tests). Likewise, no significant association was found between graph theoretical measures and RMS-FD or gestational age at birth (linear association tested using CCA between graph measures with, respectively, RMS-FD: p-value = 0.86; and with GA at birth: p-value = 0.30).

**Discussion**

We studied the dynamic interactions of resting-state brain networks in preterm infants at the time of normal birth, by quantifying the mean and variance of functional connectivity over sliding windows (Figure 28.A). By linking these features of strength and fluctuation (or variability) in time-resolved functional brain connectivity with later developmental scores at two years of age, we revealed a neonatal brain network model supporting later neurocognitive development: greater cognitive and linguistic performances at two years were significantly associated with neonatal brain connectome strength and fluctuation, independent of key environmental factors such as the degree of prematurity at birth. Specifically, it was showed that efficient cognitive development in childhood is mainly supported by fluctuations in functional connectivity in the neonatal brain. Suggesting that greater
dynamic interactions in a bilateral network of middle frontal, striatal, temporal, posterior cingulate, and posterior fusiform regions, are an important features of the neonatal brain organisation supporting efficient, later development of cognitive functions.

It has indeed been suggested that fluctuations in resting state brain organization are an essential emergent feature of a complex brain network systems and are important in the brain–behaviour relationship (Baker et al., 2014). Initial findings of these fluctuations have been shown in studies using electrophysiology (VanRullen et al., 2011) and computational modelling approaches (Zalesky et al., 2014; Breakspear, 2017). Recent fMRI experiments have confirmed these results and provided evidence of time-sensitive changes of brain network activity over multiple temporal-scales, from fast-transient activity (Baker et al., 2014) to dynamic patterns over longer periods of time, with transition between states of high and low connectivity strength (Zalesky et al., 2014), or between topologically different temporal metastates (James M Shine et al., 2016). Thus, our results extend previous studies on the temporal organization of the human brain network demonstrating the importance of fluctuations in functional connectivity for efficient neonatal brain development and later linguistic and cognitive abilities.

We were also able to show that in the identified brain network linked to later cognitive development, fluctuations of time-resolved functional connectivity resulted in significantly greater network efficiency, perhaps indicating a facilitation of the overall capacity for parallel information transfer and integrated processing (Bullmore and Sporns, 2012; Deco et al., 2015). This finding is indeed aligned with recent work showing that time-varying resting activity in the mature human brain connectome spends most of the time in topological integrated patterns of high global efficiency, and that during tasks it is able to increase connectivity between area in order to
enable fast effective cognitive control and performance (James M Shine et al., 2016; James M. Shine et al., 2016).

Finally, we established that later, efficient development of cognitive and linguistic abilities resulted from the key role of flexible connector hubs in typical left-lateralized linguistic regions (with high integration and low segregation), and in the default mode network (with the opposite pattern), suggesting neonatal network integration as a mechanistic process supporting cognitive development in childhood. The fact that complex brain processes, such as executive functions or the acquisition of cognitive and linguistic abilities, would benefit from high global efficiency of information transfer across the network, has been previously hypothesised (Bullmore and Sporns, 2012). Connector hubs, known to mediate most inter-modular connections (Rubinov and Sporns, 2010), have a central role in generating globally efficient information flow, yielding to an increase in efficiency and in turn benefits adaptive effective behaviour (Bullmore and Sporns, 2012; Heuvel et al., 2016).

Together, our results posit that dynamic integration of the neonatal brain connectome represents a neural mechanism supporting effective development of language and general cognitive abilities in childhood. Recent fMRI studies have provided evidence of the importance of network dynamics for effective behavioural performance, showing that in adulthood higher brain function relies upon the ability to flexibly integrate information across networks of brain regions in order to support learning (Bassett et al., 2011), complex cognitive abilities (Cole et al., 2014; Bassett et al., 2015) and working memory (Braun et al., 2015; James M. Shine et al., 2016). Here, we extend these studies to human brain development and language learning by showing how dynamic integration in the neonatal brain network is linked to effective development of linguistic and cognitive functions in childhood.
Around the time of normal birth, in a period of prominent maturation and dramatic topological changes when no complex high-order cognitive behaviour is present (Dehaene-Lambertz and Spelke, 2015), dynamic neonatal brain activity is already central, supporting later development of cognitive functions, with this link minimally affected by early environmental influences related to the degree of premature delivery. Although a number of studies have shown that prematurity is associated with widespread and persistent alterations of the brain’s structural and functional architecture (Counsell et al., 2003; Ball et al., 2012, 2014; Salvan et al., 2014), it has also been shown that earlier exposure to speech in preterm infants does not lead to an accelerated development of phonological skills, suggesting that during the first year of age brain maturation is a main constraint in the shaping of the phonetic repertoire (Peña et al., 2012; Cusack et al., 2016). Our results are therefore consistent with the idea that early cortical development and neuronal network formation is largely experience-independent and is likely to be predominately shaped by genetic and intrinsically-generated influences (Khazipov and Luhmann, 2006; Blankenship and Feller, 2010; Chen et al., 2013; Fjell et al., 2015).

Our findings show that dynamic neonatal brain function predicts the ability at 2 years to communicate wants and needs, to understand and use names, to product combinatorial-grammatical sentences, and the ability to efficiently perform attention, memory and problem solving tasks (Johnson et al., 2004; Bayley, 2006); all of which depend on the emergence and manipulation of symbolic representations and effective speed of processing, fundamental milestones of early development which rely on early working memory (Kuhl, 2010; Dehaene-Lambertz and Spelke, 2015). It is indeed thought that the refinement of basic auditory skills, together with increases in working memory resources, convey the emergence of higher-order language function and top-down processing (Skeide and Friederici, 2016). Here, we have shown that
efficient developmental scores of linguistic and cognitive abilities at two years are related to the dynamic integration of a left-lateralized neonatal brain network of prefrontal, temporal and motor areas that, in the mature brain, are typically associated with verbal working memory (Buchsbaum and D’Esposito, 2008; Koelsch et al., 2009; McGettigan et al., 2011; Price, 2012; Weiss-Croft and Baldeweg, 2015). These regions have been shown to chance their activity during complex auditory-verbal working memory tasks (Buchsbaum et al., 2005; Buchsbaum and D’Esposito, 2008) and have been suggested as a brain basis not just for on-line phonological rehearsal but also to master new words and unfamiliar phonemes combinations (Baddeley, 2003). Although there are probably computational differences between these regions, together this dynamic network of connector hubs may represent a brain basis for the emergence and development of verbal working memory, easing temporary information integration and sustaining the processing of new internal representations, thus allowing the emergence of adaptive behaviours. In current models of working memory, it is indeed predicted that during the maintenance of verbal material the prefrontal cortex performs top-down control on language specific areas in order to select and enhance relevant verbal representation (Curtis and D’Esposito, 2003). The identified dynamic neonatal brain network therefore resembles that neurocognitive basis predicted to ease the acquisition of auditory-verbal working memory and to drive language learning (Baddeley et al., 1998).

A limitation of our work is the use of a statistical model to identify a brain network precursor for later neurocognitive development, at a time when formal high-order cognitive behaviour is minimal. However, it is not known whether indirect precursors of cognitive functions present around neonatal age (i.e. eyes gaze cueing attention) may be able to explain as much variance in later neurocognitive development. Another limitation is the fact that our investigations of dynamic brain
activity do not take into account the underlying neural mechanism driving global fluctuations (synaptic excitation and inhibition and its balance); further studies should address how computational models of brain network coupling changes during early human development (Deco et al., 2015; Breakspear, 2017).

**Conclusion**

Together, our results demonstrate that dynamic neonatal brain integration is closely related to the development of linguistic and cognitive functions in childhood. By enhancing information transfer between specialist regions, high integration and low segregation in a flexible network of connector regions mediates the later development of efficient language and cognitive abilities, potentially providing the flexible neural resources for the acquisition and development of auditory-verbal working memory (Baddeley et al., 1998). As in the mature brain, higher brain functions rely upon the ability to dynamically integrate information across specialized brain regions. Brain network integration, eased by dynamic RSNs interactions, therefore represents a brain mechanism for efficient cognitive development.
Chapter 8

Summary

In this thesis I aimed to examine whether the human brain is predisposed for language learning from the time of normal birth, and to assess how early environmental and linguistic experience may affect early neurolinguistic development.

Preterm birth represents both a neurodevelopmental risk factor and a unique chance to study the joint influence of premature linguistic exposure and brain maturation in the early emergence of the human language brain. Understanding typical and atypical neurodevelopmental trajectories of language brain development can help us understand this fundamental evolutionary achievement of human cognition, and further provide early quantitative biomarkers to assess the efficacy of potential neurobehavioral treatments at an early age.

The primary hypothesis of this thesis was that at the time of normal birth, organized resting-state functional and structural connectivity between regions resembling an adult-like brain language network, would be present and related to complex language abilities in early childhood. Thus challenging the assumption that the early acquisition of language abilities merely relies on the bilateral organization of the temporal cortices allowing only bottom-up cognitive processing. Here I tested this hypothesis through the combination of computational neuroimaging, high-resolution term-equivalent resting-state fMRI and diffusion-weighted MRI data, and
neurodevelopmental assessments during a period of dramatic development in linguistic and cognitive capacities.

In chapter 5, evidence is provided of organised structural bilateral connectivity between the temporal cortices and the prefrontal regions, present at the time of normal birth and related to later complex linguistic abilities. Specifically, the bilateral arcuate fasciculus, a fundamental structure of the mature brain language network known to mediate verbal working memory and word learning, is significantly associated with later composite linguistic and cognitive abilities, independent of premature environmental exposure. These findings suggest that differences in arcuate fasciculi microstructure at the time of normal birth have a significant impact on language development and modulate the first stages of language learning. In Appendix 2 I also show the study of another cortico-cortical white matter bundle of interest, the superior longitudinal fasciculus (analysis that for timing reasons was not included in the thesis submission). This structure, which in the adult brain mediates spatial working memory, in the neonatal brain is not associated with linguistic performance during early childhood. This result further strengthens the specificity of the arcuate fasciculus as a key structure in the human language brain network.

In chapter 6, it is reported that auditory-motor spontaneous synchronised correlated brain activity is present at term-equivalent, leftward lateralised and significantly associated with later expressive-linguistic abilities independent of degree of prematurity at birth. Besides resembling a functional mechanism specific of the developing expressive-language network, this language brain phenotype is linked to a meta-analytic linguistic gene-set independently associated to language function and/or impairment. These results support the notion of a functionally organized human brain that is already organised for complex language learning at the time of
normal birth, and further emphasize the joint influence of neural, genetic factors and environmental stimuli in the early emergence of the human language brain network.

In chapter 7, it is shown that fluctuations of time-resolved functional connectivity in a bilateral network of prefrontal, striatal, and temporal regions, support efficient development of language and cognitive functions in childhood. This network of flexible connector hubs that in the mature brain is typically associated with verbal working memory, is shown to ease network efficiency and information integration. These findings support the notion that flexible neural resources at the time of normal birth may represent a computational brain mechanism for the acquisition and development of auditory-verbal working memory.

Together, the work of this thesis advances previous knowledge of the early emergence of the neurobiology of language. It further confutes the previous belief that the organization of intra-hemispheric connectivity in the language network is yet to be established during the term-equivalent period and only develops with prolonged language exposure. The results of this thesis provide evidence of a distributed and flexible neural architecture that is already organised for language learning as early as at the time of normal birth, despite the fact that minimal behavioural correlates of high-order brain functions are present. This neural architecture may support the emergence of top-down as well as of bottom-up language processing, easing the later, efficient development of auditory-verbal working memory.

**Further considerations**

Whether language acquisition and its neural correlates are independent from general cognitive processes has not a trivial answer. Although language brain regions are
active from early in postnatal life (Mahmoudzadeh et al., 2013), during early childhood the additional involvement of the prefrontal cortex in language learning has been highlighted (Nuñez et al., 2011; Skeide et al., 2014) and suggested as a mechanism to cope with effortful, not fully automatized, learning (Jeon and Friederici, 2015). Therefore, the involvement of prefrontal regions in brain language acquisition may suggest an early interaction between not-yet-fully specialised linguistic regions, and domain-general cognitive processing, possibly easing the development of efficient verbal working memory.

Furthermore whether the neonatal brain mechanisms here shown are specific to linguistic acquisition in preterm infants or resemble global neurodevelopment can be seen as a modelling issue. Hypothesising a common brain substrate (or latent factor) underlying multiple cognitive functions, (as it was applied in chapter 7 and in the adult human brain (S. M. Smith et al., 2015)), provided a parsimonious model with good explanatory power. The advantage of the work of this thesis is that a competitive model with i.e. a contrasting theory can be tested in future studies and the predictive power can be compared. The data-driven approach here applied (specifically in chapter 7) suggests that in preterm infants the functional brain basis supporting later neurocognitive development is strongly biased towards high involvement of language specific factors, with a minor contribution of general cognitive factors, as it would be inevitable given the strong dependency between these cognitive domains.

Another issue worth considering is whether one of the functional or structural brain mechanisms here highlighted is more important than the others. The fact that multiple brain predictors of linguistic (and cognitive) abilities have been here highlighted corroborates the presence of an underlying neonatal brain bias towards language acquisition. Therefore these multiple brain predictors have to be considered
in a holistic perspective as multiple facets of the same neurocognitive developmental process. However, how these functional and structural measures do relate to each other is not trivial question and indeed represents one of the cutting-edge frontiers of the neurosciences. A recent review (Breakspear, 2017) has indeed highlighted what has been in the last years a step forward from previous studies considering trivial relations between measures of diffusion and functional connectivity. The current status of the most advance research highlights how complex biophysical models of large-scale dynamic activity can simulate dynamic neural activity in the adult human brain. How these mechanistic processes linking brain structure and function may differ in the developing brain (i.e. GABA switch) or have a role in the process of language learning is topic of future studies.

There is however another possible modelling approach linking dynamic brain activity, the underlying structural connectome, and cognitive functions or development. (This approach was indeed one of the topics of my PhD studies although unfortunately it was not included in this thesis due to timing issue). As resting state fMRI activity can be interpreted and spatially decomposed in underlying clusters called resting state networks; the dynamic fluctuations of these networks’ BOLD signal can be used to model multiple, semi-stable brain states (or dynamic modes) of activity that are recurrent over time of fMRI acquisition (Baker et al., 2014; Vidaurre et al., 2016). It follows that if the human brain cycles through these multiple states of activity, it can be hypothesises that a linear dynamical system is emerging from the underlying structural brain network. Therefore a way to model brain states transition within a linear dynamical system assumption is by assessing brain network’s controllability properties (Pasqualetti et al., 2013). Structural controllability of the human brain network can be identified as one possible mechanistic principle governing brain state transition (Gu et al., 2015; Bassett and
Sporns, 2017). Whiting this framework, it is possible to estimate a network node’s capacity to steer (or drive) the functional activity of the entire brain system between any of these states. Therefore certain regions would be more likely to be central in governing brain system dynamic transition i.e. between a rest and a language task condition. By applying this framework to the human developing brain, it is possible to link this structural/functional characteristic of the neonatal human brain with linguistic and cognitive development in childhood. This would allow a better understanding of whether inter-subject differences in a mechanistic process of brain system dynamic activity can predict later neurocognitive development and shed new light into the brain basis of human language acquisition.

Limitations

Although in all the studies here reported degree of prematurity at birth minimally modulated the identified relationships between language brain architecture and later linguistic abilities, it is not known to which extent these findings can be generalized to normal brain development. The replication and further comparison to a large population of healthy term born infants with standardized neurodevelopmental assessment is therefore needed. However, as discussed in previous chapters, during the first year of life language acquisition is constrained by brain development and not accelerated by premature linguistic exposure. Furthermore, the identified language infant brain phenotypes resemble those of an adult-like language system. Therefore the language brain mechanisms reported here are likely to represent genuine structures of the healthy human language brain architecture and not specific traits of the preterm population.
A limitation of these studies is the lack of longitudinal imaging and a single linguistic assessment. As mentioned in chapter 5, at the age of two years measures of complex linguistic skills strongly correlate to domain-general cognitive performance. Thus more specific and sensitive measures such as phonological skills, syntactic processing or semantics assessed at an older age, would benefit further work and help to understand how environmental factors in multi-lingual environments may modulate the neural basis of language acquisition.

The use of sedation, in order to minimise head movements during MRI acquisition, may confound fMRI data analysis of brain function. Avoiding sedation, however, increases the chances of discarding subjects, thus possibly biasing the dataset towards those neurological phenotypes that do not move. In-scanner head-motion has a widespread and general impact, hindering all kinds of neuroimaging acquisition and often forcing the researcher to discard large amounts of valuable data. Thus a trade-off between light-sedation and a strong statistical power deriving from a large cohort of subject was the rationale behind the work of this thesis. Furthermore the effect of sedation on neonatal brain functional connectivity can not be inferred from fMRI studies in adulthood as the chemical compounds used in human adults (or primates) are different; provide a much stronger sedation; and may therefore provide a different neural signature. Further computational studies highlighting the effect of sedation on infant brain function are needed.

**Future directions**

Below are summarised some possible directions for future study to extend upon the work presented in this thesis.
First of all, future work should exploit more sensitive and specific neurocognitive testing at different time-points, in order to assess subject-specific trajectories of neurolinguistic development. This would allow us to understand (in absence of overt patterns of brain injury or brain abnormalities) the major neural and environmental factors that cause preterm born children to develop normal rather than delayed linguistic capacities, or that lead to specific language impairment (SLI), or to general neurodevelopmental impairment.

A natural extension of the work of this thesis is the investigation of the whole-brain white-matter architecture and how it relates inter-subject difference in language development. In the adult brain several white-matter bundles such as the uncinate or the inferior-longitudinal fasciculus have been associated with language processing. However it cannot be ruled out the contribution of a more extended brain system that links those regions involved in auditory-verbal working memory or in the brain-wide semantic system. Combining high-angular resolution diffusion-weighted MRI at term-equivalent age with advance computational neuroimaging may shed new light on the brain-wide human architecture supporting the early acquisition of complex linguistic abilities.

Future research should also take into account the fact that language, although being special in its underlying fixed neural organisation, is only one facet of the complex human cognitive system. Therefore it shares the intrinsic property of the human brain being a dynamic and flexible organ. As noted in chapter 7, the dynamic properties of human brain functional connectivity are a key computational feature of both the mature and the infant human brain. In adulthood, integrated and segregated states of brain activity have been shown both at rest and during task. Whether these brain states of dynamic functional activity are already present around the time of normal birth or develop in parallel with the emergence of cognitive behaviour is
incompletely unknown. Future work should investigate how the emergence of this basic property of the human cognitive system may represent a neural basis for language and cognitive development.

**Conclusions**

The foremost goal of this thesis was to characterise the emergence of the language network in the neonatal human brain. To do so, I linked state-of-the-art methods of brain imaging with computational modelling. In addition to providing new mechanistic understanding of the neurophysiological processes mediating neurocognitive development, this approach can shed new light on the pathophysiology underlying neurodevelopmental difficulties in ex-preterm infants. Identifying early computational models of brain development and impairment may help the translation of research into clinical practice, identifying new targets for developing therapies and key windows for early intervention.
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Appendix A: MRI Physics and Analysis

Magnetic Resonance Imaging

The foundations of MRI are the physical principles of nuclear magnetic resonance (NMR), which provides the measured signal (Rabi et al., 1938; Bloch, 1946; Purcell et al., 1946), and the localization of this NMR signal in space (Lauterbur, 1973; Mansfield and Grannell, 1973).

NMR signal

NMR measurements are based on the quantum mechanical spin properties of atomic nuclei within a magnetic field. Elementary particles, in particular protons, exhibit a property called spin, an intrinsic angular momentum. Charged particles that have spin appear to rotate about their axis, producing a magnetic moment on the nuclei. This property is most notable in the hydrogen protons ($^1$H) that exist abundantly in water, and by far the most abundant atom in the human body (McRobbie et al., 2007; Westbrook and Roth, 2011).

In the presence of a strong external magnetic field ($B_0$), the magnetic moment interacts with that field inducing a rotation about the axis of $B_0$, termed precession (Figure 33). The magnetic moment of the particle will precess around the field with angular frequency $\omega_0$ determined by the equation:

$$ \omega_0 = \gamma B_0 $$
where $\omega_0$ is the Larmor frequency (or resonant frequency) and $\gamma$ is the gyromagnetic ratio – a constant for specific nuclei in a magnetic field ($\gamma = 42.57$ MHz/T for 1H).

FIGURE 33 SPIN PRECESSION IN A MAGNETIC FIELD

Protons possess spin, a quantum property that induces a molecular moment (A; black arrow) along the axis of rotation. When an external magnetic field is applied, spins precess about the field with frequency $\omega$ (A) and align parallel to it (B), producing a net magnetisation vector $M$.

Given a specific body of atomic nuclei in the presence of a magnetic field, some will have spins aligned with the $B_0$ field and some anti-aligned with it. If the number of aligned and anti-aligned spins is equal, from the principles of thermodynamics, the net contribution of the nuclei is equal and there is a state of equilibrium with respect to $B_0$. If this is the case then it is not possible to distinguish any signal from them.

To measure a signal, the net equilibrium magnetization $M_0$ must be perturbed or excited, such that a component of magnetisation lies in the plane orthogonal to the $B_0$ field. To do so, an external $B_1$ field is applied. $B_1$ is a transverse radiofrequency (RF) electromagnetic field with a frequency set to the Larmor frequency $\omega_0$ and a magnitude order of $\mu$T (in contrast to $B_0$ field that is static with magnitude generally in the order of Tesla). By applying the $B_1$ field to the system, with $^1$H-specific resonant frequency, hydrogen protons are excited into the higher energy state –
reducing longitudinal (parallel to $B_0$) magnetisation – and inducing phase coherence in the precessing spins – increasing transverse (parallel to $B_1$) magnetisation (Figure 34). The degree to which net magnetisation rotates away from the longitudinal axis is termed the *flip angle*. As the magnetisation vector rotates in the transverse plane it induces a current in a receiver coil placed perpendicular to $B_0$, which is recorded as an oscillating MR signal.

![Diagram](image)

**FIGURE 34 RF-EXCITATION OF PRECESSING SPINS**

The application of an RF-excitation field $B_1$ causes the net magnetisation vector to spiral towards the transverse plane at the angular frequency $\omega$ (A). In a rotating frame of reference (B) this can be represented as a rotation of the vector towards the $xy$-plane.

The cessation of the transverse RF pulse causes the spins to gradually revert to their original state. This process is characterized by two *relaxation* times: $T1$ (or spin-lattice relaxation), is the time taken for longitudinal magnetisation to recover to 63% of its equilibrium as spins return to a low energy state; and $T2$ (or spin-spin relaxation), which is the time taken for 63% of the received MRI signal to decay due to a loss of coherence in the precessing spins and a decrease in transverse magnetisation. In practice, signal decay due to dephasing occurs faster than is suggested by $T2$ due to local inhomogeneity of $B0$: this time is referred to as $T2^*$. 
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Importantly, $T_1$ and $T_2$ are not constant and differ according to the medium in which they are measured. This provides the contrast mechanism necessary to image the different tissues of the brain.

**Localization of NMR signal**

To perform imaging, the NMR signals must be spatially localised. This is achieved by using spatially-varying magnetic gradients, another set of magnetic fields to modify the spatial distribution of the main magnetic field $B_0$ and therefore encode space (Lauterbur, 1973). These are configured such that a series of linear gradients are present in $B_0$ in each orthogonal direction.

With these gradients present, the angular frequency of precession at each spatial location is given by:

$$\omega x = (B_0 + Gx)$$

where $G$ is an additional magnetic gradient applied over an axis ($x$) and exerts a position dependent shift in the precessional frequency ($\omega$) of spins in the magnetic field. It is then possible to find the location of a signal from the angular frequency of the magnetisation that produces that signal. This is known as frequency encoding.

In addition, a gradient applied along the $y$ axis ($Gy$) can be used to alter the phase of the precessing spins, inducing position-dependent phase shifts. By using phase-encoding gradients of different magnitudes, precessing spins along the $y$-axis acquire a specific, and position-dependent, rate of change of phase (or frequency) in the $y$-axis. The spatial position is therefore encoded in a two-dimensional plane according to both the phase and frequency of the received signal.
These data are stored in $k$-space, a two-dimensional matrix in the spatial frequency domain, where one row is filled after each phase-encoding step and from which the MR image can be calculated by two-dimensional Fourier transform.

To encode the third-dimensional direction a third additional gradient is used by applying a slice-select gradient ($Gz$) perpendicularly to both $Gx$ and $Gy$. By altering the RF pulse frequency, consecutive ‘slices’ of $z$ can be excited prior to two-dimensional phase- and frequency-encoding in the $xy$ plane.

**T$_1$ and T$_2$-weighting**

Although a discussion of different RF pulse sequences is not the purpose of this thesis, it has to be highlighted that the timing of each magnetic gradient and RF pulse is critical for MR acquisition and image contrast. The received MR signal is governed by two tissue-dependent properties ($T1$ and $T2$) and by altering the time between consecutive RF excitations pulses (repetition time; TR) and between the RF excitation pulse and signal readout (echo time; TE), it is possible to achieve different $T1$- and $T2$-weighting (Figure 35).
FIGURE 35 T1- AND T2-WEIGHTED IMAGE CONTRAST DEPENDS ON TIME CONSTANTS T1 AND T2 BEING DIFFERENT ACROSS BRAIN TISSUES.

A) T1 is defined as the time taken for the longitudinal magnetisation (Mz) to recover to 63% of its equilibrium value, and is considerably longer for fluid (such as cerebro-spinal fluid, CSF) in comparison to fat (such as myelinated white-matter regions). B) T2 is defined as the time taken for 63% of the transverse magnetisation (Mxy) to decay due to spin dephasing, and is shorter when protons are bound to macromolecules such as fat.

T1-weighted images are typically acquired with variants of a gradient-echo sequence, a rapid sequence that allows for smaller flip angles and shorter TR and TE times. A shorter TR does not allow for full recovery of longitudinal magnetisation before the next RF pulse. Thus, in tissues with long T1 (such as cerebro-spinal fluid, CSF), magnetisation does not recover fully before RF excitation, resulting in lower transverse magnetisation and less contribution to the MR signal after excitation. T2-weighted images are typically acquired using spin-echo sequences with longer TR (greater than T1) to allow full recovery of longitudinal magnetisation and a larger flip angle to maximise transverse magnetisation after RF excitation. The TE is usually selected in order to maximise the difference in signal T2 decay or relaxation time between tissue types.

During a spin-echo sequence, signal attenuation due loss of phase coherence is counteracted by the application of a 180° RF pulse at time t which flips the magnetization in the xy plane, causing the spins to rephase at time 2t. As the spins continue to de-phase according to the local field this leads to a recovery of alignment and partial recovery of signal, producing a phase-coherent MR signal. This sequence can be extended to include multiple rephasing RF pulses (an echo train) continually flipping magnetisation and providing multiple signal readouts from an initial single
90°RF excitation pulse. As each echo fills a row of $k$-space, fast spin echo sequences greatly decrease scanning time.

To achieve even faster acquisitions, echo-planar imaging (EPI) has been developed (Mansfield, 1977; Ordidge et al., 1981). In contrast to sequences that fill $k$-space one row at a time, this technique can fill $k$-space with a single acquisition, allowing whole-brain images in under 100 ms through the rapid switching of gradients. The basic EPI sequence requires rapid oscillation of the frequency-encoding gradient to produce a train of gradient echoes, each one of which is phase encoded differently (Stehling et al., 1989).

EPI requires specific MR scanner hardware that is capable of producing large, fast gradient oscillations and is susceptible to signal artefacts and geometric distortions due to eddy current effects and local field inhomogeneities caused by the rapidly switching gradients (Jezzard et al., 1998). Also, single-shot EPI is commonly of poorer contrast and lower resolution than other forms of MRI, but it allows the capture of rapidly changing dynamic processes, most notably changes in blood oxygenation in functional MRI and the diffusion of water molecules in diffusion MRI, that have led to wide application as a clinical and research tool.
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INTRODUCTION

Comparative studies in humans and nonhuman primates have shown that the evolution of language has resulted from specific modifications of the cortical areas and pathways that mediate linguistic function [Rilling et al., 2008]. The arcuate fasciculus is a bilateral white-matter fiber tract linking the posterior superior temporal cortex (Wernicke’s area) to Brodmann area 44 in the frontal cortex (Broca’s area) via a dorsal projection that arcs around the Sylvian fissure [Catani et al., 2005; Rilling et al., 2008]. In the human brain, diffusion weighted imaging has shown that the organization and cortical terminations of this tract are strongly modified in comparison to primates and has demonstrated that the auditory regions of the temporal cortex have a higher probability of connection via the dorsal pathway with the frontal cortices [Rilling et al., 2008, 2011; de Schotten et al., 2012]. In contrast, axonal tracing studies in monkeys have shown that the arcuate fasciculus connects to more dorsally located regions, such as the extrastriate visual cortex [Petrides and Pandya, 1984; Schmahmann et al., 2007]. Taken together, these findings have generated the theory that the expanded direct dorsal pathway may be a key structure responsible for supporting the emergence of language in humans.

In human adults, the arcuate fasciculus has been proposed to play an important role in the core syntactic computation of complex sentences [Berwick et al., 2013], in verbal short-term memory and in the perception of the phonetic structure of speech [Liberman and Mattingly, 1985]. It is also hypothesized to play a distinctive role in speech production via the integration of auditory and motor representation. Predominantly at the syllable level, it is thought to map sensory targets in the auditory cortex to motor programs coded in Broca’s area [Hickok, 2012; Hickok and Poeppel, 2007]. Patients with injuries involving either the left or right arcuate fasciculus have impaired ability in phonological and word repetition tasks and in verbal short-term memory [Alexander et al., 1987; Benson et al., 1973; Damasio and Damasio, 1980; Geschwind, 1965]. With regard to learning, the microstructural properties of the left direct segment of the arcuate fasciculus have been associated with the process of learning new words in adulthood [López-Barroso et al., 2013], whilst improved performance in auditory verbal learning tasks are significantly associated with a less lateralized volumetric pattern of the direct pathways [Catani et al., 2007]. Children with Angelman Syndrome in whom neither the left nor right arcuate fasciculi can be identified on diffusion tractography have no oral language development, whereas when the left arcuate fasciculus cannot be identified language difficulties are always observed [Paldino et al., 2016; Wilson et al., 2011]. These observations confirm the crucial role of the arcuate fasciculus in speech acquisition [Berwick et al., 2013; Hickok and Poeppel, 2007].

As infants have impoverished language production and their reception abilities were thought to be limited to the supra-segmental properties of speech, the role of the arcuate fasciculus has traditionally been considered to be secondary during the first stages of language acquisition. Although inferior frontal regions are activated in several fMRI studies in infants [Baldoli et al., 2015; Dehaene-Lambertz et al., 2006; Perani et al., 2011; Shultz et al., 2014], the ventral pathway, comprising the uncinate and the inferior fronto-occipital fasciculus, has been proposed to initially be the main functional linguistic pathway connecting temporal and frontal areas [Brauer et al., 2013; Dubois et al., 2015; Perani et al., 2011]. Recent advances in diffusion-weighted imaging have enabled the investigation of white-matter tracts thought to be involved in the acquisition of language and neurodevelopmental skills during the neonatal period [Brauer et al., 2013; Dubois et al., 2015; Perani et al., 2011]. These studies have suggested that, in contrast to the mature brain (where it terminates in Broca’s area), the anterior direct segment of the arcuate fasciculus cannot be dissected after the premotor cortex [Dubois et al., 2015]. Whilst this finding may represent a genuine developmental difference in the extent of the arcuate fasciculus [Brauer et al., 2013; Dubois et al., 2015; Perani et al., 2011], it could also reflect the low angular resolution used in the diffusion weighted sequences, which may have limited delineation of the arcuate fasciculus in regions where the fibers cross with the cortico-spinal tracts and the corpus callosum in the corona radiata [Dubois et al., 2015].

Premature birth is associated with verbal impairment, the severity of which increases with increasing prematurity at birth [Luu et al., 2009, 2011; van Noort-van der Spek et al., 2012]. Previous studies of infant brain development have shown that white-matter architecture is significantly altered following premature birth [Ball et al., 2014; Counsell et al., 2003; Hüppi et al., 1998; Rose et al., 2008] and the degree of this alteration is directly related to performance in specific neurodevelopmental domains [Bassi et al., 2008; Berman et al., 2009; Groppo et al., 2014]. It is thus possible that premature delivery also affects the white-matter structures that subserve language function impacting on later linguistic behavior.

To address the question of whether or not the arcuate fasciculus is a specific neurolinguistic precursor in early human infancy; and to assess whether the degree of prematurity affects arcuate fasciculus microstructure and drives the relationship with later linguistic behavior, we used high b value high-angular resolution diffusion-weighted imaging (HARDI) in a cohort of 43 preterm born infants at term equivalent age and assessed their linguistic developmental performance at 2 years. We hypothesized that intersubject differences in composite linguistic skills at 2 years would be associated with term equivalent fractional anisotropy (FA) of the left and right arcuate fasciculi. To act as a control, we tested whether any relationship
between brain structure and language performance could also be associated with FA values of the cortico-spinal tracts and the superior longitudinal fasciculi.

**MATERIALS AND METHODS**

**Infants**

Preterm infants were recruited as part of the Evaluation of Preterm Imaging study (Eprime), and were imaged at term equivalent age over a 3 year period (2010–2013) at Queen Charlotte’s and Chelsea Hospital, London. The study was reviewed and approved by the National Research Ethics Service, and all infants were studied following written consent from their parents. A cohort of 43 preterm born infants [median age at birth of 30.14 gestational (GA) weeks; range 24–32; 18 females] with no evidence of focal abnormality on MRI were imaged using high-angular resolution diffusion-weighted neuroimaging at 42.14 postmenstrual (PMA) weeks (range 39–46) (Table I), and followed up to around 22 months of age to assess their neurodevelopmental performance.

**Acquisition of MRI Imaging Data at Term Equivalent Age**

All MRI studies were supervised by an experienced pediatrician or nurse trained in neonatal resuscitation. Pulse oximetry, temperature, and heart rate were monitored throughout the period of image acquisition; hearing protection in the form of silicone-based putty placed in the external ear (President Putty, Coltene; Whaledent) and Mini-muffs (Natus Medical) was used for each infant. Sedation (25–50 mg/kg oral chloral hydrate) was administered to 33 infants. Imaging was acquired using an eight-channel phased array head coil on a 3-Tesla Philips Achieva MRI Scanner (Best, The Netherlands) located on a 3-Tesla Philips field-of-view 220 mm, matrix 256 × 256 (effective voxel size: 0.86 × 0.86 × 1 mm).

**Neurodevelopmental Assessment at 22 Months**

Standardized neurodevelopmental assessment at a median age of 22 months (range: 21–24 months; median of 20 months corrected for prematurity) was carried out by an experienced pediatrician or developmental psychologist with the Bayley Scales of Infant and Toddler Development, Third Edition (BSID-III) [Bayley, 2006].

**MRI Data Preprocessing**

T2-weighted brain volumes were bias corrected, brain extracted and tissue segmented into white matter, gray matter, deep gray matter structures, and cerebrospinal fluid using a neonatal specific segmentation tool [Makropoulos et al., 2014]. Diffusion MRI volumes were first visually inspected to detect and exclude data with motion artifact. All subjects included in the study had 5 or fewer volumes excluded due to head-motion. B0 field inhomogeneities, eddy currents, and intervolume motion were corrected using topup and eddy tools in FSL5 [Andersson and Sotiropoulos, 2016; Andersson et al., 2003; Smith et al., 2004, 2015]. B1 field inhomogeneity was corrected using ITK-N4 [Tustison et al., 2010]. All rigid registrations in native subject space were estimated using FSL boundary-based registration optimized for neonatal tissue contrasts [Toulmin et al., 2015]; and nonlinear registrations to the T2-weighted template were estimated using Advanced Normalization Tools [Avants et al., 2008]. All transformation pairs were calculated independently and combined into a single transform to reduce interpolation error.

**Tractography of the Arcuate Fasciculi**

Estimation of fiber orientation distribution was computed through constrained spherical deconvolution [Tourrier et al., 2004, 2007], with maximum spherical harmonic order of 8. We used the MRtrix3 package to perform anatomic constrained probabilistic tractography (http://www.mrtrix.org) [Smith et al., 2012; Tourrier et al., 2012]. Fiber-tracking of the arcuate fasciculus was performed in each subject’s native space independently for both hemispheres, using a two-region of interest approach. From the T2-weighted template, we back-projected two inclusion regions of interest and a seed-plane. To maximize the chances of virtually dissecting the arcuate fasciculus, the

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median (range) GA at birth (weeks)</td>
<td>30 (24 – 33)</td>
</tr>
<tr>
<td>Median (range) birth weight (grams)</td>
<td>1205 (645 – 1990)</td>
</tr>
<tr>
<td>Median (range) PMA at MRI (weeks)</td>
<td>42 (39 – 46)</td>
</tr>
<tr>
<td>Female, no (%)</td>
<td>18 (42%)</td>
</tr>
<tr>
<td>Chorioamnionitis, no (%)</td>
<td>1 (2%)</td>
</tr>
<tr>
<td>Intrauterine growth restriction, no (%)</td>
<td>7 (16%)</td>
</tr>
<tr>
<td>Median (range) mechanical ventilation (days)</td>
<td>0 (0 – 40)</td>
</tr>
<tr>
<td>Necrotizing enterocolitis requiring surgery, no (%)</td>
<td>1 (2%)</td>
</tr>
<tr>
<td>Mean (± SD) parental SES</td>
<td>17.4293 (±8.0772)</td>
</tr>
</tbody>
</table>

**TABLE I. Infant characteristics**
seed-plane was located in its direct dorsal pathway transverse to its antero-posterior direction, and random seed-streamlines were generated within it. The frontal region of interest was identified anterior to the central sulcus, to encompass the white matter of the posterior region of the inferior and middle frontal gyri. The temporal region of interest was defined in the white matter of the posterior part of the superior and middle temporal gyri (Fig. 1) [Forkel et al., 2014]. We extracted the median FA value along the reconstructed tract in both hemispheres as a measure of the white-matter microstructure [Beaulieu, 2002; López-Barroso et al., 2013].

**Tractography of the Cortico-Spinal Tracts**

To act as control regions, the left and right cortico-spinal tracts were also delineated. From the T2-weighted template, we back-projected a seed-region (an axial delineation of the pons) and two inclusion regions (the posterior limbs of the internal capsule and two axial-planes at the level of the primary motor and somatosensory cortices). We then extracted the median FA value along the reconstructed tract in both hemispheres.

**Tractography of the Superior Longitudinal Fasciculi**

To reconstruct the superior longitudinal fasciculi bilaterally we back-projected a seed-region (an axial plane delineating the parietal cortex) and an inclusion region (a coronal plane delineating the white matter area anterior of the motor cortex) [de Schotten et al., 2011]. We then extracted the median FA value along the reconstructed tract in both hemispheres.

---

**STATISTICAL ANALYSIS**

To address the microstructural effect of neonatal development and early environmental factors linked to premature delivery, we used a general linear model (GLM) to test the linear association between arcuate fasciculi FA, cortico-spinal tracts FA, and global white-matter median FA, with (1) PMA at scan (covaried for GA at birth); and (2) GA at birth (covaried for PMA at scan). The number of days of ex-utero life was highly correlated with PMA at scan and GA at birth (Pearson’s correlation coefficient of postnatal age respectively with PMA and GA: \( r = 0.79; P < 10^{-5} \); \( r = -0.90; P < 10^{-5} \)) and so we did not include this as a covariate in the model.

The primary goal of this study was to assess the role of the direct segments of the arcuate fasciculi in the early acquisition of linguistic function. To do this, we tested whether intersubject differences in composite linguistic skills at two years were associated with term equivalent FA of the left and right direct segments of the arcuate fasciculi.

We removed the effect of confound variables prior to the analysis; these were PMA (for the FA measures) and socioeconomic score (for linguistic skill measures). All features were standardized in the training sets to have zero mean and unit variance and the same transformation was then applied to the testing sets.

To test whether FA values of the left and right arcuate fasciculus was associated with composite linguistic skills at 2 years we first used cross-validated Ordinary Least Squares (OLS) regression. However, coefficient estimates for OLS rely on the independence of the model terms and in this case the measured FA in left and right arcuate fasciculus were highly correlated \( (r = 0.58; P < 10^{-5}) \). To overcome this, we used cross-validated Ridge regression (a linear least squares variant with \( L_2 \) regularization) and Partial Least Squares (PLS) regression. PLS is particularly suitable in cases where predictors are highly correlated or
even collinear, that is, where standard regression is not appropriate [Hotelling, 1936; Wegelin, 2000]. The approach identifies linear combinations of the independent variables that optimally predict corresponding combinations of the dependent variables [Rosipal and Krämer, 2006]. Here, it was applied with mode A and deflation mode canonical [Wegelin, 2000].

We used leave-one-out cross-validated PLS to assess whether intersubject differences in linguistic abilities at 2 years of age were associated with term equivalent FA of the left and right arcuate fasciculi. At each training iteration, the data for \( n - 1 \) subjects were used to train a PLS model; the learnt link was then used to generate the linguistic score for the left-out subject. Following all iterations, the correlation between PLS FA scores and PLS language scores was assessed. We then extracted the PLS relative loadings of involvement averaged across all cross-validation folds; the mean and standard deviation (SD) of these parameters were extracted to assess model stability.

As a control, we also used the same cross-validated pipeline to test whether individual-differences in linguistic performance were associated with left and right cortico-spinal tracts FA, and left and right superior longitudinal fasciculus FA.

To test whether early environmental influences associated with preterm birth or global white-matter volume [Northam et al., 2012] were driving the identified brain-behavior link in a dose-dependent fashion, we calculated the partial correlation between PLS FA scores and PLS language scores adjusting for GA at birth, global white matter volume, and sex.

Statistical significance was determined with nonparametric permutation testing (10,000 permutations) with correction for the Family wise error (FWE) rate [Winkler et al., 2014]. All analysis were performed using MATLAB (R2015b, The MathWorks, Natick, MA) and Scikit-learn [Pedregosa et al., 2011].

**RESULTS**

**Neurodevelopmental Assessment**

At 2 years of age, the mean scores of the BSID-III composite language and cognitive abilities were respectively 90 (SD ± 16.20) and 92 (SD ± 11.85), with a correlation between the two of \( r = 0.79; P = 10^{-5} \). No significant correlation was found between PMA at scan and composite language score. A trend toward significance was found between GA at birth and composite language score \( (r = 0.21; P = 0.09); \) a significant correlation was found between socioeconomic score (measured as the English Index of Multiple Deprivation) and composite language score \( (r = -0.28; P = 0.03) \).

**Impact of Prematurity on the Arcuate Fasciculus Microstructure**

During the term equivalent period, prominent development occurred in the left and right arcuate fasciculi.

**TABLE II. The impact of degree of prematurity on white matter microstructure**

<table>
<thead>
<tr>
<th>PMA (cov GA)</th>
<th>GA (cov PMA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left arcuate FA</td>
<td>0.0002</td>
</tr>
<tr>
<td>Right arcuate FA</td>
<td>0.0013</td>
</tr>
<tr>
<td>Left cortico-spinal FA</td>
<td>0.0001</td>
</tr>
<tr>
<td>Right cortico-spinal FA</td>
<td>0.0016</td>
</tr>
<tr>
<td>Left superior longitudinal FA</td>
<td>0.0007</td>
</tr>
<tr>
<td>Right superior longitudinal FA</td>
<td>0.0004</td>
</tr>
</tbody>
</table>

We assessed the effect of age at scan and gestational age at birth on arcuate fasciculi, cortico-spinal tracts, and superior longitudinal fasciculi FA. Showing FWE corrected \( P \)-values from GLM testing (10,000 permutations). A: Between 39 and 46 postmenstrual weeks, significant development (measured by PMA at scan covared GA at birth) occurs in the arcuate fasciculi, cortico-spinal tract, and superior longitudinal fasciculus microstructure. B: Increased prematurity at birth (measured by GA at birth covared PMA at scan) is significantly associated with lower term equivalent FA of left arcuate fasciculus and a nonsignificant trend is seen in the right arcuate fasciculus.
positive PLS loadings indicates that children who developed higher linguistic performance at two years were those with higher FA along both the left and right arcuate fasciculi at term equivalent age.

The identified relationship remained significant when tested using partial correlation while adjusting for gestational age at birth, sex, and global white matter volume \( (r = 0.32, \text{FWE-corrected } P\text{-value} = 0.0230) \). We then quantified the independent contribution of each variable in the relationship with language abilities (Table IV). This analysis confirmed that the only significant contribution was arcuate fasciculi FA (FWE-corrected \( P\text{-value} = 0.0226 \)).

To determine whether efficient linguistic abilities at 2 years were related to higher FA in both arcuate fasciculi, we tested the alternative hypothesis that lateralization in the arcuate fasciculi FA would be associated with later linguistic abilities. We found no significant association between the degree of asymmetry in the arcuate fasciculus microstructure \( \left( \frac{\text{Left FA} - \text{Right FA}}{\text{Left FA} + \text{Right FA}} \right) \) and composite linguistic skills at 2 years (GLM testing with 10,000 permutations: positive contrast FWE-corrected \( P\text{-value} = 0.8918 \); negative contrast FWE-corrected \( P\text{-value} = 0.1129 \)).

When cognitive scores at 2 years were added to the model as an additional response variable, intersubject differences in linguistic and cognitive abilities remained associated with term-equivalent FA of left and right arcuate fasciculi \( (r = 0.32, \text{FWE-corrected } P\text{-value} = 0.0230) \).

Higher linguistic and cognitive performance at two years of age were linked with higher FA along both the left and right arcuate fasciculi at term equivalent age. Across folds,

Table III. Relationship between linguistic skills at 2 years and FA of the left and right arcuate fasciculi at term equivalent

<table>
<thead>
<tr>
<th></th>
<th>Arcuate fasciculi FA</th>
<th>Cortico-spinal tracts FA</th>
<th>Superior Longitudinal fasciculi FA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>FWE-corrected ( P\text{-value} )</td>
<td>( r )</td>
<td>FWE-corrected ( P\text{-value} )</td>
</tr>
<tr>
<td>OLS</td>
<td>0.31</td>
<td>0.0275</td>
<td>-0.06</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.29</td>
<td>0.0305</td>
<td>-0.04</td>
</tr>
<tr>
<td>PLS</td>
<td>0.36</td>
<td>0.0110</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Showing rho correlation coefficient between FA at term equivalent and language scores at two years across different regression models and respective FWE-corrected \( P\text{-values} \). The cross-validated PLS regression demonstrated greater nonparametric statistical significance values. However, no statistically significant association was found when testing the link between linguistic scores and FA of the cortico-spinal tracts or FA of the superior longitudinal fasciculus.

Intersubject differences in linguistic performance at two years were associated with term equivalent FA of the left and right arcuate fasciculus independently of degree of prematurity. A: Visualization of an infant brain and the reconstructed arcuate fasciculi from left-frontal; right-frontal; frontal and top view. The tracts are colored by direction: green for anterior-posterior; red for left-right; blue for superior-inferior. B: Using cross-validated partial-least-square regression, one statistically significant mode of brain-behavior covariation between PLS FA scores and PLS language scores was identified \( (r = 0.36; \text{FWE-corrected } P\text{-value} = 0.0110) \). Term equivalent FA of the left and right arcuate fasciculi was associated with individual differences in composite linguistic skills in early childhood. This link was still present even when controlling for degree of premature delivery measured by GA at birth \( (r = 0.32; \text{FWE-corrected } P\text{-value} = 0.0230) \).
the PLS mode accounted for 72 and 71% of variance respectively in X and Y space. High model stability in PLS loadings was highlighted also in this case (Fig. 3, Table V).

**Intersubject Differences in Linguistic Skills Are Not Associated with FA of the Cortico-Spinal Tract or Superior Longitudinal Fasciculus at Term Equivalent Age**

To test whether the identified relationship between term-equivalent microstructure and linguistic abilities at two years of age was specific for arcuate fasciculus FA, we also tested the relationship with two other major white matter pathways: the cortico-spinal tracts (which are known to be involved in motor function) and the superior longitudinal fasciculi, (a cortico-cortical tract known to be involved in visual-spatial attention and visual-spatial working memory [de Schotten et al., 2011; Vestergaard et al., 2011]. Linguistic skills at two years of age were not significantly associated with term-equivalent FA within either the cortico-spinal tracts ($r = 0.11$, FWE-corrected $P$-value $= 0.2785$; Fig. 4) or the superior longitudinal fasciculi ($r = 0.16$, FWE-corrected $P$-value $= 0.2697$). Of interest, FA within the superior longitudinal fasciculi was significantly associated with later general cognitive abilities ($r = 0.32$, FWE-corrected $P$-value $= 0.0390$). There was no significant relationship between FA of the cortico-spinal tracts and later cognition; $r = 0.12$, FWE-corrected $P$-value $= 0.3339$).

**DISCUSSION**

Infants demonstrate linguistic abilities at birth, including discriminating close phonemes [Dehaene-Lambertz and

---

**TABLE IV. Independent contribution of each variable in the identified relationship with language abilities**

<table>
<thead>
<tr>
<th>Variables</th>
<th>FWE-corrected $P$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLS FA scores arcuate fasciculus</td>
<td>0.0226</td>
</tr>
<tr>
<td>Gestational age</td>
<td>0.3712</td>
</tr>
<tr>
<td>Sex</td>
<td>0.1174</td>
</tr>
<tr>
<td>White-matter volume</td>
<td>0.2694</td>
</tr>
</tbody>
</table>

The relation between arcuate fasciculus FA and linguistic skills at two years remained significant after correction for gestational age at birth, sex, and global white matter volume (partial correlation $r = 0.32$, FWE-corrected $P$-value $= 0.0230$). Here, we used a GLM to assess the independent contribution of each predictor in the relationship with linguistic skills. Only the arcuate fasciculus FA was significantly associated with later language abilities, suggesting that the identified relationship was not driven by confounds of interest.

**TABLE V. PLS loadings in the initial sets of variables**

<table>
<thead>
<tr>
<th>PLS loading</th>
<th>X space:</th>
<th>Y space:</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLs fractional anisotropy scores</td>
<td>FA left arcuate fasciculus 0.66 ± SD 0.006</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FA right arcuate fasciculus 0.78 ± SD 0.009</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Linguistic skills 0.71 ± SD 0.003</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cognitive skills 0.71 ± SD 0.002</td>
<td></td>
</tr>
</tbody>
</table>

Showing the PLS loadings of involvement in the identified link between the left and right arcuate fasciculus microstructure, and linguistic and cognitive performance. Mean PLS loadings of involvement ± SD averaged across folds. The PLS mode accounted for 72 and 71% of variance, respectively, in X and Y space. The small SDs of the estimated PLS loadings highlight strong model stability.

**Figure 3.**

Association with inter-subject differences in linguistic and cognitive performance at two years of age. A: A significant association was identified between PLS FA scores and PLS language and cognitive scores ($r = 0.37$, FWE-corrected $P$-value $= 0.0148$). B: PLS loadings of involvement with respect to the initial X space (left and right arcuate fasciculi) and Y space (linguistic and cognitive skills). Note the small dispersion around the means highlight strong model stability. Higher composite linguistic and cognitive skills in early childhood were linked to higher FA of the left and right arcuate fasciculi at term equivalent.
Pena, 2001] and sentences from different languages [Mehler et al., 2002]. During the first year of postnatal life, rapid learning of the native language is evident and the discovery that the combinatorial properties of language can communicate information represent one of the most remarkable achievements of human learning. Although the underlying neural architecture of language acquisition is believed to be a distinct piece of the biological makeup of the human brain [Jackendoff and Pinker, 2005; Pinker, 1995], the precise neural mechanisms that allow human infants to develop this high-order cognitive function remain unclear [Dehaene-Lambertz and Spelke, 2015; Kuhl, 2010; Skeide and Friederici, 2016]. Preterm born children have impaired linguistic ability when compared with their term-born peers, even in the absence of major disabilities, which can persist as a long-lasting linguistic delay throughout childhood [van Noort-van der Spek et al., 2012]. Studying this population therefore provides an opportunity to test hypotheses concerning infant brain mechanisms linked to language acquisition and to assess the environmental effects of early life exposure.

Noninvasive brain imaging techniques provide an opportunity to assess the neuroanatomical basis of early language acquisition. Diffusion-weighted brain imaging allows the study of white-matter FA, a measure sensitive to the underlying tissue microstructure [Beaulieu, 2002]. In adulthood, the brain architecture which sub-serves language function is relatively well-known [Berwick et al., 2013; Hickok and Poeppel, 2007; Price, 2012], with the arcuate fasciculus [Catani et al., 2005] representing a potential evolutionary marker of human linguistic capability.

This study shows that in preterm infants at the time of normal birth, well before the formal emergence of natural language, the microstructural properties of both the left and right arcuate fasciculi are associated with later linguistic abilities. Previous studies in adulthood and adolescence have linked its microstructural properties to word learning.

**Figure 4.** Visualization of an infant brain and the reconstructed superior longitudinal fasciculus from left-frontal and frontal view. D: Scatter plot of PLS superior longitudinal fasciculus FA scores versus PLS linguistic scores. Term-equivalent FA of left and right superior longitudinal fasciculus was not associated with linguistic skills at two years ($r = 0.16$, FWE-corrected $P$-value = 0.2697). Of further interest, superior longitudinal fasciculus FA was significantly associated with cognitive scores ($r = 0.32$, FWE-corrected $P$-value = 0.0390).
minimally modulates the identified link with later linguistic abilities. This is in accordance with the language deficiencies reported after both left and right hemispheric lesions in infants [Bates and Roe, 2001] and with the observation that arcuate fasciculus volumetric symmetry is linked to efficient auditory verbal learning in adulthood [Catani et al., 2007]. Previous studies in post-term infants have shown a left hemispheric lateralization for speech processing in the posterior part of the superior temporal region [Baldoli et al., 2015; Dehaene-Lambertz et al., 2002, 2006, 2010], but not for inferior frontal regions [Baldoli et al., 2015; Dehaene-Lambertz et al., 2006]. Indeed, left-lateralization in temporal areas increases during the first months of life [Baldoli et al., 2015; Perani et al., 2011; Shultz et al., 2014]. This bilateral linkage may also be due to the involvement of right frontal regions, which are also activated when infants listen to speech [Dehaene-Lambertz et al., 2002, 2010], and are involved in attention, stimulus selection, and response to novelty. These are important processes for infants to comprehend social world requests, to communicate wants and needs, and to produce combinatorial-grammatical sentences by the age of two years.

We may speculate on the role of the arcuate fasciculi during the first stages of language acquisition. It provides a direct link between speech production and perception and an intracerebral mechanism for the ability at birth to imitate simple articulatory movements such as opening the mouth or protruding the lips is evident from birth [Meltzoff and Moore, 1977]. Infants progressively converge toward recognizable patterns of verbal production [Kuhl and Meltzoff, 1996] and may benefit from the verbal buffer provided by the dorsal pathway to memorize and analyze speech segments [Dehaene-Lambertz et al., 2006]. The relationship between linguistic skills at 2 years and its microstructure confirm that the arcuate is a key element during the first stages of language learning.

Premature birth is associated with a long lasting signature on whole-brain architecture [Ball et al., 2012, 2014; Counsell et al., 2003; Nosarti et al., 2002; Salvan et al., 2014] and later neurodevelopment [Delobel-Ayoub et al., 2009; Johnson et al., 2009; Marlow et al., 2005; Northam et al., 2012]. While the absence of a direct comparison with term control infants limits our ability to assess the full impact of premature birth, we found that increasing prematurity at birth affects arcuate fasciculus microstructure but, in the absence of severe neonatal brain injury, only minimally modulates the identified link with later linguistic skill. Although previous behavioral studies have concluded that many of the language deficits in preterm-born children are more likely a result of general cognitive problems rather than a specific language impairment [Barre et al., 2011; Wolke and Meyer, 1999]; here, we show that the linguistic impairment in preterm born children may result from the microstructural alteration of a fundamental brain language structure.

Of importance, our results support key specific involvement of the arcuate fasciculus in language acquisition as we did not find a significant relationship with white matter microstructure in either the superior longitudinal fasciculi or the cortico-spinal tracts. Furthermore, the identified relationship between the arcuate fasciculus and both language and cognition is in agreement with cognitive models of auditory-verbal working memory which predict the presence of an underlying, efficient working memory buffer for language learning and processing [Baddeley, 2003; Baddeley et al., 1998]. At the age of two years, however, measures of complex linguistic skills strongly correlate to domain-general cognitive performance. Therefore, further investigations of specific cognitive domains are needed in our subjects at an older age to distinguish measures of formal intelligence quotient, working memory, and attention, from phonological, syntactic processing, and semantics.

A potential limitation of this study is the use of FA as a measure of underlying white-matter microstructure. Although we used high angular resolution diffusion-MRI data and CSD based tractography to delineate the arcuate fasciculi, the observed relationship may be, at least in part, related to intersubject differences in the configuration of crossing fibers.

CONCLUSION

In summary, these results validate a neurolinguistic model in which arcuate fasciculus microstructure shortly after birth plays a role in early language acquisition. We have shown that a brain-behavior mode of covariation links linguistic performance in early childhood to a specific structure in the infant brain, which is known to support complex language function in adulthood. The microstructure of the arcuate fasciculus at around the time of normal birth underpins linguistic development at 2 years of age independent of the extreme environmental influences caused by premature extrauterine life.
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