We formulate a general, arbitrary-order stochastic response formalism within the Full Configuration Interaction Quantum Monte Carlo framework. This modified stochastic dynamic allows for the exact response properties of correlated multireference electronic systems to be systematically converged upon for systems far out of reach of traditional exact treatments. This requires a simultaneous coupled evolution of a response state alongside the zeroth-order state, which is shown to be stable, non-transient and unbiased. We demonstrate this with application to the static dipole polarizability of molecular systems, and in doing so, resolve a discrepancy between restricted and unrestricted high-level coupled-cluster linear response results which were the high-accuracy benchmark in the literature.

I. INTRODUCTION

The change in a system due to a perturbation is at the heart of experimental techniques to probe a range of properties. Whilst energies are certainly of interest, most properties of relevance can be defined as the response of a wavefunction or its expectation value to a perturbative change in the Hamiltonian defining the system. These cover responses due to applied fields, changes in the environment, or perturbative coupling of the Hamiltonian to a nuclear spin or neglected effects such as spin-orbit coupling. Rather than computing this response as a finite difference of properties between the perturbed and unperturbed system, response theory has provided a powerful framework to directly compute these quantities, defined as derivatives of expectation values of the original Hamiltonian due to the perturbation\(^1\)\(^-\)\(^4\). The success of this approach has greatly expanded the utility and scope of \textit{ab initio} quantum chemistry, and allowed methods such as coupled-cluster and other correlated methods to be applied to problems ranging from the calculation of nuclear magnetic shielding constants to circular dichromism, and much more between\(^5\)\(^-\)\(^8\). This broad scope of application is now seen as essential to the success of the field.

In contrast to quantum chemistry, projector quantum Monte Carlo methods generally have had a more limited availability of response quantities, due mainly to the fact that the perturbations do not in general commute with the unperturbed Hamiltonian. This fact necessitates the computation of pure expectation values, for which projector quantum Monte Carlo techniques are not in general well suited\(^9\)\(^,\)\(^10\). Despite this, the computation of response properties has been performed successfully within diffusion quantum Monte Carlo via numerical finite difference\(^11\)\(^,\)\(^12\), or by integrating along a path in a Berry-phase formalism\(^13\)\(^,\)\(^14\). Further advances in repta- tion and forward-walking algorithms in QMC are now beginning to be able to explore pure expectation values and response functions\(^10\)\(^,\)\(^15\)\(^-\)\(^21\). However, it is clear that these are exceptionally difficult quantities to compute in general for these methods.

In this paper, we outline an approach for the direct and stable computation of arbitrary order response properties within the framework of Full Configuration Interaction Quantum Monte Carlo method (FCIQMC), a projector QMC approach. In contrast to related projector QMC methods, this approach is constructed in a discrete basis of antisymmetric, orthogonal Slater determinants\(^22\)\(^-\)\(^25\). This approach for response properties inherits the advantages of the ground and excited state FCIQMC approach in being systematically improvable to exactness (equivalent to FCI), in a non-transient fashion. The sign problem in this approach is suppressed via a combination of annihilation events between oppositely signed walkers which sample the wavefunction amplitudes, along with the initiator approximation which aids in promoting annihilation events relative to spawning\(^26\)\(^,\)\(^27\).

Following the use of FCIQMC in calculating energies of chemical and solid-state systems, this development allows for the routine calculation of arbitrary analytic energy derivatives of interest within the same framework, in a similarly systematically improvable fashion. This is achieved via the simultaneous sampling of multiple walker distributions, corresponding to these derivative wavefunctions. These can then be used to accumulate unbiased statistical estimates of response functions of arbitrary order, which can be averaged over time. Dy-
dynamic response functions have been considered previously within FCIQMC frameworks\cite{28,29}, however those algorithms have always led to transient estimates of these response functions, which are avoided in the stable sampling detailed in the following construction. In this work, we restrict ourselves to static responses of the ground state of chemical systems, and to only linear, first-order response functions. However, we will detail a more general procedure to obtain arbitrary-order response, and future work will investigate the performance of the approach for higher-order response, including the response of excited states, application to solid-state systems, and extension to a stable, non-transient sampling of dynamic response functions.

This work builds on a number of recent developments within the FCIQMC framework. The first is an excited-state approach, where multiple walker distributions stochastically evolve to sample each state of interest simultaneously\cite{30}. This was achieved with a stochastic orthogonalization procedure between the statistical sampling of the different low-energy states. A key further development has been the efficient sampling of reduced density matrices (RDM), and their use in the calculation of pure (symmetric) expectation values and properties of chemical systems\cite{31,32}. This contrasts with a projected estimate which is generally used in the computation of the energy, but can only be used for operators which commute with the Hamiltonian being sampled. A central concept to allow for this was to ensure that two, independent walker distributions were used to sample the wavefunction of each state, so that unbiased expectation values could be obtained. These unbiased RDMs were shown to be able to compute essentially exact nuclear forces and dipole moments as expectation values, while the polarizability was also computed by using a finite field difference approach\cite{33}. These RDMs have also recently been extended to compute expectation values between any two sampled states via the construction of distributed-memory transition density matrices\cite{34}, and much of this infrastructure will also be used within this work.

In section II, we start by providing a brief overview of the FCIQMC method, with details concerning the sampling of transition density matrices between two simultaneously evolving walker distributions representing different sampled states of the system. In section III, we derive a modified set of coupled master equations for the stochastic dynamics within FCIQMC, to ensure that we can sample arbitrary responses of walker distributions to a perturbation. We further provide remarks on the implementation involving the solution to the response equations and subsequent computation of the second order properties through sampling respective transition RDMs. Finally, in section IV we present results for different components of the dipole polarizability for chemical systems, demonstrating the applicability of our method, and investigate the convergence of both systematic and random errors in the calculations.

II. THEORETICAL BACKGROUND

A. The FCIQMC Method

We provide here a brief overview of the underlying framework of Full Configuration Interaction Quantum Monte Carlo (FCIQMC) for sampling ground-state wavefunctions\cite{22,23,24,35}. FCIQMC is a stochastic method to solve the imaginary-time Schrödinger equation, which has the form:

$$\frac{\partial}{\partial \tau} |\Psi\rangle = -\hat{H} |\Psi\rangle. \quad (1)$$

Starting with an initial state $|\Psi(0)\rangle$, which is not orthogonal to the true ground state, the propagation of Eq. 1 leads to a dynamic given by

$$|\Psi(\tau)\rangle = e^{-\tau \hat{H}} |\Psi(0)\rangle, \quad (2)$$

which in the long-time limit, converges to a solution proportional to the ground state of the electronic system,

$$|\Psi_0\rangle \propto \lim_{\tau \to \infty} e^{-\tau \hat{H}} |\Psi(0)\rangle. \quad (3)$$

The numerical integration of the time-dependent Schrödinger equation in Eq. 1 then follows stochastic rules, with a discretized representation of the state at each point in imaginary time. After sufficient time, the aim is to sample from a distribution representing the ground state, corresponding to the FCI wavefunction and corresponding basis set correlation energy. Instead of directly sampling the exponential propagator given in Eq. 2, FCIQMC stochastically simulates the action of a linearized propagator which gives the same long-time solution, given by

$$|\Psi_0\rangle \propto \lim_{n \to \infty} (1 - \Delta \tau \hat{H})^n |\Psi(0)\rangle, \quad (4)$$

where $\Delta \tau$ represents a small timestep, such that $\tau \sim n \Delta \tau$. While this form can be considered a first-order Taylor expansion of the exponential propagator, which will result in different distributions at intermediate time, the long-time distributions will be identical since the dominant eigenvectors of the propagator coincide for a finite basis set. We now expand the wavefunction parameterization at any time as a linear combination of the complete set of orthogonal $N$-electron Slater determinants in the basis (the FCI expansion), with each determinant denoted by $|D_i\rangle$, resulting in

$$|\Psi(\tau)\rangle = \sum_i C_i(\tau) |D_i\rangle. \quad (5)$$

Substituting this form of $|\Psi(\tau)\rangle$ in Eq. 1 we arrive at the coupled master equations which govern the time-evolution of the CI coefficients,

$$\frac{\partial C_i}{\partial \tau} = -\sum_j (H_{ij} - S \delta_{ij}) C_j. \quad (6)$$
Here an ‘energy shift’, S, has been introduced to control the population dynamics of walkers which are used to represent the CI coefficient in the FCIQMC simulation, and is adjusted such that the norm of the resulting ground-state wavefunction is constant in the long-time limit. An alternative derivation of the dynamics without considering an imaginary-time propagation, can be rationalized from the minimization of a Lagrangian functional as

\[ \mathcal{L}[\Psi] = \langle \Psi | \hat{H} | \Psi \rangle - S(\langle \Psi | \Psi \rangle - A). \]  

Eq. 7

The shift parameter, S, now takes the form of a Lagrange multiplier, controlling the normalization of the wavefunction to the constant A. Taking a steepest-descent approach to the minimization with respect to the wavefunction amplitudes leads to a finite-difference approximation to Eq. 6, as

\[ \Delta C_i = -\Delta \tau \sum_j \left( H_{ij} - S \delta_{ij} \right) C_j, \]  

Eq. 8

which defines the forward-iteration evolution of the amplitudes, and is entirely equivalent to the propagator form of Eq. 4.

The wavefunction is now discretized into an ensemble of \( N_w \) signed walkers, each of which is assigned to a particular Slater determinant. In the long-time, large-walker number limit of the simulated dynamics, the distribution of walkers will be proportional to the FCI coefficients in Eq. 5. The population of walkers evolves in every time interval, \( \Delta \tau \), according to the propagation of Eq. 8, following three stochastic steps:

1. **Spawning step:** Each walker selects a new determinant, \( |D_i\rangle \), connected to its current determinant, \( |D_j\rangle \), by a single application of \( \hat{H} \). This selection is made with a normalized probability \( p_{gen}(j|i) \). Following this selection, a new walker is spawned on \( |D_j\rangle \) with a signed probability of \( p_s = -\Delta \tau H_{ij}/p_{gen}(j|i) \).

2. **Death step:** Each occupied determinant, \( |D_i\rangle \), attempts to modify its amplitude with a probability \( p_d = \Delta \tau (H_{ii} - S) C_i \).

3. **Annihilation step:** In the final step, newly-created walkers are combined with existing ones, either adding up or cancelling out, depending on their respective signs.

The energy of the system can be obtained from a projected estimate,

\[ E(\tau) = \frac{\langle \Psi_T | \hat{H} | \Psi(\tau) \rangle}{\langle \Psi_T | \Psi(\tau) \rangle}, \]  

Eq. 9

where \( |\Psi_T\rangle \) is a deterministic trial wave function with a non-zero overlap with \( |\Psi_0\rangle \). This will give the exact energy when \( |\Psi(\tau)\rangle \) represents an eigenstate of the system\(^{37}\). However, the energy can alternatively be calculated from the reduced density matrices (RDMs) as a trace with the Hamiltonian matrix\(^{32,38}\), corresponding to a pure (symmetric), variational estimate of the ground-state energy. The sampling of unbiased RDMs via two independent ‘replica’ simulations running in parallel is discussed in more detail in section II.B.

Further advancements in the FCIQMC algorithm have dramatically improved the efficiency of the method compared to the native algorithm described above. The two main developments in this regard is the addition of the ‘initiator’ approximation\(^{23,39}\) and the semi-stochastic adaptation\(^{32,37,40}\). The initiator approximation adapts the spawning criteria with the additional requirement for a successful spawning event to an unoccupied determinant conditional on \( |N_i| \geq n_o \), where \( |N_i| \) is the total number of walkers on the parent determinant, and \( n_o \) is the initiator parameter, generally set to 3. This will bias the simulation for low walker populations, but results in convergence to the exact result in the limit of increasing population. In the semi-stochastic adaptation, a small number of significant determinants are chosen, and their amplitudes propagated exactly according to Eq. 4. This substantially reduces the random errors associated with the dynamic, and reduces the time required to converge the result to a given accuracy. This also allows for a finer resolution of probability amplitudes, with real amplitudes used until they are too low, at which point a stochastic rounding of the total determinant weight occurs to maintain a sparse representation of the state. Without exception, these adaptations are performed for all calculations in this work, and entirely equivalent changes are made for the response dynamic.

### B. Reduced Density Matrices within FCIQMC

In this section, we describe the stochastic accumulation of the RDMs in more detail, since it represents a key step in the sampling of the response properties. These have previously been used for the computation of molecular properties such as (transition) dipole moments\(^{34}\), analytic nuclear forces\(^{33}\) and explicitly correlated corrections to the wavefunction\(^{31}\), in addition to calculating a variational energy estimate within FCIQMC. A general two-body reduced density matrix is defined as

\[ \Gamma_{pq,rs}^{mn} = \langle \Psi^m | a_p^\dagger a_q^\dagger \alpha_s \alpha_r | \Psi^n \rangle, \]  

Eq. 10

where \( p, q, r \) and \( s \) index spin-orbital degrees of freedom. The definition here also allows for the construction of the (transition) RDM between two potentially different states, \( m \) and \( n \). The one body reduced density matrix is connected to its two body counterparts through its definition as

\[ \gamma_{pq}^{mn} = \langle \Psi^m | a_p^\dagger a_q | \Psi^n \rangle = \frac{1}{N-1} \sum_a \Gamma_{pa,q}^{mn}, \]  

Eq. 11
The FCIQMC coefficients $C^m_i$, are used to obtain the reduced density matrix as

$$
\Gamma^{mn}_{pq,rs} = \sum_{ij} E[C^m_i] E[C^n_j] \langle D_i | a^\dagger_{p} a^\dagger_{q} a_s a_r | D_j \rangle,
$$

(12)

where $E[\ldots]$ denotes an expectation value, which can be estimated by an average over the simulation, after convergence has been reached. The difficulty in a naive sampling of Eq. 12 is that access to the elements of $E[C^m_i]$ is not possible without an undesirable histogramming of the sampled wavefunction over time. Furthermore, it is not possible to average the samples of the full RDM without introducing a systematic bias at finite walker numbers, since the average of the product $E[C^m_i \times C^n_j]$ will have biased mean, due to the fact that correlations exist between the sampling of the two terms at each point in time.

This problem is solved with replica sampling in the FCIQMC calculation. With replica sampling, an additional, independent sampling of the same state is performed concurrently. As these two simulations for all desired states are performed independently, the random variables $C^m_i$ and $C^n_j$ will be uncorrelated, with zero (co-)variance between the sampled amplitudes. Since expectation values are always quadratic functions of the amplitudes, only two replicas of each state are required, denoted by $C^1_{i,m}$ and $C^2_{i,m}$ for the amplitude on configuration $i$, state $m$, and replica 1 and 2 respectively. This allows for two statistically independent and unbiased estimates of each RDM to be expressed in a bilinear form, without bias, as

$$
\Gamma^{mn}_{pq,rs} = E \left[ \sum_{ij} C^1_{i,m} C^2_{j,n} \langle D_i | a^\dagger_{p} a^\dagger_{q} a_s a_r | D_j \rangle \right],
$$

(13)

and

$$
\Gamma^{mn}_{pq,rs} = E \left[ \sum_{ij} C^2_{i,m} C^1_{j,n} \langle D_i | a^\dagger_{p} a^\dagger_{q} a_s a_r | D_j \rangle \right].
$$

(14)

Expectation values can be averaged from these two estimates due to their independence, resulting in a reduction of the resultant stochastic errors, offsetting the additional cost of propagation of this second walker distribution.

The definitions of the general RDMs in Eqs. 13 and 14 will result in an unnormalized density matrix, due to the fact that the FCIQMC wavefunction itself is not normalized. Whilst normalization of symmetric RDMs can be performed by enforcing known trace relations of the matrices, this is more difficult for transition RDMs, where the trace of each density matrix should be zero. Instead, using the definition of normalized FCIQMC wavefunction as $\frac{1}{\langle \Psi^R,m \rangle} E[\Psi^R,m]$ for replica $R$ and state $m$, the normalization of the general 2-body RDM is made with the following scheme,

$$
\Gamma^{mn}_{pq,rs}[1] = \frac{A^{1,m} A^{2,n}}{\sqrt{A^{1,m} A^{2,m} A^{1,n} A^{2,n}}} \Gamma^{mn}_{pq,rs},
$$

(15)

which is correct under the assumption that the normalization of the two replicas for each state is equal.

The sampling of Eqs. 13 and 14 each iteration appears as a double sum over all walkers. However, this can be avoided by a statistical sample of the estimates each iteration. During the course of each spawning event, determinants connected via single and double excitations are generated, and these are used as a sample of the full set of terms required in the RDM sampling, after an appropriate unbiasing for the possibility of their generation. It should be noted that the statistical sampling of the RDMs is only included between successful spawning events, and as such, it is important that all double excitations that need to be included in the sampling of the RDMs are connected via a non-zero matrix element of the operator which they are sampled from (in the case of the ground-state, this is the Hamiltonian). To minimize this impact, it is ensured that all terms within the deterministic space of the semi-stochastic adaptation are also included, which is designed to include obvious edge cases such as the effect of Brillouins theorem on ensuring that single excitations of the Hartree–Fock determinant are zero. In addition to this stochastic sampling of the off-diagonal determinant connections, the diagonal part of the RDMs are sampled exactly, each time a determinant becomes unoccupied. If these cases are taken into account, it has been shown that the statistical sampling of terms is practically unbiased, and the algorithm therefore allows for the RDM estimators to be computed with relatively little overhead or penalty to the parallelism of the method.

III. THEORY

A. Linear response formalism

The formalism of response theory allows for the analytic solution to changes in expectation values of a system in terms of a perturbative expansion in the applied perturbation, $V$. We briefly review the formalism here mostly in the context of a static perturbation, though more thorough and general expositions are available in Refs. 1, 3, and 4. Under the assumption of an arbitrary static perturbation which couples linearly to the zeroth-order Hamiltonian with strength $\lambda$, we can write the Hamiltonian as

$$
\hat{H}(\lambda) = \hat{H}_0 + \lambda \hat{V}.
$$

(17)

The energy of this system can be written as

$$
E(\lambda) = \langle \Psi(\lambda) | \hat{H}_0 + \lambda \hat{V} | \Psi(\lambda) \rangle.
$$

(18)

As a specific example, a perturbation can be considered as the application of a static electric field, which under the dipole approximation couples linearly with the
strength of the field, \( \lambda = \varepsilon \), with the perturbation being the dipole moment operator \((\hat{V} = \hat{\mu})\). The dipole moment can then be decomposed into a permanent dipole \((\mu_x^{(0)})(\varepsilon_x)\), and field-induced dipole contributions, each corresponding to a higher-order response of the system to the field strength \(\varepsilon \), as

\[
\mu_x = \mu_x^{(0)} + \sum_y \alpha_{xy} \varepsilon_y + \ldots,
\]

where \(\alpha_{xy}\) is the static dipole polarizability of the system. With a Taylor expansion argument, each moment can also be equated to a derivative of the energy of the system with respect to the applied field, as

\[
\mu_x^{(0)} = -\left. \frac{\partial E}{\partial \varepsilon_x} \right|_{\varepsilon_x = 0},
\]

\[
\alpha_{xy} = -\left. \frac{\partial^2 E}{\partial \varepsilon_x \partial \varepsilon_y} \right|_{\varepsilon_x = 0}.
\]

Analogous perturbative expansions can be set up for other applied fields or expansions of other perturbative contributions to the Hamiltonian. Furthermore, the time-dependent case can be constructed analogously, whereby a monochromatic time-dependent perturbation of frequency \(\omega\) can be written as

\[
\hat{V}(t) = \hat{V}(e^{-i\omega t} + e^{+i\omega t}).
\]

This allows for the construction of a quasi-energy eigenvalue equation, which can again be expanded in powers, and which reduces to the static limit as \(\omega \to 0\). We will leave the construction of dynamic response functions for future work, while we will focus in this work on the static case.

In order to compute the response quantities allowing for generalization of Eqs. 20 and 21, we can differentiate Eq. 18, which (for real wavefunctions) gives

\[
\frac{dE}{d\lambda} = 2 \left< \frac{\partial \Psi}{\partial \lambda} \right| \left( \hat{H}_0 + \lambda \hat{V} \right) \Psi \rangle + \langle \Psi | \hat{V} \Psi \rangle
\]

and taking the perturbation strength to zero gives

\[
\left. \frac{dE}{d\lambda} \right|_{\lambda = 0} = 2 \left< \frac{\partial \Psi}{\partial \lambda} \right| \hat{H}_0 \Psi \rangle + \langle \Psi | \hat{V} \Psi \rangle_0,
\]

where \(\Psi_0\) is the solution to the unperturbed problem. We can write derivatives of the wavefunction with respect to the perturbation strength as

\[
\frac{\partial \Psi}{\partial \lambda} = \sum_i C_i \frac{\partial \Psi}{\partial C_i} \frac{\partial C_i}{\partial \lambda}
\]

and

\[
\frac{\partial^2 \Psi}{\partial \lambda^2} = \sum_{ij} \frac{\partial^2 \Psi}{\partial C_j \partial C_i} \frac{\partial C_j}{\partial \lambda} \frac{\partial C_i}{\partial \lambda} + \sum_i \frac{\partial^2 C_i}{\partial \lambda^2} \frac{\partial \Psi}{\partial C_i},
\]

where \(C_i\) denotes the wavefunction parameters associated with \(\Psi\), which in the case of the FCIQMC parameterization are given in Eq. 5. Collecting these parameters in a vector \(\mathbf{C}\) for compactness, we can then write Eq. 24 as

\[
\left. \frac{dE}{d\lambda} \right|_{\lambda = 0} = 2 \left< \frac{\partial \Psi}{\partial \mathbf{C}} \right| \left( \frac{\partial \mathbf{C}}{\partial \lambda} \hat{H}_0 \Psi \right) + \langle \Psi | \hat{V} \Psi \rangle_0.
\]

Since the FCIQMC approach aims to minimize the unperturbed energy with respect to all coefficients, at least in an averaged sense, we can use the stationarity of the unperturbed wavefunction to assert that

\[
\left. \frac{\partial E}{\partial \mathbf{C}} \right|_{\lambda = 0} = 2 \left< \frac{\partial \Psi}{\partial \mathbf{C}} \right| \left( \hat{H}_0 + \lambda \hat{V} \right) \Psi \rangle \bigg|_{\lambda = 0} = 0.
\]

Using Eqs. 29 and 27 gives the familiar expression for the first-order response of the energy to a perturbation as

\[
\left. \frac{dE}{d\lambda} \right|_{\lambda = 0} = \langle \Psi | \hat{V} \Psi \rangle_0,
\]

which for the example of the applied electric field, gives the permanent dipole moment in Eq. 20.

For the second-derivative properties, we can differentiate Eq. 23 once more, to give

\[
\frac{d^2 E}{d\lambda^2} = 2 \left< \frac{\partial^2 \Psi}{\partial \lambda^2} \right| \left( \hat{H}_0 + \lambda \hat{V} \right) \Psi \rangle + \langle \Psi | \hat{V} \Psi \rangle_0
\]

\[
+ 2 \left< \frac{\partial \Psi}{\partial \lambda} \right| \left( \hat{H}_0 + \lambda \hat{V} \right) \frac{\partial \Psi}{\partial \lambda} \bigg|_{\lambda = 0}
\]

\[
+ 2 \left< \frac{\partial \Psi}{\partial \lambda} \right| \hat{V} \Psi \rangle_0.
\]

Using Eq. 26, the above equation can be written in terms of variation in the wavefunction parameters, giving

\[
\left. \frac{d^2 E}{d\lambda^2} \right|_{\lambda = 0} = 2 \frac{\partial \mathbf{C}}{\partial \lambda} \left< \frac{\partial \mathbf{C}}{\partial \lambda} \right| \left( \hat{H}_0 + \lambda \hat{V} \right) \Psi \rangle_0 + 2 \left< \frac{\partial \Psi}{\partial \lambda} \right| \hat{H}_0 \frac{\partial \Psi}{\partial \lambda} \bigg|_{\lambda = 0}
\]

\[
+ 2 \left< \frac{\partial \Psi}{\partial \lambda} \right| \hat{V} \Psi \rangle_0 + 4 \left< \frac{\partial \Psi}{\partial \lambda} \right| \hat{V} \Psi \rangle_0.
\]

This can now be simplified as in the first-order response case, by returning to the stationarity conditions of Eqs. 28 and 29. Differentiating Eq. 28 with respect to \(\lambda\) gives an expression which must also equal zero due to stationarity,

\[
\left. \frac{\partial}{\partial \lambda} \left( \frac{\partial E}{\partial \mathbf{C}} \right| \left( \hat{H}_0 + \lambda \hat{V} \right) \Psi \rangle \bigg|_{\lambda = 0} = \left( \frac{\partial \mathbf{C}}{\partial \lambda} \right) \left( \frac{\partial \mathbf{C}}{\partial \lambda} \right| \left( \hat{H}_0 + \lambda \hat{V} \right) \Psi \rangle_0
\]

\[
+ \left< \frac{\partial \Psi}{\partial \lambda} \right| \hat{V} \Psi \rangle_0 + \left( \frac{\partial \Psi}{\partial \lambda} \right) \left( \frac{\partial \mathbf{C}}{\partial \lambda} \right| \hat{H}_0 \frac{\partial \Psi}{\partial \lambda} \bigg|_{\lambda = 0} = 0.
\]

Combining Eqs. 29 and 34 into Eq. 33, results in the expression for second-order properties as

\[
\left. \frac{d^2 E}{d\lambda^2} \right|_{\lambda = 0} = 2 \left< \frac{\partial \Psi}{\partial \lambda} \right| \hat{V} \Psi \rangle_0.
\]
For the example of the polarizability given in Eq. 21, this then results in
\[
\alpha_{ij} = -2 \left\langle \frac{\partial \Psi}{\partial \xi} \hat{m}_j | \Psi_0 \rangle. \right. \tag{36}
\]

To solve these equations requires the explicit computation of the response vector, \( \frac{\partial \Psi}{\partial \xi} \). To achieve this, we can return to Eq. 34, written as
\[
\left( \frac{\partial \Psi}{\partial \xi} | H_0 | \Psi_0 \rangle + \left( \frac{\partial \Psi}{\partial \xi} | H_0 | \frac{\partial \Psi}{\partial \xi} \right) \right) \left( \frac{\partial \Psi}{\partial \xi} \right)
= - \left( \frac{\partial \Psi}{\partial \xi} | \hat{V} | \Psi_0 \rangle. \right. \tag{37}
\]

Eq. 37 represents a set of linear equations to solve for the response vector, and its stochastic numerical solution for a sparse representation of the response vector is the central objective of this work. However, it should be stressed that this is a more general problem, also applicable to higher-order response. For higher order response, it is often necessary to solve for the higher-order response vector. Following a similar derivation as the one outlined for the second-order response, an analogous linear system can be formulated for the response vector \( \frac{\partial \Psi}{\partial \xi} \), where the right-hand side of the linear system now depends on \(- \left( \frac{\partial \Psi}{\partial \xi} | \hat{V} | \frac{\partial \Psi}{\partial \xi} \right) \), which can be obtained from the solution to the first-order response vector equation. This sets up a hierarchy of linear response equations, which can all be solved simultaneously within the framework described below. Wigner’s \((2n + 1)\) rule stipulates that in order to calculate the energy response up to order \(2n + 1\), the response vector up to order \(n\) is required. In this work, we will not numerically demonstrate beyond the first-order response vector (required for up to third-order energy derivatives), but leave this investigation for future work.

\section{Sampling Response Properties in FCIQMC}

We now turn to the numerical stochastic solution to the response equations within the framework of FCIQMC. We consider the response of the FCIQMC state in the large walker limit, meaning that any residual initiator error in the description of the zeroth order state is neglected. This means that the response may differ from the finite field value for small walker numbers, but become increasingly accurate to exactness as the number of walkers increases. Due to the difficulty in formulating the initiator approximation as a strict constraint on the wave function ansatz, it is easier, and correct in the large walker limit, to simply formulate the response in the absence of initiator error, allowing us to follow on directly from Eq. 37. As this requires the solution to a linear equation, rather than an extremal eigenvalue/vector pair of a matrix as required for the ground-state algorithm, changes are required of the stochastic rules governing the walker propagation. However, similar modifications to stochastic algorithms have been performed before, in the context of Multi-State Quantum Monte Carlo, and a perturbative coupling within FCIQMC. In order to define the response vector within FCIQMC, we start by writing the corresponding wavefunction in presence of the perturbation as
\[
| \Psi \rangle = | \Psi^{(0)} \rangle + \lambda | \Psi^{(1)} \rangle + \frac{1}{2} \lambda^2 | \Psi^{(2)} \rangle + \cdots
= \sum_i C_i | D_i \rangle, \tag{38}
\]

where the linear amplitudes can also be expanded in perturbative orders as
\[
C_i = C_i^{(0)} + \lambda C_i^{(1)} + \frac{1}{2} \lambda^2 C_i^{(2)} + \cdots. \tag{39}
\]

With this definition, the first-order response of the wavefunction can now be written as
\[
| \Psi^{(1)} \rangle = \left. \frac{\partial | \Psi \rangle}{\partial \lambda} \right|_{\lambda=0} = \sum_i \frac{\partial C_i}{\partial \lambda} \frac{\partial | \Psi^{(0)} \rangle}{\partial \lambda} = \sum_i C_i | D_i \rangle \tag{40}
\]

Substituting this linear parameterization for the wavefunction forms of both the zeroth-order and the response state into Eq. 37 results in
\[
(\hat{H}_0 - E_0) | \Psi^{(1)} \rangle = -\hat{Q} \hat{V} | \Psi^{(0)} \rangle, \tag{41}
\]

where the first term of Eq. 37 is zero due to the linearity of the wavefunction. Two additional terms have been introduced to enforce the desired intermediate normalization of the response functions. \( \hat{Q} \) is a projection operator, defined as \( \hat{Q} = 1 - | \Psi^{(0)} \rangle \langle \Psi^{(0)} | \), ensuring that the response vector is orthogonal to the zeroth-order wavefunction by projecting it out from the response. Furthermore, the \( E_0 \) contribution of Eq. 41 is also included to ensure that the expression in Eq. 18 is appropriately normalized. In order to derive an iterative scheme to solve these equations, we define a modified Lagrangian, which will result in the solution to Eq. 41 as its minimum, analogous to the approach taken for Eq. 7. This can be achieved with the form
\[
\mathcal{L}[| \Psi^{(1)} \rangle, | \Psi^{(0)} \rangle] = \frac{1}{2} \langle \Psi^{(1)} | \hat{H}_0 - S | \Psi^{(1)} \rangle - \langle \Psi^{(1)} | \hat{V} | \Psi^{(0)} \rangle, \tag{42}
\]

where \( S \) is the same energy shift used to define the zeroth-order energy. It is simple to show that the (unique) global minimum of this equation will give the \( | \Psi^{(1)} \rangle \) defined in Eq. 41. In order to define an iterative scheme, we again apply a steepest-descent approach to minimize Eq. 42 with respect to the amplitudes of Eq. 40, as
\[
\Delta | \Psi^{(1)} \rangle = -\Delta \tau \nabla \mathcal{L}[| \Psi^{(1)} \rangle, | \Psi^{(0)} \rangle]
= -\Delta \tau (\hat{H} - S) | \Psi^{(1)} \rangle - \alpha \hat{V} | \Psi^{(0)} \rangle, \tag{43}
\]

where \( \alpha \) is a scalar term introduced to allow for control over the normalization of the sampled response vector, which will be discussed later. Note that this equation
is valid for any choice of $\hat{V}$. The final forward-iteration scheme in component form can then be written as

$$\Delta C^{(1)}_i = -\Delta \tau \sum_j \left(H_{ij} - S\delta_{ij}\right)C^{(1)}_j - \Delta \tau V_{ij} C^{(0)}_j.$$  

(45)

In order to construct the stochastic algorithm, it is necessary to discretize both the $C^{(0)}$ and $C^{(1)}$ amplitudes into a sparse walker representation. It should be noted that the dynamics have only a linear dependence on each walker distribution, so that the modification of the wavefunction amplitudes into random variables will not introduce bias in their solution. In defining these discrete, signed walkers, we can simulate the convergence of the dynamics of the zeroth-order state according to Eq. 8 and the response state according to Eq. 45 at the same time. While the dynamics of the zeroth-order state walker distribution are entirely independent from the response state dynamics, an interaction between the two walker ensembles takes place via the second term of Eq. 45, which modifies the dynamics of the response state walkers. The rules for the response state walker dynamics are therefore as follows:

1. "Hamiltonian" spawning step: For each response-state walker on each occupied determinant, $|D_i\rangle$, a spawning step is made equivalently to the dynamics of the zeroth-order state, to a randomly chosen determinant $|\tilde{D}_j\rangle$, updating the response-state walker distribution.

2. "Perturbation" spawning step: For each walker in the zeroth-order walker ensemble residing on an occupied determinant, $|D_i\rangle$, a random determinant is chosen, $|\tilde{D}_k\rangle$, which is connected via the rank and symmetry of the perturbation operator $\hat{V}$, with a normalized generation probability $p^V_{gen}(k|i)$. A walker is semi-stochastically generated in the response-state walker ensemble with a signed probability of $-\Delta \tau V_{ik}/p^V_{gen}(k|i)$.

3. "Hamiltonian" death step: Equivalently to the zeroth-order dynamics, each occupied response determinant, residing on $|D_i\rangle$, semi-stochastically alters its cumulative signed weight according to a probability $p_d = \Delta \tau (H_{ii} - S)C^{(1)}_i$.

4. "Perturbation" death step: On each occupied zeroth-order state determinant, response-state walkers are semi-stochastically created on $|\tilde{D}_i\rangle$ with a signed probability of $-\Delta \tau V_{ik}C^{(0)}_k$.

5. Annihilation step: Separately, the walkers on each state are collected and cancelled, depending on their respective signs.

The algorithm for the above steps is more efficient if the occupied determinants of both states are stored together, with more details of optimal datastructures found in Ref. 45. In practice, this is achieved with the hashing algorithm, and then running through the occupied determinants of both states is simple, and allows for efficient annihilation and merging of the walker lists. Furthermore, it should be noted that following the semi-stochastic algorithm detailed in Ref. 40, we allow for the exact propagation of these rules within a chosen 'deterministic' subspace of the determinant space to reduce stochastic errors. In this work, this space is chosen to simply be the single and double excitation space of the Hartree–Fock determinant.

It should be noted that the above algorithm and equations are missing one step, which is that the projection operator, $\hat{Q}$ is missing from Eq. 45, and the algorithm above. This is exactly remedied, via a semi-stochastic application of the Gram-Schmidt algorithm, which has previously been successfully employed to ensure orthogonality between states for excited eigenstate calculations within FCIQMC$^{30}$.

30 Even though the zeroth-order state is only known stochastically at any one iteration, this projection operator can still be constructed and applied in a practically unbiased fashion. This necessitates a final step each iteration:

6. Orthogonalization step: By running over the occupied states for both walker distributions, a Gram-Schmidt step can be used to semi-stochastically orthogonalize the response state walker distribution with respect to the zeroth-order state walker distribution. This leaves the zeroth-order state walkers unchanged.

The response due to perturbation operators which are not totally symmetric are also often desired, and these perturbations may even break spin or particle number symmetry. In these cases, the perturbation will connect the zeroth-order state symmetry sector to another sector, and therefore the response walkers will live in an entirely different symmetry sector to the zeroth-order state walkers. In this case, both the orthogonalization step and the perturbation death step are unnecessary, as the states will always be orthogonal by symmetry, and the death step will also be zero, as there will be no diagonal part to the perturbation operator.

The perturbation spawning steps require an excitation generation algorithm which corresponds to the random excitation between determinants, constrained by the rank and symmetry of the perturbation applied. If the perturbation is totally symmetric and no more than two particle, it is possible to simply reuse the excitation generators used for the Hamiltonian sampling$^{45}$. However, for many perturbations, it is possible to have a significantly more efficient algorithm. For the one-body perturbation operators used in this work, we can devise an 'exact' random perturbation excitation generation algorithm. In this, excitations are randomly generated with a probability exactly given by the modulus of the perturbation matrix element between the two excitations. This is simply obtained by precomputing a normalized cumu-
lative distribution function for each orbital, as given by the modulus of the perturbation operator. This is then used for the picking of the electrons and holes in a given determinant to excite from/to respectively. This maximizes the efficiency of the sampling of the perturbation spawning step, with no additional cost during the run and minimal overhead in initialization.

The response simulation is initialized without any walkers, and the zeroth-order state walker distribution initialized as normal (generally with a single walker placed at the reference determinant). This allows the response state occupation to arise due to the ‘perturbation’ spawning/death steps. Unlike the zeroth-order state dynamics where the normalization of the walkers is controlled by the shifting of the Hamiltonian operator, no analogous shifting can be used for the normalization of the response walkers, since its normalization is fixed by the choice of zeroth-order normalization. This is important to manage computational resources, and control the effort expended in sampling the response state wavefunction distribution. We achieve this by scaling the magnitude of the perturbation operator with the parameter introduced in Eq. 44. This will scale the normalization of the response state, but also the response expectation values, and therefore needs to be taken into account in the evaluation of all response properties. We allow for the number of response walkers \( N_w^{(1)} \) to be some multiple of the number of zeroth-order state walkers, such that

\[
\frac{N_w^{(1)}}{N_w^{(0)}} = f^{(1)}. \tag{46}
\]

This is achieved by every update cycle (25 or so iterations), updating \( \alpha \) as

\[
\alpha = \frac{N_w^{(0)} f^{(1)}}{N_w^{(1)}}, \tag{47}
\]

and then fixing it when walker numbers have stabilized and statistics are being accumulated. It would be possible (and probably reasonable) to choose a different number of walkers to sample the zeroth-order state and response state distribution, however in this initial work, we choose \( f^{(1)} = 1 \), ensuring that we have the same numbers of walkers sampling the two state distributions.

Unbiased higher-order response vectors can also be simulated in the algorithm detailed above, as well as the response of a stochastically sampled excited state, where the zeroth-order state is not the ground state walker distribution. The ability to sample excited states is detailed in Ref. 30, where multiple walker distributions are set up and orthogonalized against each other to allow for a pure-state sampling of low-lying eigenstates. An additional walker distribution can be used to sample the response of any of these desired states, by ensuring that the zeroth-order state in the above equations denote instead the excited state walker distribution to which the perturbation is applied to. Furthermore, a stochastic hierarchy of higher-order response states can be set up by introducing additional walker distributions. To sample the \( n^{\text{th}} \)-order response vector will involve the perturbation in Eq. 45 no longer acting on the zeroth-order state, but instead on the \((n-1)^{\text{th}}\)-order response walkers. It should be noted in this case that the \( S \) value and orthogonalization should still be applied with respect to the zeroth-order state. Investigations of these higher-order response quantities will be reserved for future work.

Finally, it is important to be able to compute symmetric and asymmetric expectation values between the response and pure state walker distributions, as required to evaluate e.g. Eq. 36. These are computed via the accumulation and long-time average of the reduced density matrices and/or transition reduced density matrices (tRDMs) between the different states, as detailed analogously for eigenstate walker distributions in Ref. 34 and briefly reviewed in section II B. In this, the sampling of the RDMs occurs ‘through’ an operator. By this, we mean that the choice of determinants to include in the sampling of Eqs. 13 and 14 are given by the ‘spawning’ steps of the walker dynamic algorithm, in order to efficiently compute these quantities.

In the response sampling, we now have additional spawning steps, which can be used to increase the number of samples of each desired RDM, by including sampling of states connected via the \( \hat{V} \) in the ‘perturbation’ spawning. This is essential for perturbations which are not totally symmetric, where the transition RDM required connects states of different symmetry, and therefore the Hamiltonian spawning will never result in contributions between the two states. For the results in this paper, for totally symmetric perturbations, we sample the required tRDMs only through the Hamiltonian sampling, while for non-symmetric perturbations, these are sampled entirely through the perturbation sampling. In the future, efficiency gains are likely for symmetric perturbations by sampling the tRDMs through all possible stochastic spawning steps with the same symmetry as the perturbation.

As with the ground-state (t)RDMs, there is the potential for a bias to result in the averaging of the RDMs due to their quadratic dependence on the random variables and neglect of the (co)variances which result if only one walker distribution is used for each state. These are likely to be far reduced for transition RDMs as required for second-order response quantities, since there is no squared single determinant weights required in their computation. However, there are still formally correlations between the walker distributions due to their interaction via the perturbation. It can be ensured that this potential bias is formally eliminated by using two walker replicas for both the ground-state sampling and response states. In section IV we will investigate the necessity for two replicas for each state to avoid this potential bias.

Transition RDMs are then evaluated as described in Eqs. 15 and 16. For the example of polarizabilities given
in Eq. 36, response properties can therefore be calculated as
\[
\alpha_{xy} = -\frac{1}{2} \sum_{pq} \left[ \hat{x}_{pq} \gamma_{pq}^{y} + \hat{y}_{pq} \gamma_{pq}^{x} \right],
\]
(48)
with the \( \gamma_{pq}^{y} \) obtained as
\[
\gamma_{pq}^{y} = \sum_{pq} \frac{1}{(N-1)} \sum_{a} \left[ \frac{1}{\alpha_{1}} \Gamma_{pa,qa}^{(0)(1)} [1] + \frac{1}{\alpha_{2}} \Gamma_{pa,qa}^{(0)(1)[2]} \right].
\]
(49)
Here we have explicitly summed the resulting tRDMs between both the replica pairs (if used) connecting the zeroth-order and response states as defined in Eqs. 13 and 14. \( \alpha_{1} \) and \( \alpha_{2} \) correspond to the \( \alpha \) values for each respective response replicas, and the response perturbation in the computation of the tRDMs in Eq. 49 is taken to be the \( \hat{y} \) operator.

IV. RESULTS AND DISCUSSION

The stochastic response algorithm described was implemented within the NECI codebase\(^{46}\), where integrals for the electronic Hamiltonian and perturbation were obtained in a Hartree–Fock basis from the PySCF program\(^{47}\). In this work, we compute the static polarizability tensor of the ground state as an example response property, following the expressions in Eqs. 36 and 48. We test the performance of the method on all the \( \hat{x}, \hat{y} \) and \( \hat{z} \) components of the perturbation for a range of heteronuclear diatomic test systems. This will ensure that both symmetric (\( \hat{z} \)) and non-symmetric (\( \hat{x} \) and \( \hat{y} \)) perturbations are considered within the \( C_{2v} \) molecular point group employed, as these require differing sampling procedures for the tRDMs as detailed above. Beyond ensuring the correctness of the algorithm, we aim to focus this initial investigation on three areas:

1. Convergence with sampling time
   An important convergence criteria is the number of iterations required to sample the response properties to reach acceptable random error bars. While the uncertainty in Monte Carlo should follow a \( \sim \frac{1}{\sqrt{N_{\text{iter}}}} \) decay of the random errors, this cost is also heavily influenced by the autocorrelation lengths of the simulation, and therefore this convergence will be considered in section IV A.

2. Convergence with walker number
   The number of walkers required to converge desired values is a good proxy for the computational effort of the calculation, with the computational effort scaling linearly with the number of walkers\(^{45}\). In section IV B we investigate how the different components of the polarizability converge with this number in order to saturate the initiator error in the results and systematically converge to ‘exact’ FCI accuracy.

3. Comparison of sampling schemes
   In section IV C, we investigate potential biases arising from different sampling algorithms of the response values. Comparison will be made between two schemes. In the first, the tRDMs are accumulated over the course of the full simulation, and contracted at the end to calculate the response properties. In order to calculate error bars associated with this property, multiple independent simulations are run with different seeds to compute random error bars from entirely independent runs, in a fully uncorrelated way.

In the second scheme, we contract short-time sampled tRDMs to provide running on-the-fly estimates of the response property directly during the course of a single calculation. While these estimates are serially correlated with each other, a blocking procedure\(^{48}\) can be run to estimate the true error bar from these correlated estimates. This scheme is advantageous since only a single simulation is required and the convergence of the final property can be monitored during the calculation. We will check that these two schemes are equivalent and do not lead to a bias in the averaged result. Furthermore, we will investigate whether two replicas are required in the algorithm, and determine whether correlations between the zeroth-order state and response walker distributions are small enough to avoid this additional replica cost to eliminate all potential non-linear biases when computing response quantities.

4. Application to CN and NO and comparison to high-level coupled-cluster
   Finally, in section IV D we apply the approach to compute the polarizability tensor for the CN and NO radical systems in a d-aug-cc-pVDZ basis set, far beyond those which can be treated by exact FCI approaches. We also compare to high-level coupled-cluster results for the polarizability of these systems, and resolve a source of disagreement between UHF and ROHF-based high-level coupled-cluster linear response approaches for these systems.

A. Convergence with sampling time

In this section we analyze the convergence of the response properties with respect to the number of iterations spent accumulating the transition RDMs between the response and zeroth-order states. We consider all-electron heteronuclear diatomics LiH and BH as simple test systems, determining all components of the polarizability (spanning totally symmetric and non-symmetric irreps within \( C_{2v} \) point group) in aug-cc-pV\( XZ \) (\( X=D,T,Q \)) basis sets. All FCIQMC calculations are run with \( 10^6 \) walkers, up to a maximum
number of RDM sampling iterations of $10^5$, resulting in small random error bars in this long-time limit. These random errors were found via a blocking analysis of polarizabilities sampled every 10000 iterations from the intermediate tRDMs throughout the simulation, and two replica distributions are used for each state. Fig. 1 shows the convergence of these values as the number of sampling iterations ($N_{\text{iter}}$) is increased at fixed walker number, along with a ‘best’ value from the longest sampling time as a guide for the eye.

Random errors of the polarizability decay with the anticipated $\frac{1}{\sqrt{N_{\text{iter}}}}$ dependence. However, the size of the random errors increase with basis/system size, reflecting the higher sample variance from this distribution, due to the increased autocorrelation times and smaller timestep required for the same sampling quality. There is also not a large difference between the size of the random errors arising from different components of the perturbation, despite the fact that the $\alpha_{xx}$ estimate sampling was performed via the Hamiltonian spawning steps, while the $\alpha_{yy}$ and $\alpha_{zz}$ components were sampled via the perturbation spawning steps. This is perhaps not too surprising given that these will both have the same number of spawning attempts (and therefore attempted tRDM samples) as there are the same number of walkers in each distribution. The $\alpha_{xx}$ and $\alpha_{yy}$ values should be identical by symmetry arguments, and while their trajectories are distinct, it is also reassuring that we find their values to be in agreement within their random error bars.

B. Convergence with walker number

In this section, we consider the more important convergence with respect to walker number. While increasing walker number will decrease the random errors in the sampling of expectation values, it is also important to converge the systematic initiator errors which manifest at lower walker numbers. The rate of convergence of this error is key for the success of the approach, as only in the large walker limit does it reach the exact response of the system within the given basis set. The convergence with respect to walker number is therefore a measure of the ‘initiator’ systematic error in the sampling of the zeroth-order and response states, assuming that we are converged with respect to sampling time.

It has been found previously that this initiator er-

FIG. 1. Convergence of diagonal components of the polarizability for LiH and BH in aug-cc-pVXZ (X=D,T,Q) basis sets as the number of sampling iterations is increased at fixed walker number ($10^6$ walkers). The polarizabilities are presented as a deviation to the corresponding values after $10^5$ sampling iterations.
ror when applied to energy and property estimators are larger for excited states compared to analogous ground-state expectation values. This is because excited states (at least when represented in the canonical Hartree–Fock basis) have a far smaller degree of sparsity in their wavefunction, which makes their discretization in terms of a walker distribution more difficult. Each snapshot in time for a given number of walkers for an excited state will likely give a far worse overall description of the state compared to the analogous ground-state description, and this has ramifications for the severity of the initiator approximation. It is our anticipation that the response states will perform similarly to the convergence of excited states, due to their character as a linear combination of excited state components, but that this can still lead to significant savings compared to many deterministic techniques.

In Fig. 2, we again consider the LiH and BH systems in the aug-cc-pVXZ basis sets as in the previous section. Despite being relatively small systems, the Hilbert space size in these large basis sets is over $10^9$ determinants, and therefore for the larger systems we cannot compare to exact FCI response results. Therefore, for a meaningful comparison, we compare to high-level coupled cluster linear response values of the polarizability, with up to full quadruple iterative excitations (CCSDTQ) for the aug-cc-pVDZ basis sets, and CCSDT in the larger basis sets due to computational cost. All coupled cluster calculations for these systems are computed using the General Contraction Code (GeCCo), which consists of a general framework for calculating arbitrary order response properties of coupled cluster methods. Within these coupled cluster results, only the LiH/aug-cc-pVDZ system will be strictly exact and equal to FCI. Furthermore, since the $\alpha_{xx}$ and $\alpha_{yy}$ values are identical in these systems by symmetry, we simply average these values and report the parallel ($\alpha_{||}$) and perpendicular ($\alpha_{\perp} = \alpha_{zz}$) diagonal polarizabilities with respect to the main axis of the molecule. The aug-cc-pVDZ and aug-cc-pVTZ estimators are accumulated for $10^5$ iterations, while for the aug-cc-pVQZ basis they are accumulated for $5 \times 10^4$ iterations. These are sufficient sampling iterations to converge the random errors to allow for statistically significant deviations from the high-level coupled cluster values to be found.

It should be first noted that for the LiH/aug-cc-pVDZ system where the CCSDTQ benchmark is exact, all components of the polarizability converge exactly to the CCSDTQ values (to within $\sim 0.0002\%$ of the exact
TABLE I. Final converged estimates for energy, dipole moment and different components of electrical polarizability tensor, calculated for LiH and BH molecules using aug-cc-pVXZ (X=D,T,Q) basis set. The calculations using the aug-cc-pVDZ, aug-cc-pVTZ and aug-cc-pVQZ basis sets are done with $10^6$, $3 \times 10^6$ and $5 \times 10^6$ number of walkers, respectively. All estimates are obtained after sampling RDMs for $10^5$ iterations for the aug-cc-pVDZ and aug-cc-pVTZ basis, and for $5 \times 10^4$ iterations for the aug-cc-pVQZ basis. Three different schemes are used here to get the energy and property estimators in FCIQMC, details of which are given in the text. The best CC results for aug-cc-pVDZ are given by CCSDTQ, while for the other systems they are obtained from CCSDT linear response values.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Averaged over multiple runs</th>
<th>Averaged within a single run</th>
<th>Without replica/Single run</th>
<th>Best CC results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LiH/aug-cc-pVDZ</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy</td>
<td>-8.02122538(3)</td>
<td>-8.02122539(3)</td>
<td>-8.02122809(4)</td>
<td>-8.02122537</td>
</tr>
<tr>
<td>$\mu_z$</td>
<td>2.328395(2)</td>
<td>2.328394(1)</td>
<td>2.328397(2)</td>
<td>2.328396</td>
</tr>
<tr>
<td>$\alpha_{xx}$</td>
<td>30.26148(3)</td>
<td>30.2615(1)</td>
<td>30.26121(9)</td>
<td>30.261381</td>
</tr>
<tr>
<td>$\alpha_{yy}$</td>
<td>30.26139(7)</td>
<td>30.2611(1)</td>
<td>30.26146(9)</td>
<td>30.261381</td>
</tr>
<tr>
<td>$\alpha_{zz}$</td>
<td>26.10366(5)</td>
<td>26.1036(1)</td>
<td>26.10354(8)</td>
<td>26.103569</td>
</tr>
<tr>
<td><strong>LiH/aug-cc-pVTZ</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy</td>
<td>-8.03886622(4)</td>
<td>-8.0388662(1)</td>
<td>-8.0388884(1)</td>
<td>-8.03886596</td>
</tr>
<tr>
<td>$\mu_z$</td>
<td>2.309894 (6)</td>
<td>2.309898(3)</td>
<td>2.309876(4)</td>
<td>2.309899</td>
</tr>
<tr>
<td>$\alpha_{xx}$</td>
<td>30.0059(1)</td>
<td>30.0057(5)</td>
<td>30.0047(5)</td>
<td>30.008131</td>
</tr>
<tr>
<td>$\alpha_{yy}$</td>
<td>30.0061(2)</td>
<td>30.0064(3)</td>
<td>30.0064(6)</td>
<td>30.008131</td>
</tr>
<tr>
<td>$\alpha_{zz}$</td>
<td>26.1871(2)</td>
<td>26.1871(3)</td>
<td>26.1872(3)</td>
<td>26.188907</td>
</tr>
<tr>
<td><strong>LiH/aug-cc-pVQZ</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy</td>
<td>-8.04499782(9)</td>
<td>-8.0449976(2)</td>
<td>-8.0450286(2)</td>
<td>-8.04499753</td>
</tr>
<tr>
<td>$\mu_z$</td>
<td>2.305100 (7)</td>
<td>2.30510(1)</td>
<td>2.30495(2)</td>
<td>2.305101</td>
</tr>
<tr>
<td>$\alpha_{xx}$</td>
<td>29.8113</td>
<td>29.811(1)</td>
<td>29.811(2)</td>
<td>29.811040</td>
</tr>
<tr>
<td>$\alpha_{yy}$</td>
<td>29.8111</td>
<td>29.811(1)</td>
<td>29.827(2)</td>
<td>29.811040</td>
</tr>
<tr>
<td>$\alpha_{zz}$</td>
<td>25.963</td>
<td>25.962(2)</td>
<td>25.964(6)</td>
<td>25.963916</td>
</tr>
<tr>
<td><strong>BH/aug-cc-pVDZ</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy</td>
<td>-25.21970697(7)</td>
<td>-25.2197065(6)</td>
<td>-25.219699(1)</td>
<td>-25.21970721</td>
</tr>
<tr>
<td>$\mu_z$</td>
<td>0.50478 (8)</td>
<td>0.50479(2)</td>
<td>0.50469(4)</td>
<td>0.504772</td>
</tr>
<tr>
<td>$\alpha_{xx}$</td>
<td>20.2902</td>
<td>20.2900(8)</td>
<td>20.2891(3)</td>
<td>20.289994</td>
</tr>
<tr>
<td>$\alpha_{yy}$</td>
<td>20.2905</td>
<td>20.2899(6)</td>
<td>20.2872(3)</td>
<td>20.289994</td>
</tr>
<tr>
<td>$\alpha_{zz}$</td>
<td>23.9767</td>
<td>23.9765(4)</td>
<td>23.9761(3)</td>
<td>23.976487</td>
</tr>
<tr>
<td><strong>BH/aug-cc-pVTZ</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy</td>
<td>-25.243206 (1)</td>
<td>-25.243205(2)</td>
<td>-25.242261(2)</td>
<td>-25.24310758</td>
</tr>
<tr>
<td>$\mu_z$</td>
<td>0.52294(2)</td>
<td>0.52298(2)</td>
<td>0.52278(5)</td>
<td>0.523788</td>
</tr>
<tr>
<td>$\alpha_{xx}$</td>
<td>20.7238</td>
<td>20.7225(5)</td>
<td>20.7203(9)</td>
<td>20.737067</td>
</tr>
<tr>
<td>$\alpha_{yy}$</td>
<td>20.7251</td>
<td>20.7244(4)</td>
<td>20.7222(9)</td>
<td>20.737067</td>
</tr>
<tr>
<td>$\alpha_{zz}$</td>
<td>23.7294</td>
<td>23.7303(4)</td>
<td>23.720(1)</td>
<td>23.712503</td>
</tr>
<tr>
<td><strong>BH/aug-cc-pVQZ</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy</td>
<td>-25.245606(3)</td>
<td>-25.245609(3)</td>
<td>-25.237506(9)</td>
<td>-25.25993075</td>
</tr>
<tr>
<td>$\mu_z$</td>
<td>0.52656(3)</td>
<td>0.52654(5)</td>
<td>0.5259(2)</td>
<td>0.527200</td>
</tr>
<tr>
<td>$\alpha_{xx}$</td>
<td>20.7593</td>
<td>20.758(2)</td>
<td>20.724(3)</td>
<td>20.766279</td>
</tr>
<tr>
<td>$\alpha_{yy}$</td>
<td>20.7593</td>
<td>20.758(2)</td>
<td>20.7234(7)</td>
<td>20.766279</td>
</tr>
<tr>
<td>$\alpha_{zz}$</td>
<td>23.650(1)</td>
<td>23.648(2)</td>
<td>23.625(4)</td>
<td>23.635628</td>
</tr>
</tbody>
</table>

value, and within extremely small random errors), giving confidence in the accuracy of the implementation. While the CCSDTQ value is not necessarily exact for the BH/aug-cc-pVDZ system, it also does not have a statistically significant deviation from the FCIQMC converged values. As the basis sets increase in size, the effect of the initiator approximation and its resultant error at low walker numbers becomes evident. The FCIQMC values requires $\sim 10^6$ walkers to converge the aug-cc-pVTZ basis for both systems to within $\sim 10^{-3}$ a.u. of the exact value, and $\sim 3 \times 10^6$ walkers to converge the aug-cc-pVQZ basis for both systems. It also appears that the $\alpha_{||} = \alpha_{zz}$ component converges to the exact value slightly slower than the perpendicular component. This is likely to be due to the fact that the the perpendicular components response wavefunction span a disjoint Hilbert space to the ground-state wavefunction, and therefore does not require the stochastic orthogonalization procedure.
The accuracy of the CCSDT linear response values can also be assessed. These are approximately the same between the aug-cc-pVTZ and aug-cc-pVQZ basis sets, but the errors of the parallel and perpendicular components are very different between the LiH and BH systems. The relative error in the BH system is ∼ 5 times larger than the LiH system. Furthermore, the parallel and perpendicular component errors are of opposite signs in the BH system, while of the same sign in the LiH system. The relative error of CCSDT compared to the converged FCIQMC value is 0.05% in each direction in the BH system, while only 0.01% for the LiH system.

C. Comparison of sampling schemes

As a final check, we consider the various schemes to obtain averaged response properties from an FCIQMC calculation. Computing averages from random variables requires care, as only averages of linear functions of random variables are free from bias (such as the projected energy estimator in FCIQMC). To check against non-linear effects biasing the response property estimator, we consider two approaches to average the quantity over the course of the simulation. In the first, we consider the accumulation of the tRDM over the course of the entire simulation, and then a contraction with the perturbation operator at the end in order to obtain the final response value according to Eq. 49. In order to obtain error bars on this quantity, separate calculations were performed with different random number seeds, and averages and standard errors were obtained between these entirely uncorrelated quantities.

In the second scheme, we consider short periods of accumulation of the tRDMs, before contraction to an intermediate value of the response property on-the-fly. This allows a large number of polarizability estimates to be averaged from a single run. However, the values obtained are serially correlated with each other, requiring a blocking analysis to be performed to obtain an unbiased estimate of the error bar on the averaged value48. Despite this, this approach is preferred, since only a single calculation is required, and it is not necessary to perform multiple equilibrations of separate calculations. Since the response property is a linear function of the response vector (see Eq. 36), this approach should not introduce additional bias into the value obtained.

A final alternative is to only consider a single replica distribution of walkers for each of the zeroth-order and response states. While the bilinear form of the polarizability in Eq. 36 is only explicitly linear in the zeroth-order and response states, these states are in fact correlated with each other through the perturbation spawning and orthogonalization steps seen in Eq. 45. To remove these correlations, the replica trick is used. However, this increases the computational cost of the calculation by a factor of two, and so we also quantify the bias introduced if only a single replica is used in order to compute the various expectation values. To test these three schemes, we once more consider the LiH and BH systems, and present in Table I the energy (variational energy from the ground-state density matrix), dipole moment and components of the polarizability tensor. For the systems in aug-cc-pVDZ, aug-cc-pVTZ and aug-cc-pVQZ basis sets, the numbers of walkers used are 1 × 10^6, 3 × 10^6 and 5 × 10^6, respectively.

From Table I, we can see that as expected, the averaged values of the polarizability are statistically indistinguishable between those averaged and blocked over the course of a single simulation, and those obtained via the averaging over independent calculations. This validates the simulation protocol used in the previous sections. However, there is a statistically significant bias which can arise in the larger systems when only a single walker replica is used, compared to two independent replicas of each state. This bias is particularly noticeable in the largest BH/aug-cc-pVQZ system, where the non-linear bias due to the use of only a single replica gives a relative error of ∼0.1-0.2%. Intriguingly, this polarizability is always underestimated with a single replica. This error is similar in magnitude to that of the non-linear bias in the dipole moment, an expectation value arising from the symmetric RDM, rather than the transition RDM. This indicates that the two replica simulations are required for high accuracy calculations of response properties within FCIQMC.

D. Polarizability of CN and NO

As a final study, we consider the extension to larger systems, and consider the polarizability of the doublet ground states of the CN and NO radicals, with 13 and 15 electrons respectively and a partially occupied bonding orbital in each. Electrical response quantities are extremely sensitive to both the correlation treatment and basis description of the diffuse, long-ranged part of the orbitals, as these are significantly occupied in the response wavefunction. As a result, we consider the polarizability components in the doubly-augmented d-aug-cc-pVDZ basis, containing 64 orbitals for this system. The values of polarizability are obtained after freezing 1s orbitals of all constituent atoms for both CN and NO. The Hilbert space for each state, therefore, spans ∼ 10^{12} functions for the CN, and ∼ 10^{14} functions for the NO systems – well beyond traditional FCI treatments.

Hammond et al. studied the polarizability of these systems using the linear response formalism for both CCSD and CCSDT methods within a restricted open-shell (ROHF) and unrestricted (UHF) formalism50. For CN, additional calculations were also performed at the CCSDTQ level of theory by Kállay et al., using an unrestricted basis51. These benchmark studies demonstrated the importance of triple and quadruple excitations in the calculations, but presented an unresolved discrepancy between the UHF and ROHF values at the CCSDT level.
which are in significant disagreement for the CN radical, but relatively similar for the NO system.

We use two replicas for each state, and an ROHF basis for our FCIQMC simulations, though this choice should not change results since FCIQMC at convergence is invariant to the choice of basis (as the complete space is always spanned) and all states should be free from spin-contamination. The components of the polarizability tensor are presented as $\alpha_{zz}$ and $\alpha_{\perp} = \frac{1}{2}(\alpha_{xx} + \alpha_{yy})$, with $z$ being the bond-axis, at a bond length of 1.1718 Å. Convergence of $\alpha_{||}$ and $\alpha_{\perp}$ for both CN and NO with an increasing number of walkers is shown in Fig. 3. We estimate that by 50 million walkers, we have converged all polarizability components for both systems to $\sim-0.01$-0.02 a.u., or between 0.05-0.1% error in the polarizability components. This allows for statistically significant determination of the errors in the coupled-cluster linear response values. While the absolute convergence of these response quantities is relatively slow compared to quantities which depend solely on the ground-state walker distribution (such as the energy and dipole moment), the rate of convergence is similar. The analogous walker convergence of these systems for the ground-state energy and dipole moment are shown explicitly in the Supplementary Information for comparison.

The CCSDT ROHF-reference linear response polarizability values are also shown for comparison in Fig. 3 and are generally in good agreement with the FCIQMC values, with the notable exception of the parallel component of the NO radical, which is in error by $\sim1.5\%$. These values are further analyzed, and compared to their UHF counterparts in Table II. This error in $\alpha_{||}$ for NO arises despite good agreement between the UHF and ROHF CCSDT values, and good agreement with FCIQMC for $\alpha_{\perp}$. While not conclusive, further evidence of the error comes from comparison to experimental results, which are in good agreement with FCIQMC, and the $\alpha_{\perp}$ CCSDT values, but again in significant error for $\alpha_{||}$ where it appears that beyond-triples contributions are required, regardless of reference state. However, full agreement between FCIQMC and experiment would only be expected in the complete basis set limit, and with appropriate consideration of vibrational corrections.

For the CN system, we find that the ROHF-CCSDT linear response values are in good agreement with FCIQMC, however the UHF-based values are also in significant error, which are not corrected even via the inclusion of quadruple excitations. Indeed, the ROHF-CCSDT values for $\alpha_{||}$ and $\alpha_{\perp}$ are found to be substantially more accurate compared to FCIQMC than both the UHF-CCSDT and UHF-CCSDTQ values. This indicates that the error introduced by the additional spin contamination is too severe for the UHF-based coupled cluster results for the polarizability of this system to be corrected even by the inclusion of quadruple excitations.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented a general formulation of arbitrary-order response theory for FCIQMC. We limited the scope of our numerical study to static, linear-response properties, and therefore the sampling of the frequency-independent first-order response vector. This response vector was sampled via a modified set of stochastic master equations which aimed to solve a coupled set of linear equations rather than the traditional zeroth-order state eigenvalue problem. It was necessary for the zeroth-order state walker distribution to evolve stochastically alongside the walkers representing the response function, and the two walker distributions were coupled via a spawning dynamic from the zeroth-order state walkers into the response. In an unbiased fashion, we found that it was possible to stochastically sample both these two states, and the resultant response properties via a contraction of the transition RDM, using the
FIG. 3. Convergence of the initiator errors for parallel (α∥) and perpendicular (α⊥) components of dipole polarizability for CN and NO in a d-aug-cc-pVDZ basis set as the number of walkers used for sampling the wave functions is increased. Results are obtained without correlating 1s electrons of C, N and O. Results are shifted relative to the value, stated here as the best value, corresponding to the highest walker populations involved in the respective studies. The CCSDT results are obtained from Ref. 50. The polarizability component α∥ is the same as the αzz, whereas results for the component α⊥ are obtained by averaging over the αxx and αyy.

replica approach that has been developed previously for first-order properties\textsuperscript{34}. The initiator criterion was trivially applied to the sampling of the response dynamics, which led to a convergence of the response property with respect to increasing walker number towards the exact response properties.

We demonstrated the approach by computing the static electric dipole polarizability for a set of diatomic molecules, taking care to consider convergence with sampling time, walker number and any potential non-linear bias which may result from the sampling. We moved to the larger NO and CN radical systems, where stronger correlation effects have shown a requirement of triple and quadruple excitations to compute the polarizability. Converging these values with walker number, we were able to shed light on the discrepancies between the UHF and ROHF values for these systems when comparing to the previous existing best estimates, obtained from high-level coupled cluster up to full quadruple excitations. From this, we found the UHF-based values to be significantly in error compared to their ROHF-based counterparts.

Although applied only to relatively small systems in this work, this response theory within the FCIQMC stochastic framework paves the way to use FCIQMC for calculating a variety of linear as well as higher-order response properties with very high accuracy, as well as an extension to dynamic quantities. It will also be important to investigate schemes to improve upon the rate of convergence of these response functions as the walker number is increased. This will consider the use of optimized basis sets to maximize sparsity in the response wavefunction\textsuperscript{54}, as well as relaxed density matrices to take into account frozen core electrons or an active-space construction\textsuperscript{55}, and investigations into additional approximations and modifications of the stochastic rules to accelerate convergence. These have recently been formulated for the ground state problem via perturbative corrections and size-consistency modifications to the algorithms\textsuperscript{56,57}. Finally, it will be considered whether a similar approach for non-linear parameterizations of wavefunction forms will also be amenable within this framework\textsuperscript{36}.
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