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Abstract

In multi-cell networks where resources are aggressively reused, eliminating
interference is the key factor to reduce the system energy consumption.
This thesis proposes interference management techniques based on beam-
forming with di�erent levels of cooperation amongst base stations (BSs).
First, a multi-cell beamforming (MBF) technique is introduced to design
beamformers as if geographically distributed BSs were a single BS. The
aim is to minimise the total transmit power across the network while main-
taining the required signal-to-interference-plus-noise ratio (SINR) for every
user. An iterative algorithm is proposed to solve the optimisation problem
of MBF. Since the MBF scheme requires the circulation of all users’ data
amongst coordinating BSs, a user position aware (UPA) algorithm is de-
veloped for MBF to reduce the backhaul overhead by allocating each user
to nearby BSs only. To completely avoid user data circulation, a semi def-
inite programming (SDP) algorithm, named as coordinated beamforming
(CBF), is introduced to jointly calculate beamformers for all coordinating
BSs in a manner that each BS transmits to its local users only. Taking
into account errors in channel estimations, robust beamforming designs are
developed for CBF. Next, fast wireless backhaul protocols, i.e., Star and
Ring, are proposed using network coding to enable links amongst coor-
dinating BSs. The maximum achievable throughput of each protocol is
analysed. The power consumption of the Ring protocol is characterised
and used to compare and evaluate the performance of the proposed beam-
forming schemes. The deployments of MBF, UPA-MBF and CBF schemes
require a central unit for a group of coordinating BSs as well as backhaul
links amongst them. In fact, a central unit may not always be available,
e.g., in femtocell and self-organising networks, while backhaul links may
be limited. Hence, distributed beamforming (DBF) is proposed to inde-
pendently design beamformers for the local users of each BS. In DBF, the
combination of each BS’s total transmit power and its resulting interference
power toward other BSs’ users is minimised while the required SINRs for



its local users are maintained. SDP and iterative algorithms are introduced
to solve the optimisation problem of DBF.
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Chapter 1

Introduction

1.1 Motivation

Increasing fuel prices and predicted long-term resource scarcity have brought the �eld
of green communications to the forefront in recent times. Rigorous e�orts are being
made to cut down power consumption, particularly in wireless communications, whilst
at the same time maintaining an acceptable quality of service. It is believed that
more than 75% of total energy consumption in cellular networks are dissipated on
radio parts, i.e. base stations (BSs) [1]. In particular, cooling systems alone comsume
40% to 60% of the BS’s energy consumption1. Recent analysis by network operators
and manufacturers has indicated that current wireless networks are not very energy
e�cient, particularly the BSs by which user terminals access service from the network
[2]. Reducing transmit power at BSs will lead to substantial energy savings for the
entire network.

Applications of mobile internet in di�erent areas such as education, health care,
smart grids and security have been growing very fast. As a result of increasing de-
pendency on these applications in our day to day activities, demand for a signi�cant
increase in user data rate per area and the spectral e�ciency are inevitable over the
next 10 years. On the other hand, delivering higher data rate per area requires more
transmission power which is constrained not only by the safety limits but also by the
importance of global warming issues and the need for greener communications. There-
fore, high speed transmission would mean diminishing coverage range, as otherwise,
an enormous increase of transmission power is required by both mobile terminals and
base stations to maintain the current cell size and achieve the ambitious targets of the
beyond IMT-advanced technologies.

1Source: Vodafone Group R&D, 2009.
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Chapter 1: Introduction

Cell splitting, i.e., dividing large cells into a number of smaller cells, is a promising
method that can signi�cantly increase both capacity and coverage of the future cellular
networks. Due to the scarcity of bandwidth resources, the divided cells would have
to operate with full spectrum reuse across all base stations. As a result, cochannel
interference becomes one of the major issues in cell splitting.

Cochannel interference has been identi�ed as one of the major impairments that
degrades the performance of wireless systems [3{5]. Cochannel interference is caused by
simultaneous transmission of data to proximal users assigned the same frequency-time
resources. The presence of interference forces BSs to increase their transmit power if
certain quality of service for their user terminals is to be maintained. Therefore, miti-
gating cochannel interference is a key factor leading to the reduction of BSs’ transmit
power. Interference management techniques used in practice may be classi�ed by the
interference strength as follows [6]:

� Consider as noise: when interference is weak, the interfering signal is treated
as noise and single user encoding/decoding is adequate.

� Decode: when the interference is strong, the interfering signal can be decoded
along with the desired signal. This approach is less common in practice due to
the complexity of multi-user detection.

� Orthogonalise: Interference is mitigated by orthogonalising the channel access
if the strength of interference is comparable to the desired signal. This concept,
also known as cake-cutting fashion, is used in time and frequency division medium
access methods.

Scarcity of resources and increasing demands in user data rates compel the next gen-
eration wireless networks to use the same channels, i.e., the same time and frequency
resources, in all cells for supporting users. Thus, interference in the future system are
expected to be stronger than that in the current cellular system. The �rst interference
management technique is not applicable for such systems while the second technique
may not be a�ordable due to its complexity drawback. The third technique is not suit-
able for such aggressive-resource-reused system neither. Hence �nding new interference
management techniques is an open problem to be researched.

In wireless communications, transmit beamforming can be used to improve the sys-
tem performance and to manage interference. Transmit beamforming is a technique
using at least two antennas to transmit a radio frequency signal. The phases of the
transmissions across these antennas are controlled such that useful signals are con-
structively added up at a given desired receiver while interfering signals are eliminated

17



Chapter 1: Introduction

at unintended user terminals. Given a �xed transmit power at each antenna element,
an ideal transmit beamforming with M antenna elements yields a M2-fold gain in
received power compared to a single-antenna transmission [7]. Therefore in a power-
limited regime, transmit beamforming with M antenna elements results in a M-fold
increase in rate, a M-fold increase in free space propagation range or a M-fold decrease
in the net transmitted power.

Given the channel state information of a set of active user terminals, the task of a
beamforming designer is to calculate beamforming vectors, known as beamformers, for
the user terminals under a certain system requirement. It must be noted that channel
state information is assumed to be available to the beamforming designer. Chan-
nel estimation techniques can be found in [8{14] and references therein. The system
requirement in transmit beamforming usually de�nes an optimisation problem. The
following complementary optimisation problems are commonly considered in literature.
The �rst of these subject to a power constraint aims to maximise the minimal signal-
to-interference-plus-noise ratio (SINR), e.g., [15{17]. The second problem minimises
the total average transmit power subject to SINR constraint as described in [3, 18{21].
It is impossible to minimise the power while maximising the SINRs or vice versa due
to average power metric and SINR metric conict [22].

Recently, the idea of multi-cell processing (MCP) in cellular networks has been
recognised as an e�ective technique to overcome inter-cell interference and substan-
tially improve the capacity [23{29]. In MCP, a coordinated virtual architecture is
mapped over a cellular infrastructure such that the individual mobile user is collabora-
tively served by its surrounding base stations rather than only by its designated base
station. In this architecture, base stations are equipped with multiple antennas but
user terminals can have either single or multiple antennas. Using coordinated schedul-
ing alone or incorporation with beamforming amongst a number of local base stations
enables the network to constructively overlay the desired signals at an intended user
and eliminate or su�ciently mitigate them at the other unintended users. Ideally, in
this way, each user within a cell feels free of inter-cell interference and, hence, can
potentially achieve the highest capacity with the lowest energy consumption under the
reuse one regime, i.e., while all the available spectrum is fully reused within the adja-
cent cells. Theoretically, MCP can overcome inter-cell interference and, hence, provides
the ground for achieving a high throughput at a low energy cost. However, there are
still many problems transferring the theory to practical implementation.

This thesis focuses on reduction in energy consumption of the cellular network by
proposing interference management techniques based on beamforming. The objective
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is to minimise the total transmit power of coordinating BSs while assuring required
quality of service, i.e. signal-to-interference-plus-noise ratio, for all user terminals in
the network. Additionally, the following problems are investigated and addressed:

� Backhaul and extra signal processing load are inevitable due to the nature of
MCP. Hence there is a need for research on exible system designs that allow the
use of signal processing algorithms with various levels of complexity according
to de�ned circumstances. For instance, users within a cluster of coordinating
BSs can be served by full or partial coordination amongst BSs or even with
no coordination in relation to their locations. Information sharing via backhaul
links among the BSs can either be limited to the channel state information or
include users’ data. In the former, as a result of coordinating beamforming
and scheduling, each BS sends data to its local users, while in the latter, data
transmission jointly takes place by the coordinating BSs towards a single user.

� With an ideal backhaul assumption, i.e., unlimited capacity, low latency, error-
free and no power consumption, MCP is superior over single-cell processing in
terms of throughput and spectral e�ciency, e.g., [30]. However, in practical sce-
narios the assumption of ideal backhaul is not realistic and the e�ects of the
backhaul on the performance of a MCP network should be taken into considera-
tion. Establishing and maintaining a fast wireless backhaul, inter-connecting the
coordinating BSs in MCP, is a challenging issue.

� A possible implementation of MCP, which requires minor changes in the current
system, is conditional upon a centralised manner where all coordinating BSs are
connected to a central processing unit, i.e. a base station controller, and all signal
processing tasks are carried out by the central processing unit. The drawback
with this implementation lies in the fact that a single point of failure can severely
a�ect the system performance. Therefore, distributed MPC algorithms, where
individual BS can independently perform signal processing tasks using locally
attained information or with limited exchange of information between BSs, are
currently of interest to researchers.

1.2 Thesis overview

This thesis comprises 7 chapters. A brief account of each chapter is given below.
Chapter 1 includes the motivation, overview and states the contributions of the

thesis.
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Chapter 2 describes an overview of two standard conic programs, i.e. second order
cone programming (SOCP) and semide�nite programming (SDP). A linear array an-
tenna used in beamforming is presented followed by the introduction of an optimisation
problem of single-cell multiuser beamforming. Algorithms that solve the optimisation
problem using SOCP and SDP are recalled. Furthermore, the uplink-downlink duality
and the Lagrangian duality are uni�ed using the duality theory in convex optimisa-
tion. The presented concepts are used to develop beamforming schemes for a multi-cell
scenario discussed in Chapters 3, 4 and 6.

In Chapter 3, a cluster-based multi-cell processing strategy is developed to both
tackle inter-cell interference problem and improve energy e�ciency in cellular wire-
less networks. In the proposed strategy, which herein after is referred to as multi-cell
beamforming (MBF), user data is globally shared by all coordinating BSs for joint
transmission to every user, while the designing unit possesses full global channel state
information of all users. The objective of the MBF scheme is to design a set of beam-
formers for a number of simultaneously active users such that the total transmit power
across the cluster of coordinating BSs is minimised, while the required SINR is main-
tained for each user. Using the duality theory, an iterative MBF algorithm is proposed
to solve the optimisation problem. In order to reduce backhaul burnden imposed by
the MBF strategy, a user-position-aware algorithm is introduced to circulate the data
of each user amongst the most bene�cial BSs based on information of the user location.

In Chapter 4, user data is not shared amongst the coordinating BSs. However, full
global channel state information of all users is still required at the designing unit. In this
case, each user terminal is only served by its local BS and a number of BSs coordinate
at beamforming level to minimise their mutual inter-cell interferences. The strategy is
known as coordinated beamforming (CBF). The objective of the CBF scheme is also
to minimise the total transmit power across coordinating BSs subject to user SINR
constraints. The CBF algorithms for �nding beamforming vectors are developed based
on standard semide�nite programming formulation using instantaneous and second-
order-statistical channel state information. A robust CBF algorithm is also introduced
for imperfect channel information.

Chapter 5 discusses backhaul issue. Using network coding concept, Ring and Star
protocols are proposed, respectively, for a cluster of inter-connected three BSs and a
cluster of a controlling BS and three �xed relay stations. These protocols can be used
either individually or in an overlaid fashion in a coordinated multi-cell system or in a
cellular-distributed-antenna system to exchange information in the backhaul. Upper
bounds on the achievable throughput of the proposed protocols are derived. Based
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on the proposed Ring protocol for the wireless backhaul, a framework is introduced to
evaluate the overall performance of the proposed MBF and CBF schemes, i.e., including
the e�ects of backhaul on latency and power consumption.

In Chapter 6, inter-cell interferences are tackled under a limited cooperation amongst
BSs. A decentralised beamforming (DBF) is introduced where individual BSs inde-
pendently design their own beamforming vectors using locally attainable channel state
information at each BS. In this scheme, while each BS minimises a combination of its
total transmit power and the resulting total interference on the other vulnerable users
of the adjacent cells, it also ensures that certain targeted SINR levels are achieved at
its local users. In order to extend the SINR range in a power-e�cient way, two pric-
ing strategies are developed to assign the interference pricing factors for the objective
function of the proposed optimisation problem. A fast-converging iterative algorithm
is developed using second-order-statistical channel state information.

The closing Chapter 7 deals with conclusions and future work.

1.3 Contributions

By addressing the problems mentioned in Section 1.1, following contributions are made
in this thesis:

1. Chapter 3 considers a network of coordinating BSs where each BS is equipped
with multiple antennas. The antenna arrays of those BSs form a distributed-array
antenna (DAA). A new multi-cell beamforming (MBF) technique for the DAA
is developed by introducing a channel model between the DAA and a user that
includes an angular spread due to the existence of local scatterers surrounding
that user. A spatial covariance matrix for the resulting DAA channel model is
derived. The channel model developed in this chapter is a generalised version
of the channel model given in [31]. The model is able to capture the e�ects of
local scatterers and shadow fading. A user position aware algorithm that only
allocates users to nearby BSs, thus reduces data circulation on backhaul, is also
developed. Additionally, an iterative algorithm that solves the optimisation prob-
lem of minimising the total transmit power subject to users’ SINR constraints is
proposed. Despite using uplink-downlink duality via Lagrangian theory like pa-
pers [22] and [32], the algorithm developed in this chapter di�ers in the following
facts: (a) The iterative algorithm is based on second-order statistical CSI. (b)
The uplink-beamforming vectors are calculated using the dominant eigenvector
method. These contributions are published in [31], [33], [34] and [35].
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2. The iterative-Lagrangian-based algorithm proposed in [32] solves the optimisa-
tion problem for CBF with instantaneous CSI. This is referred to as iCBF in
this thesis. The downlink beamforming vectors of the iCBF are found as the
multiplication of some scalars by the corresponding virtual uplink beamforming
vectors which, in turn, are found by the MMSE solution, i.e., [32]. Limitation of
the dual uplink solution to MMSE can be interpreted as an additional constraint
to the original optimisation problem. The added constraint degrades the system
performance as the feasibility region of the equivalent problem is smaller than
the feasibility region of the original problem. In Chapter 4, the optimisation
problem for CBF is formulated in the SDP form to avoid the problem of nar-
rowing down the original feasibility region imposed by iCBF. Moreover, casting
the problem in the SDP form is independent of the uplink and downlink duality.
The proposed scheme uses instantaneous CSI which requires frequent signaling
between users and their serving BSs. According to [36], the variation of CSI due
to the motion of a user can be con�ned to a certain subspace. Therefore, a CBF
scheme using channel covariance matrix is developed. The scheme is designed
to tolerate a certain level of error in the estimation of the covariance matrix.
Although the robustness is achieved at the expense of increased transmit power,
a signi�cant reduction in signaling overhead can be achieved with minor increase
in total transmit power at moderately low SINRs. These particular contributions
are published in [37], [34] and [35].

3. In Chapter 5, a theoretical bound of power-saving gain obtained by splitting a cell
into tiers of smaller cells is derived. In an infrastructure arisen from cell splitting,
unoccupied UHF frequency bands with very good propagation characteristics can
be used to establish robust wireless links amongst the neighbouring BSs. Chapter
5 contributes to the wireless backhaul by introducing a Ring protocol to exchange
information amongst 3 BSs and a Star protocol to exchange information amongst
3 �xed relay stations (RSs) and one BS as a controlling unit using network coding
concept. Time sharing principles for maximisation of throughput in the Star and
Ring protocols are derived proceeded with the throughput maximising expres-
sions for the protocols. Using derivation, it is concluded that the imbalance in
the number of bits received by the controlling unit from any two source nodes,
i.e., BSs or RSs, has to be minimised in the MAC phase of both protocols in order
to achieve the highest backhaul throughput. Backhaul transmission strategies for
the models are also proposed using the signal to noise ratios of the wireless links
amongst the BSs. The above contributions are published in [34, 38, 39] and [35].
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4. A signi�cant utilisation of backhaul is required to overcome inter-cell interference
in multi-cell processing networks where multiple BSs simultaneously transmit to
their intended local users with aggressive frequency reuse. In order to reduce
backhaul burden, Chapter 6 proposes a downlink transmission strategy together
with an iterative algorithm that enables each BS to design locally its own beam-
forming vectors without relying on data or downlink CSI of links from other BSs
to the users. This algorithm is the solution to an inter-cell interference balancing
optimisation problem that minimises a linear combination of data transmission
power and the resulting inter-cell interference power at each BS, and maintains
the required SINRs by the users. Two pricing strategies are introduced to calcu-
late the interference pricing factors. The convergence of the proposed algorithm
in cellular systems is proven and the impact of the pricing factors in saving power
at BSs is characterised. A feasibility condition for the existence of such an itera-
tive algorithm is derived. This condition can be used as a scheduling algorithm
to choose a set of active users within each cell. Simulation results show that the
proposed algorithm quickly converges to a network-wide equilibrium point by
both balancing and stabilising the mutual inter-cell interference levels together
with assigning power optimal beamforming vectors to the BSs. The results also
con�rm the e�ectiveness of the proposed algorithm in closely following the per-
formance limits of its centralised coordinated beamforming counterpart. These
contributions are accepted for publication in [40] and are currently under review
in [41].
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Background study

2.1 Introduction

Having the ability of solving very large, practical engineering problems reliably and
e�ciently, convex optimisation has become the most widely researched area in opti-
misation. Since a local minimum in a convex optimisation problem is also the global
minimum, the global minimum can be attained by any \Gradient Descent" or \Hill
Climbing" algorithm [42]. Linear programming, i.e., a program with linear objective
function and linear/a�ne constraints, is a well researched topic in convex program-
ming. Recent developments in convex programming extend the results and algorithms
of linear programming to more complicated convex programs, e.g., conic programming.
A conic programming is a linear programming with generalised inequalities.

This chapter concisely reviews two standard conic programs, i.e. second order
cone programming (SOCP) and semide�nite programming (SDP). Concepts of a lin-
ear antenna array used for beamforming are described. Applications of SOCP and
SDP for solving the problem of multiuser beamforming in a single-cell scenario are
discussed. Using the duality theory in convex optimisation, the connection between
uplink-downlink duality and Lagrangian duality is presented. The concepts presented
in this chapter are bene�cial to the developments of beamforming schemes introduced
in Chapters 3, 4 and 6. Readers interested in convex optimisation and applications
of convex optimisation in communications are referred to [42], [43] and [44] for more
details.

25



Chapter 2: Background study

2.2 Second order cone programming and semide�-
nite programming

This section recalls two standard conic programs which are SOCP and SDP. The stan-
dard form of a SOCP is de�ned as [42], [22]:

min
x

<
�

fHx
	

subject to kAH
i x + bik � cHi x + di; 81 � i � N;

(2.1)

where the vector x is the optimisation variable with the length of n; f , Ai, bi, ci and
di are deterministic parameters with appropriate sizes.

The standard form of a SDP is de�ned as [42], [22]:

min
x

<
�

fHx
	

subject to A(x) � 0
(2.2)

where

A = A0 +
nX

i=1

xiAi (2.3)

is a Hermitian matrix that depends a�nely on x and the m�m Hermitian matrix Ai,
81 � i � n, is deterministic data.

The dual problem associated with the SDP (2.2) is [45]

max
Z

� Tr (A0Z)

subject to Tr (AiZ) = fi; i = 1; 2; � � � ; n

Z = ZH � 0:

(2.4)

The dual problem (2.4) is also a SDP like the primal problem, i.e., it can be cast in the
same form as the primal problem (2.2). The proof [45] is sketched in the following. For
simplicity, assuming that the matrices A1;A2; � � � ;An are linearly independent. Then
the a�ne set Tr(AiZ) = fi; 8i can be expressed in the form:

G(y) = G0 + y1G1 + � � � + ypGp (2.5)

where p = m(m+ 1)=2 � n and Gi are appropriate matrices. De�ning

d =
h
Tr(F0G1) Tr(F0G2) � � � Tr(F0Gp)

iT
:
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Hence,
dTy = Tr (F0[G(y) � G0]) :

Therefore, the dual problem (2.4) becomes

min
y

<
�

dTy
	

subject to G(y) � 0
(2.6)

which is a standard SDP form de�ned in (2.2). This concludes that the problem (2.4)
is also a SDP.

In the following, a transformation from a second-order-cone constraint to a semidef-
inite constraint, also known as a linear matrix inequality (LMI) constraint, is presented.
De�ning a matrix M 2 C(q+t)�(q+t):

M =

"
Aq�q Bq�t

Ct�q Dt�t

#

(2.7)

where the dimensions of A, B, C and D as shown in the block display, A and D are
square matrices but B and C are not square unless t = q. Recall the Schur complement
de�nition:

De�nition 2.1. If D is nonsingular, the Schur complement of M with respect to D is
de�ned as

S = A � BD�1C: (2.8)

Matrix S has the following main properties [43]:

� M � 0 if and only if D � 0 and S � 0.

� If D � 0, then M � 0 if and only if S � 0.

Since cHi x + di > 0,
�
cHi x + di

�
I � 0. Using the second property of S, one can

show that the ith SOC constraint in (2.1), i.e.,

kAH
i x + bik � cHi x + di; (2.9)

is equivalent to the following LMI constraint:
"

cHi x + di xHAi + bHi
AH
i x + bi

�
cHi x + di

�
I

#

� 0: (2.10)
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Hence (2.1) can be written in a standard SDP form as:

min
x

<
�

fHx
	

subject to

"
cHi x + di xHAi + bHi
AH
i x + bi

�
cHi x + di

�
I

#

� 0; 81 � i � N:
(2.11)

The SeDuMi solver [46] is a common optimisation packet that can be used to solve
SOCP and SDP. An elegant Matlab-based modeling system for convex optimisation,
i.e., CVX which supports the SeDuMi solver, has been developed by Michael Grant
and Stephen Boyd [47].

2.3 Linear antenna array

Smart antennas are composed of two or more antennas working in harmony to create
a unique radiation pattern for the electromagnetic environment at hand. The antenna
elements are allowed to work in harmony by means of the array element phasing, which
is performed with hardware or is carried out digitally [48]. Arrays of antennas can be in
any geometry form such as linear arrays, circular arrays, planar arrays and conformal
arrays. In this section, a concept of a linear antenna array in [49] is reviewed. Thorough
treatments for all arrays of antennas can be found in [50] and [51].

Consider a signal wavefront, z(t), impinging on an antenna array comprising M
antennas spaced d apart each other at angle �, shown in Fig. 2.1. It is assumed that
the wavefront has a bandwidth B and is expressed as:

z(t) = �(t)ej2��ct (2.12)

where �(t) is the complex envelope representation of the signal and �c is the carrier
frequency. Let Tz be the traveling time of the wavefront across any two adjacent
antennas. It is clear that

Tz =
dsin(�)

c
(2.13)

where c is the speed of light.
The maximum time of the wavefront traveling along one array is assumed to be

much smaller than the reciprocal of the bandwidth of all transmitted signals, i.e.,

B �
1

(M � 1)Tz
: (2.14)
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Figure 2.1: Schematic of a wavefront impinging across an antenna array. Under the
narrowband assumption the antenna outputs are identical except for a complex scalar.

Assuming that antenna element patterns are identical. Provided the received signal at
the �rst antenna is

y1(t) = z(t) = �(t)ej2��ct; (2.15)

then the received signal at the second antenna is

y2(t) = z(t � Tz) = �(t� Tz)ej2��c(t�Tz): (2.16)

Under the narrowband assumption in (2.14), B � 1=Tz. It can be stated that

�(t� Tz) � �(t): (2.17)

Let �c be the wavelength of the signal wavefront. Using �c=c = 1=�c, (2.13), (2.15) and
(2.17) in (2.18), one can arrive at

y2(t) = y1(t)e�j2�sin(�) d
�c : (2.18)

Similarly, the received signal at the kth antenna, i.e., k = 1; 2; � � � ;M , is given as

yk(t) = y1(t)e�j2�(k�1)sin(�) d
�c : (2.19)
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From (2.15), (2.18) and (2.19), it can be seen that the signals received at any two array
elements are identical except for a phase shift which depends on the angle of arrival
and the array geometry.

Consider a free �eld environment, i.e., neither scatterers and nor multipath. A pla-
nar continuous-wave wavefront of frequency �c arriving from an angle � will introduce
a spatial signature across the antenna array. This spatial signature is a function of
angle of arrival, antenna element patterns and antenna array geometry. The complex

M � 1 vector, a(�) =
h
a1(�) a2(�) � � � aM (�)

iT
, is called the array response vector.

For the linear antenna array with identical element patterns, the array response vector
is given as

a(�) =

2

6666
4

1
e�j2�sin(�) d

�c

...
e�j2�(M�1)sin(�) d

�c

3

7777
5
: (2.20)

Similarly, it is possible write the array response vector for a transmit linear antenna
array with identical element patterns as

a(�) =
h
1 e�j2�sin(�) d

�c � � � e�j2�(M�1)sin(�) d
�c

i
: (2.21)

Hence, the MISO channel between the antenna array and a user i can be written
as

hi = �ia(�i) (2.22)

where �i captures both e�ects of channel fading, i.e. fast and slow fading, and pathloss,
�i is the angle of departure, with respect to the broadside of the antenna array, of the
user i.

Using antenna arrays opens up a spatial dimension to improve capacities of wire-
less communication systems. This improvement is due to the fact that smart beam
patterns can be shaped by controlling the phases of individual antennas of the array.
Hence power-e�cient beams can be steered towards intended users while minimum/non
interference are imposed on unintended users. Smart beam patterns are performed via
algorithms based on certain criteria. These algorithms can be implemented using hard-
ware. However, it is more easily performed using software, i.e., using digital signal pro-
cessing [48]. These criteria could be either minimising transmit power with constraints
on users’ SINRs or maximising users’ sum rate with constraints on transmit power to
name a few. In the following section, the �rst strategy, i.e., minimising transmit power
under constraint of users’ SINR, is reviewed.
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2.4 Multiuser downlink beamforming

Consider a base station (BS) equipped with an array of M antenna elements transmit-
ting to U single-antenna users. The signal received by an user i, i.e., yi; i 2 f1; � � � ; Ug,
is given by

yi = hiwisi +
UX

j=1;j 6=i

hiwjsj + ni (2.23)

where hi 2 C1�M is the MISO vector channel between user i and the BS, wi 2 CM�1

represents the beamforming vector for user i, si is the intended symbol for user i
and �nally ni is the zero mean circularly symmetric complex Gaussian (ZMCSCG)
random variable, i.e., ni � N(0; �2), modeling the additive white Gaussian noise at the
receiving point of user i. Without loss of generality, assuming that E

�
jsij

2� = 1; 8i.
The signal-to-interference-plus-noise ratio for any user i is expressed as

SINRi =
jhiwij

2

PU
j=1;j 6=i jhiwjj2 + �2

: (2.24)

A common class of optimal transmit downlink beamforming for multiple users is to
�nd a set of wi that minimises the total transmit power while guaranteing all users’
SINR requirements i; 8i:

min
wi

UX

i=1

wH
i wi

subject to
jhiwij

2

PU
j=1;j 6=i jhiwjj2 + �2

� i; 81 � i � U:

(2.25)

For simplicity, it is assumed that the set of i in (2.25) is feasible. It can be veri�ed
that the SINR constraints in (2.25) are non-convex. In the next section, a technique
to reformulate (2.25) in SOCP and SDP forms is presented.
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2.5 SOCP and SDP algorithms

In this section, the method developed in [22] to cast (2.25) in a convex form using
SOCP and SDP is reviewed. Let

H =

2

6666
4

h1

h2
...

hU

3

7777
5

and W =
h
w1 w2 � � � wU

i
: (2.26)

In introducing a real slack variable Po, (2.25) can be written as [22]:

min
W;Po

Po

subject to
j[HW]i;ij2PU

j=1;j 6=i j[HW]i;jj
2 + �2

� i; 81 � i � U

Tr
�
WWH� � Po

(2.27)

where [X]i;j represents the (i; j)-th entry of matrix X. The i-th SINR constraint in
(2.27) can be rearrange as:

1
i

j[HW]i;ij2 �
UX

j=1;j 6=i

j[HW]i;jj2 + �2: (2.28)

Adding j[HW]i;ij
2 to both sides results in

�
1 +

1
i

�
j[HW]i;ij2 �

UX

j=1

j[HW]i;jj2 + �2: (2.29)

Equivalently,
�

1 +
1
i

�
j[HW]i;ij2 �



"
WHHHei

�2

#

2

: (2.30)

One can verify the fact that an arbitrary phase rotation can be added to the beam-
formers without a�ecting the SINR constraints and objective of (2.27). In other words,
if W is optimal solution to (2.27) then Wdiagfej�ig, where �i for i = 1; 2; � � � ; U are
arbitrary phases, is also an optimal solution. Therefore W can be selected in such a
manner that [HW]i;i > 0, i.e., [HW]i;i can be chosen to be real, for all i without the
loss of generality. Since [HW]i;i > 0; 8i, taking the square root of the equation (2.30)
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leads to �
1 +

1
i

�
[HW]i;i �



"
WHHHei

�2

#
: (2.31)

Using vec(.) operator, one can cast the power constraint of (2.27) as

p � kvec( W )k (2.32)

where p =
p
Po. Therefore, problem (2.27) can be reformulated in a SOCP form as

min
W;p

p

subject to



"
WHHHei

�2

#
�
�

1 +
1
i

�
[HW]i;i; 81 � i � U

kvec( W )k � p:

(2.33)

Using (2.10), the SOCP in (2.33) can be written in a SDP form as

min
W;p

p

subject to

2

66
4

�
1 + 1

i

�
[HW]i;i

h
eTi HW �2

i

"
WHHHei

�2

# �
1 + 1

i

�
[HW]i;iI

3

77
5 � 0; 81 � i � U

"
p vecH (W)

vec (W) pI

#

� 0:

(2.34)

Solving (2.33) or (2.34) provides the optimal beamforming matrix W and the optimal
downlink power as p2. Beamformer for user i can be obtained as the ith column of W.

2.6 Semide�nite relaxation algorithm

The introduction of the semide�nite relaxation (SDR) technique in early 2000s has
provided a capability of obtaining accurate, and sometime near optimal, approximation
convex forms from non-convex problems, see [52], [53] and references therein. This
section illustrates a method to cast (2.25) in a convex form using the SDR technique.

Let Ri = hHi hi and Fi = wiwH
i . It is clear that Fi, 81 � i � U , is a positive

semide�nite and Hermitian matrix. Further more the rank of the matrix is one. The
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multiuser downlink beamforming problem in (2.25) can be expressed as

min
wi

UX

i=1

wH
i wi

subject to
wH
i RiwiPU

j=1;j 6=i w
H
j Riwj + �2

� i; 81 � i � U:
(2.35)

Recall the following equality:

xHAx = Tr
�
AxxH

�
: (2.36)

If A = I then

xHx = Tr
�
xxH

�
: (2.37)

Rearrange the ith SINR constraints of (2.35), one can arrive at

�
1 +

1
i

�
Tr (RiFi) �

X

j=1;j 6=i

Tr (RiFj) � �2 � 0: (2.38)

The problem (2.35) can be posed as

min
Fi

UX

i=1

Tr (Fi)

subject to
1
i

Tr (RiFi) �
X

j=1;j 6=i

Tr (RiFj) � �2 � 0;

Fi = FH
i � 0;

rank (Fi) = 1; 81 � i � U:

(2.39)

The second constraints in (2.39) is to guarantee that Fi, 81 � i � U , is a posi-
tive semide�nite and Hermitian matrix. Dropping the last constraints in (2.39), i.e.,
rank (Fi) = 1, results in a SDP form, i.e.,

min
Fi

UX

i=1

Tr (Fi)

subject to
1
i

Tr (RiFi) �
X

j=1;j 6=i

Tr (RiFj) � �2 � 0;

Fi = FH
i � 0; 81 � i � U:

(2.40)
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Figure 2.2: Uplink-downlink duality can be interpreted as a Lagrangian duality in
convex optimisation [44].

Dropping these rank one constraints not only enlarges the feasible set of the problem
(2.39) but also leads to a relaxed SDP problem. This relaxation is referred to as
semide�nite relaxation technique. For general nonconvex quadratic problems, solving
a SDR problem usually gives an optimal solution with rank of larger than one. In
such cases, SDR can only provide a lower bound on the optimal objective function and
possibly attain an approximate solution to the original problem [53]. When using SDR
results in Fi solutions with ranks higher than one, a randomization procedure, e.g., see
[52], [54] and [55], can be used to �nd approximate rank-one solutions.

Since (2.25) has a speci�c structure that it can be turned into a convex form, i.e., as
shown in the previous section, strong duality holds for (2.25). Furthermore, it can be
shown that the SDR of (2.39), i.e., (2.40), is the Lagrangian dual of the Lagrangian dual
of (2.25) [53]. Therefore, (2.40) is exactly equivalent to the original problem (2.25).
This fact has been con�rmed in [56]. The authors of [56] noticed that the solution
to (2.40) always admits rank-one matrices Fi; 8i, which directly yields the solution to
(2.25) using Fi = wiwH

i .

2.7 Lagrangian duality and Uplink-downlink dual-
ity

It has been well documented in literature that the minimum power required to provide
a set of SINR targets in a downlink multiple-input-multiple-output channel is identical
to the minimum power required to attain the same set of SINR targets in the uplink,
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where the uplink channel is obtained by reversing the input and output of the downlink
[3, 16{18, 20]. This fact is referred to as uplink-downlink duality. The authors of [57]
show that the uplink-downlink duality can also be realised via Lagrangian duality in
convex optimisation. This result has been recently extended from a single-cell-multiuser
scenario to a multiple-cell-multiuser scenario in [32]. This section reviews main steps
for the single-cell-multiuser beamforming.

The Lagrangian of the problem (2.25) is formed as

L(wi; �i) =
UX

i=1

wH
i wi +

UX

i=1

�i

"
UX

j=1;j 6=i

jhiwjj
2 + �2 �

1
i

jhiwij
2

#

=
UX

i=1

wH
i wi +

UX

i=1

�i

"
UX

j=1;j 6=i

wH
j hHi hiwj + �2 �

1
i

wH
i hHi hiwi

#

where �i is the ith Lagrange multiplier associated with the ith constraint. Equivalently,

L(wi; �i) =
UX

i=1

�i�2 +
UX

i=1

wH
i

"

I +
UX

j=1;j 6=i

�jhHi hi �
�i
i

hHi hi

#

wi: (2.41)

The dual objective is
g(�i) = inf

wi
L(wi; �i): (2.42)

It is clear that

g (�i) =

( PU
i=1 �i�

2; if
�

I +
PU

j=1;j 6=i �jh
H
i hi � �i

i
hHi hi

�
� 0

�1; otherwise :
(2.43)

Therefore, the Lagrangian dual problem can be stated as

max
�i

UX

i=1

�i�2

subject to

 

I +
UX

j=1;j 6=i

�jhHi hi �
�i
i

hHi hi

!

� 0; 81 � i � U:

(2.44)

It is shown in [57] that the solution to the dual problem and the solution to the following
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dual uplink problem are identical:

min
pi

UX

i=1

pi

subject to max
kŵik=1

pi
��ŵH

i hHi
��2

P
j=1;j 6=i pj

��ŵH
i hHj

��2 + �2ŵH
i ŵi

� i; 8i 2 Sl;

(2.45)

where pi = �i�2 is the uplink power associated with user i, ŵi is the uplink beamforming
vector for user i which can be found as the MMSE �lter

ŵi =

 
UX

j=1

pjhHj hj + �2I

!�1

hHi : (2.46)

The values for the set of ŵi in (2.46) is a function of pi or precisely �i, i.e., pi =
�i�2. The values for the set of �i are attained by an iterative algorithm derived from
(2.45). Finally, optimal downlink beamforming vectors to the original problem (2.25)
are calculated by scaling ŵi. Details of the iterative algorithms can be found in [32, 57].

Fig. 2.2 illustrates the uplink-downlink duality which can be interpreted as a La-
grangian duality in convex optimisation. The dual uplink problem is obtained from
the downlink problem by swapping the input and output vectors and by transposing
the channel vectors. In the dual uplink, each remote transmitter has single antenna
and transmits with a power of

pi = Ejbxij2: (2.47)

The task of a receive beamforming designer is to jointly optimise the power allocation
pi and the receiver beamforming vector ŵH such that a set of SINR constraints i is
satis�ed.

2.8 Conclusion

This chapter reviews principles of beamforming via linear antenna array along with
concepts of second order cone programming and semide�nite programming. An op-
timisation problem to calculate transmit beamformers for multiple active users in a
single-cell scenario is sketched. The problem is non-convex due to its non-convex con-
straints. Three methods are presented to transform the problem into second order cone
programming and semide�nite programming forms, which can be e�ectively solved by
available optimisation packets. Additionally, a dual uplink problem associated with
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the original problem is reviewed using Lagrangian duality.
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Multi-cell beamforming

In this chapter, BSs are allowed to cooperate at signal level where user data are circu-
lated amongst them for joint transmissions to every user within the network. Beam-
forming vectors for all users are calculated as if coordinating BSs were a single BS. A
user-position-aware algorithm for multi-cell processing is introduced so that a user is
only assigned to nearby BSs, thus the amount of data circulation is reduced. Using
uplink-downlink duality, an iterative multi-cell beamforming algorithm that minimises
the total transmit power of the network is proposed.

3.1 Introduction

The implementation of transmit beamforming in cellular networks has been well studied
since over a decade, e.g., [18] and [56]. Beamforming is a space-division-multiple-access
technique where multiple antennas and advanced spatial signal processing are used to
serve multiple co-channel users. In linear beamforming, for example, the data stream
for each user is modulated by a precoding vector, i.e., a spatial signature, prior to
passing through the transmit antennas. Careful selection of precoding vectors results
in mutual interference amongst di�erent streams to be mitigated or even removed
[30]. Therefore, using beamforming yields improvements in transmission range, rate
and power e�ciency [7]. However, as the user moves towards the severe inter-cell-
interference areas of cell-edges, the technique cannot assure and maintain a consistent
level of data rate to the user. Recently, the idea of multi-cell processing (MCP) has
promised a solution to the cell-edge problem by allowing inter-cell cooperation, e.g.,
[23{29]. The coordinated design of precoding vectors for multiple coordinated-cells
signi�cantly improves the throughput with respect to uncoordinated design, e.g., [30],
[25]. Full cooperation amongst BSs within a cluster o�ers signi�cant sum throughput
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and cell-edge user rate gains [58], [59]. Under the context of a distributed antenna
system, the authors of [60] showed that jointly designed transmit preprocessing matrix
of all the cooperative remote antennas combined with fractional frequency reuse is
capable of achieving an increased throughput for the entire cell-edge area.

In the forward link of MCP, i.e., base station (BS) to mobile, the Wyner model
and the hexagonal model are two types of channel model that are widely used. In the
former model, BSs are assumed to be placed in either a linear array, i.e., [23], [26] and
[27], or in a circular array, e.g., [24], [25]. Thus, [26] and users may receive energy from
two adjacent BSs. In the latter model, each BS is placed in the centre of a hexagon and
users may receive energy from more than two BSs, i.e., [61{69]. The highest energy
for a user in a cell border are mainly from three mutually interfering sectors of three
neigbouring cells, e.g. [64, 68, 69].

Regarding the level of coordination amongst BSs, the following two strategies can
be recognised. The �rst strategy is at signal level where users’ data are made available
to either all BSs, e.g. [59], or proper subgroups of BSs, e.g. [70]. The second strategy
is at beamforming level where users’ data are kept locally by each BS, i.e., [18], [71].
In both strategies, when precoding vectors are jointly designed, users’ CSI need to
be available at either all BSs or the central unit for the decentralised or centralised
method, respectively. A broadcast channel can be realised when entire users’ data are
available to all BSs.

With an ideal backhaul assumption, i.e., unlimited capacity, low latency, error-free
and no power consumption, MCP is superior over single-cell processing in terms of
throughput and spectral e�ciency, i.e., [30], [64] and [65]. However, in practical sce-
narios this assumption is not realistic and the performance of a MCP network strongly
depends on the required backhaul overhead. In [66] and [67], authors propose a frame-
work to improve the downlink capacity and fairness in multi-cell networks with limited
backhaul infrastructure. In order to reduce the overhead of CSI feedback from users to
BSs, subsets of users are selected for joint transmissions. The partition of the cellular
network into individual subsystems that can be optimised in a decetralised manner.
In [68], a framework to mitigate the overhead of CSI feedback is introduced and the
e�ect of feedback error on the performance of the proposed framework is investigated.
Taking a further step in [69], the authors propose a scheme that can jointly reduce CSI
feedback and users’ data circulation overhead in the backhaul. Using distributed signal-
to-interference-leakage-plus-noise-ratio techniques [72], a range of reduced-complexity
MCP structures are proposed in [62] to decrease the amount data exchange.

The problem of designing transmit-beamforming vectors for MCP that minimises
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the transmit power of the system, while maintaining a certain signal-to-interference-
plus-noise ratio (SINR) for each user, has also been a major concern in the literature.
The solution to the problem using iterative methods is desirable for practical imple-
mentations. Employing uplink-downlink duality property, uplink-beamforming vectors
are attained and used for the iterative achievement of the optimal solution to the down-
link [18, 22, 32]. The uplink-beamforming vector for each user is chosen such that the
associated SINR is maximised via either a minimum mean squared error technique,
i.e., [22], [32], or a minimum variance distortionless response method, i.e., [18]. These
iterative schemes use instantaneous channel state information (CSI) which requires
frequent-signaling overhead amongst BSs and users. The uctuation of CSI due to
the motion of user can be con�ned to a certain subspace [36]. Therefore second-order
statistical CSI is desirable as it reduces signaling overhead. In [31], the optimisation
problem for multi-cell is presented in a semide�nite programming form [45] which can
be solved by optimisation packages, e.g., the SeDuMi solver [46]. According to the in
depth literature survey conducted in this research, it can be stated that there is no it-
erative algorithm for the multi-cell optimisation problem using second-order statistical
CSI.

This chapter considers a network of coordinating BSs where each BS is equipped
with multiple antennas. The antenna arrays of the BSs form a distributed-array an-
tenna (DAA). A new multi-cell beamforming (MBF) technique for the DAA is intro-
duced using a channel model between the DAA and a user. The model includes an
angular spread due to the existence of local scatterers surrounding the user. A spatial
covariance matrix for the resulting DAA channel model is derived. The channel model
developed in this chapter is a generalised version of the channel model given in [31] to
capture the e�ects of local scatterers and shadow fading. A user-position-aware algo-
rithm that only allocates users to nearby BSs and reduces data circulation on backhaul
is developed. An iterative algorithm to solve the optimisation problem of total trans-
mit power minimisation subject to users’ SINR constraints is proposed. Despite using
uplink-downlink duality via Lagrangian theory like papers [22] and [32], the algorithm
introduced in this chapter is di�erent due to the followings. Firstly, the iterative algo-
rithm is based on second-order statistical CSI. Secondly, uplink-beamforming vectors
are calculated using the dominant eigenvector method.

The rest of this chapter is organised as follows. In section 3.2, a system model is
presented. A user position aware algorithm is introduced in section 3.3. An iterative
algorithm is proposed in section 3.4. Simulation results are presented in section 3.5.
Finally, section 3.6 concludes the chapter.
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3.2 System model

Consider a network of N coordinating cells in which the BS of each cell is equipped with
an array of M antenna elements. Thus, up to N geographically distributed antenna
arrays (DAA) can coordinate to serve U simultaneous single-antenna user terminals
anywhere within the coverage of N cells. The available spectrum is globally reused
within the coordinating area. It is assumed that each user belonging to a cell receives
dominant interference only from N � 1 base stations. Hence, the model described
in this section and used throughout this chapter considers interference from the non-
coordinating base stations surrounding the coordinating area on a user as noise.

It is assumed that each user is surrounded byQ randomly positioned local-scatterers,
that are at the far-�eld distances from the BSs, and there is no line-of-sight (LoS) trans-
mission from the BSs to the user. Thus, wavefronts originated from each one of the
serving BSs hit all of the Q local scatterers of each user. The spacing between the
antenna elements of a BS is negligible with respect to the distance of the BS from the
scatterers. Hence, rays departing from M antenna elements of a BS towards a scat-
terer can be assumed to have the same fading coe�cients. Let si; i = 1; � � � ; U , be the

intended symbol for the ith user and xp =
h
xp(1) xp(2) � � � xp(M)

iT
, where xp(k)

is the transmitted signal by the kth antenna element of the pth BS, p = 1; 2; � � � ; N .
The transmitted signal by N BSs can be written as

2

6666
4

x1

x2
...

xN

3

7777
5

=

2

6666
4

w1(1) w2(1) � � � wU(1)
w1(2) w2(2) � � � wU(2)

...
...

...
...

w1(N) w2(N) � � � wU(N)

3

7777
5

2

6666
4

s1

s2
...
sU

3

7777
5
; (3.1)

where wi(p) =
h
wi(p; 1) wi(p; 2) � � � wi(p;M)

iT
is the beamforming vector of the

ith user at the pth BS and wi(p; k) is the corresponding beamforming coe�cient of the
kth antenna element. The received signal at user i is given by

yi = hix + zi; (3.2)
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Figure 3.1: Illustration for system model with N = 3 [35].
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where x =
h
xT1 xT2 � � � xTN

iT
,

hi =
h
%i;1 %i;2 � � � %i;Q

i

2

66664

�i;1(1)hi;1(1) �i;1(2)hi;1(2) � � � �i;1(N)hi;1(N)
�i;2(1)hi;2(1) �i;2(2)hi;2(2) � � � �i;2(N)hi;2(N)

...
...

...
...

�i;Q(1)hi;Q(1) �i;Q(2)hi;Q(2) � � � �i;Q(N)hi;Q(N)

3

77775
;

(3.3)
%i;t = e�j 2�c

� �i;t is the phase shift due to the time delay �i;t between the tth scatterer
and the ith user, �i;t(p) = ai(p)

p
Si;t(p)Li;t(p) models the path loss and the large scale

fading coe�cients with Si;t(p) = 10� x
10 and Li;t(p) being the log-normal shadow fading

coe�cient, i.e., x � N(0; �2
S), and the path loss coe�cient, respectively, between the

pth BS and the tth scatterer of user i. The coe�cients �i;t(p) include the e�ect of user
distribution in cellular network in the MCP channel model. The controlling coe�cient
ai(p) is either 1, if the ith user is allocated to be served by the pth BS, or zero, other-
wise. Furthermore in (3.3), the row vector hi;t(p) =

h
hi;t (p; 1) hi;t (p; 2) � � �hi;t (p;M)

i
,

where hi;t (p; k) is the channel between the tth scatterer of the ith user and the kth
antenna element of the pth BS and �nally zi is the zero mean circularly symmetric
complex Gaussian (ZMCSCG) random variable, i.e., zi � N(0; �2

N), modeling the ad-
ditive white Gaussian noise at the ith user’s receiving point. Let di(p) be the distance
from BS p to user i, and di;min = min

p
di(p). One can write

hi;t (p; k) = Fi;t(p)ej
2�
� [di(p)�di;min ]ej

2��
� (k�1)sin[�i(p)+�it(p)]; (3.4)

where Fi;t(p) is the complex Gaussian fading coe�cient between BS p and scatterer t
of user i with variance �2

F , � is the carrier wavelength, � is the spacing between the
BS antenna elements within a sector, �i(p) is the angle of departure with respect to
the broadside of BS p for user i and �it(p) is the angular o�set of the scatterer t with
respect to �i(p). It is assumed that the local scatterers are distributed randomly around
each user i and the resulting angle spread has a normal distribution with standard
deviation of �, i.e., �it(p) � N(0; �2). The channel coe�cient of the kth ray of the
DAA in (3.4) di�ers from the channel coe�cient of the kth ray of a conventional linear
antenna array in factor ej 2�

� [di(p)�di;min ] which represents the phase di�erence between
the geographically separated BSs. Note that (3.4) reduces to the kth ray channel of
the conventional antenna array by substituting di;min = di(p).

Let Ri = E
�
hHi hi

�
denote the spatial channel covariance matrix between the DAA,

i.e, the distributed antenna array formed by the coordinating BSs, and the ith user.
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In the following, we �nd an expression for entries of Ri. Assume that each scatterer
sees the antenna arrays of di�erent BSs under independent fading coe�cients, i.e.,

E
�
��
i;t(p)�i;t(q)

�
= 0; if p 6= q; (3.5)

and the channels between any two di�erent scatterers and the same multi-antenna base
station fade independently, i.e.,

E
�
��
i;t(p)�i;g(p)

�
= 0; if t 6= g: (3.6)

From (3.3), (3.5) and (3.6) one can write

Ri = diag [Ri(1);Ri(2); � � � ;Ri(N)] (3.7)

where the pth block is given as

Ri(p) = E

 QX

t=1

%�
i;t�

�
i;t(p)h

H
i;t(p)

QX

q=1

%i;q�i;q(p)hi;q(p)

!

: (3.8)

Using (3.6) again yields

Ri(p) = E

 QX

t=1

%�
i;t�

�
i;t(p)h

H
i;t(p)%i;t�i;t(p)hi;t(p)

!

= E

 QX

t=1

��
i;t(p)h

H
i;t(p)�i;t(p)hi;t(p)

!

: (3.9)

Using (3.4), one can write the (m;n)th entry, i.e., m;n 2 [1;M ], of Ri(p) as

R[m;n]
i (p) = E

 QX

t=1

��
i;t(p)�i;t(p)

!

E
�
h�
i;t (p;m)hi;t (p; n)

�

= a2
i (p)

QX

t=1

E (Si;t(p)) E (Li;t(p)) E (Fi;t(p))

�E�it

�
ej

2��
� (n�m)sin[�i(p)+�it(p)]

�
: (3.10)

Using the fact that E
�

10
� x
10

�
= e�0:5 (ln10 �s) 2

100 with x � N(0; �2
S) 1, (3.10) can be rewritten

1See Appendix A for the proof.
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as

R[m;n]
i (p) = a2

i (p)
QX

t=1

e�0:5 (ln10 �s) 2

100 Li;t(p)�2
FE�it

�
ej

2��
� (n�m)sin[�i(p)+�it(p)]

�
: (3.11)

Then using �it(p) � N(0; �2), the expectation in (3.11) is rewritten as follows

E�it

�
ej

2��
� (n�m)sin[�i(p)+�it(p)]

�
=

1
p

2��

Z 1

�1
e

� �it( p) 2

2�2 ej
2��

� (n�m)sin[�i(p)+�it(p)]d�it(p)

(3.12)
Employing the fact that sin(�+�) = sin�cos�+cos�sin� and for a small � (in radians),
cos� � 1 and sin� � �, one can arrive at

E�it

�
ej

2��
� (n�m)sin[�i(p)+�it(p)]

�
=

1
p

2��

Z 1

�1
e

� �it ( p) 2

2�2 ej
2��

� (n�m)[sin�i(p)+cos�i(p)�it(p)]d�it(p):

(3.13)
Applying the following formula [73]

Z 1

�1
x�e��x2+2!xdx = �!e

!2

�

r
�
�

�
!
�

�� b�=2cX

k=0

1
(�� 2k)! (k)!

� �
4!2

�k

with x = �it(p), � = 0, � = 1
2�2 and ! = j��

� [(n�m) cos�i(p)] in (3.13) results in

E�it

�
ej

2��
� (n�m)sin[�i(p)+�it(p)]

�
= e

j2��
� [(n�m)sin�i(p)]e�2[ �� �

� f(n�m)cos�i(p)g]2

: (3.14)

Finally, substituting from (3.14) in (3.11) yields

R[m;n]
i (p) =

QX

t=1

Li;t(p)a2
i (p)�

2
F e

� 0:5(ln10 �s) 2

100 e
j2��

� (n�m)sin�i(p)e�2[�� �
� (n�m)cos�i(p)]2

: (3.15)

The M � M matrix Ri(p) indicates the spatial covariance matrix between the base
station p and the user i and is substituted by a zero matrix when the pth BS is not
allocated to transmit to user i, i.e., ai(p) = 0 in (3.3). In the following section, an
algorithm is introduced to select the controlling coe�cient ai(p) based on information
of user ith position.
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Figure 3.2: Illustration of a network of 9 cells with 18 users.

3.3 User-position-aware multi-cell processing

A cellular network is divided into several triangular zones where 3 adjacent BSs are
located at vertices of a triangular zone as shown in Fig. 3.2. Despite of the number
of coordinating BSs, a triangular zone is the smallest area unit where a user can be
allocated, i.e., based on its location, to be served by up to 3 adjacent BSs. Next, a user
position aware algorithm is introduced for a triangular zone to further reduce backhaul
overhead.

The radius of the QoS guarantee circle of a cell is determined by the path-loss
exponent, the user’s targeted SINR and the transmit power limit at the BS. The QoS
circles are assumed equal and shown as the outer-cell circles in Fig. 3.2. Let us
consider a triangular zone created by BSs p, q and v, as shown in Fig 3.3. The radii
of the corresponding outer-cell circles of BSs p, q and v are de�ned by Dp, Dq and
Dv, respectively, and assumed to be equal in Fig. 3.3. Within the triangular zone, we
distinguish 3 areas as follows. Area 3 is the overlapping part of 3 outer-cell circles, i.e.,
Apqv, where users are supported by 3 BSs. Area 2 refers to the mutually overlapping
parts of any 2 outer-cell circles, i.e., Apq, Apv and Aqv, where users are served by 2
nearby BSs. Area 1 refers to the remaining parts of the triangular zone, i.e., Ap,
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Figure 3.3: Classi�cation of areas within a triangular zone covered by BSs p, q and v
at 3 vertices.

Aq and Av, where users are supported by the nearest local BS only. Algorithm 3.1
summarises the proposed UPA algorithm allocating users within the triangular zone of
3 BSs p; q; and v.

The UPA algorithm described in Algorithm 3.1 can be also implemented for sectoral
cells. Fig. 3.4 shows a distributed antenna system of 7 cells, each cell consists of 3
sectors. The modi�cation of the UPA algorithm for that distributed antenna system
is described in the Appendix B.

3.4 An iterative algorithm for Multi-cell beamform-
ing

In this section, an iterative algorithm is developed to �nd a set of U beamforming vec-
tors that minimises the total transmit power of the coordinating BSs while a targeted
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Algorithm 3.1 User position aware algorithm
1: for i=1 to U do
2: if (di(p) > Dp) and (di(q) > Dq) and (di(v) � Dv) then
3: User i 2 Av hence assign to BS v, i.e., ai(v) = 1.
4: else if (di(p) > Dp) and (di(v) > Dv)and (di(q) � Dq) then
5: User i 2 Aq hence assign to BS q, i.e., ai(q) = 1.
6: else if (di(q) > Dq) and (di(v) > Dv) and (di(p) � Dp) then
7: User i 2 Ap hence assign to BS p, i.e., ai(p) = 1.
8: else if (di(p) � Dp) and (di(q) � Dq) and (di(v) > Dv) then
9: User i 2 Apq hence assign to BSs p and q, i.e., ai(p) = ai(q) = 1.

10: else if (di(q) � Dq) and (di(v) � Dv) and (di(p) > Dp) then
11: User i 2 Aqv hence assign to BSs q and v, i.e., ai(q) = ai(v) = 1.
12: else if (di(v) � Dv) and (di(p) � Dp) and (di(q) > Dp) then
13: User i 2 Avp hence assign to BSs v and p, i.e., ai(v) = ai(p) = 1.
14: else if (di(p) � Dp) and (di(q) � Dq) and (di(v) � Dv) then
15: User i 2 Apqv hence assign to BSs p, q and v, i.e., ai(p) = ai(q) = ai(v) = 1.
16: end if
17: end for

SINR is maintained at each user. First, the optimisation problem for MBF is stated as

min
wi

UX

i=1

wH
i wi

subject to
wH
i RiwiPU

t=1;t6=i wH
t Riwt + �2

� i; 1 � i � U;
(3.16)

where i is the required SINR at user i and wi =
h
xTi (1) xTi (2) � � � xTi (N)

iT
.

Following the same technique in the proof of the theorem 1 in [32], one can show
that the solution to the Lagrange dual problem of (3.16) is identical with the solution
to the following dual-uplink problem

min
pi

UX

i=1

pi

subject to max
ŵi

piŵH
i RiŵiPU

t=1;t6=i ptŵH
i Rtŵi + �2ŵH

i ŵi
� i;

1 � i � U;

(3.17)

where pi = �i�2 and ŵi, i.e., ŵH
i ŵi = 1, are the dual-uplink power and a dual-

uplink beamforming vector for user i, respectively, and �i is the ith Lagrange multiplier
associated with the ith constraint in (3.16).
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Figure 3.4: A distributed antenna system with zone classi�cations for the UPA algo-
rithm [31].

To �nd an iterative solution to the problem (3.17), the set of constraints is rewritten
in the following equivalent form:

p � �t(p) (3.18)

where

p =
h
p1 p2 � � � pU

iT
; (3.19)

� = diag [1; 2; � � � ; U ] ; (3.20)

Qi (p) =

 
UX

t=1;t6=i

ptRt + �2I

!

; (3.21)

t(p) =
h
t1 (p) t2 (p) � � � tU (p)

iT
(3.22)
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and �nally

ti (p) = min
ŵi

ŵH
i Qi (p) ŵi

ŵH
i Riŵi

; (3.23)

which is the e�ective interference function of user i. The dual-uplink problem (3.17)
can be recast as follows

min
pi

UX

i=1

pi

subject to p � �t(p):

(3.24)

One can verify the fact that the uplink vector ŵ?
i maximising the left hand side of

the ith constraint in (3.17) is identical with the vector minimising the right hand side
of (3.23). Vector ŵ?

i is determined as the eigenvector associated with the maximum
eigenvalue, i.e., the dominant eigenvector, of the following matrix

Gi = piQ�1
i (p) Ri: (3.25)

In order to solve the dual-uplink problem (3.24), let us introduce the following
lemma:

Lemma 3.1. The interference function t(p) is standard as it satis�es the following
criteria for all p � 0:

� Positivity: t(p) � 0.

� Monotonicity: If p � p0 then t(p) � t(p0).

� Scalability: For all � > 1 then �t(p) � t(�p).

Proof. � Positivity: As Ri is positive-semide�nite for all i, it is easy to verify from
(3.23) that t(p) � 0 for all p � 0.

� Monotonicity: If p � p0, using (3.23) we calculate ti(p) � ti(p0) as follows:

ti(p) � ti(p0) =
PU

t=1;t6=i (pt � p0
t) ŵ?H

i Rtŵ?
i

ŵ?H
i Riŵ?

i
� 0;

for all 1 � i � U . Therefore t(p) � t(p0).

� Scalability: For all � > 1, �ti(p) is calculated as

�ti(p) =
PU

t=1;t6=i �ptŵ
?H
i Rtŵ?

i + ��2ŵ?H
i ŵ?

i

ŵ?H
i Riŵ?

i
: (3.26)

From (3.26), one can verify that

�ti(p) >
PU

t=1;t6=i �ptŵ
?H
i Rtŵ?

i + �2ŵ?H
i ŵ?

i

ŵ?H
i Riŵ?

i
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or �ti(p) > ti(�p) for all 1 � i � U . Therefore �t(p) � t(�p).

According to [74], if t(p) is standard and � is a diagonal matrix of positive elements,
the solution to the dual-uplink problem (3.24) can be found via the following iterative
algorithm:

p (n + 1) = �t (p (n)) : (3.27)

When the optimal values of user i for the problem (3.17) are determined, i.e., p?i
and ŵ?

i , its downlink beamforming vector is calculated using the optimal uplink beam-
forming vector. In the following we �nd the expression for the downlink beamforming
vector.

Rearranging the primal constraint in (3.16) yields

UX

t=1

wH
t Riwt + �2 � wH

i Riwi

�
1 +

1
i

�
� 0; 81 � i � U: (3.28)

Using algebra, the Lagrangian of the problem (3.16), can be written as

L(wi; �i) =
UX

i=1

�i�2 +
UX

i=1

wH
i

 

I +
UX

t=1

�tRt � �i
�

1 +
1
i

�
Ri

!

wi: (3.29)

At the optimal point, i.e., �?i and w?
i , the gradient of Lagrangian (3.29) with respect

to wi vanishes. Using algebra and the fact that p?i = �?i�2, one can arrive at
 

I�2 +
UX

t=1

p?tRt � p?i

�
1 +

1
i

�
Ri

!

w?
i = 0: (3.30)

Hence,
 

I�2 +
UX

t=1;t6=i

p?tRt

!

w?
i �

p?i
i

Riw?
i = 0: (3.31)

Therefore,

iw?
i = p?i

 

I�2 +
UX

t=1;t6=i

p?tRt

!�1

Riw?
i : (3.32)

The optimal uplink-beamforming vector ŵ?
i is the dominant eigenvector of the matrix
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Gi in (3.25). Denoting the maximum eigenvalue of the matrix Gi as �i, one can write

p?i

 

I�2 +
UX

t=1;t6=i

p?tRt

!�1

Riŵ?
i = �iŵ?

i : (3.33)

Comparing (3.32) and (3.33), one can conclude that downlink-beamforming vector is
a scaled version of the uplink-beamforming vector which can be expressed as

w?
i =

p
�iŵ?

i : (3.34)

Since the constraint in the original problem (3.16) can be reformulated in a relaxed
semi-de�nite-programming form [31], which is convex, then strong duality holds. There-
fore

PU
i=1 w?H

i w?
i =

PU
i=1 p

?
i . Using complementary slackness from KKT conditions of

the downlink problem with �i > 0, one can arrive at

UX

t=1;t6=i

iw?H
t Riw?

t + i�2 � w?H
i Riw?

i = 0; 81 � i � U: (3.35)

Substituting for w?
i from (3.34) yields

�iŵ?H
i Riŵ?

i �
UX

t=1;t6=i

i�tŵ?H
t Riŵ?

t = i�2; 81 � i � U: (3.36)

Denoting a =
h
�1 �2 � � � �U

iT
, c =

h
1�2 2�2 � � � U�2

iT
and U � U matrix

B where the (i; j)th entry is

Bi;j =

(
ŵ?H
i Riŵ?

i ; if i = j
�iŵ?H

j Riŵ?
j ; if i 6= j

(3.37)

for all i; j 2 f1; 2; � � � ; Ug, (3.36) can be rewritten as

Ba = c: (3.38)

Hence
a = B�1c: (3.39)

The proposed iterative downlink algorithm for MBF is summarised in algorithm 3.2.
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Algorithm 3.2 Iterative downlink algorithm for MBF
1: De�ne a stopping point �.
2: n = 1.
3: Initialise p (n) � 0.
4: For 1 � i � U , �nd ŵi (n) as the dominant eigenvector of the matrix Gi(n) =
pi (n) Q�1

i (p (n)) Ri and calculate ti (p (n)) = ŵH
i (n)Qi(p(n))ŵi(n)

ŵH
i (n)Riŵi(n) .

5: Update p (n+ 1) = �t (p (n)).
6: n = n+ 1.
7: Repeat steps 4 to 6 until k p (n + 1) � p (n) k� �.
8: p? = p (n+ 1) and ŵ?

i = ŵi (n+ 1).
9: The optimal downlink beamforming vector for user i is given as w?

i =
p
�iŵ?

i .

3.5 Simulation results

3.5.1 Simulation setup
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Figure 3.5: An example of random user distributions used in Monte-Carlo simulations.

In this section, an isolated 3-cell scenario which is used by several previous works,
e.g., [69, 75], is used to evaluate the performance of the proposed beamforming scheme.
In particular, one or two users were randomly distributed per cell such that they are
located within the 3 adjacent sectors of 3 neighbouring cells. With this setup, a critical
scenario in terms of severeness of inter-cell interference is considered. A set of locations

54

Chapter2/ch3-38.eps


Chapter 3: Multi-cell beamforming

of 3 or 6 randomly users are referred to as one user distribution. Fig. 3.5 illustrates
an example of one user distribution with 3 users. Monte Carlo simulations are carried
out over 100 independent user distributions.
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Figure 3.6: Norm residue versus number of iterations with 6 users, di�erent required
SINRs and number of antenna elements.

The antenna array element spacing in each sector is �=2. The downlink carrier
frequency is assumed at 2 GHz. The simulation setup assumes 5 scatterers per user
and a standard deviation of 2� for the angular spread. It is assumed that the noise
power spectral density for all users is -174 dBm/Hz, the noise �gure at each user’s
receiver is 5 dB and the subcarrier bandwidth is 15 kHz wide. The array antenna gain
for all BSs is set at 15dBi. The simulation setup uses 128:1 + 37:6log10(l), where l is in
kilometers, as the path loss model and assume log-normal shadowing with a standard
deviation of 8 dB. A Complex Gaussian distribution with a variance of 1=2 on each of
its real and imaginary components is set for the downlink channel fading coe�cients.
Also, any two neighbouring BSs are located 3 km apart from one another.

3.5.2 Performance evaluation

The proposed scheme’s convergence is observed and its performance is compared with
a baseline scheme in [31]. In the baseline scheme, the original problem (3.16) is recast
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Figure 3.7: Norm residue versus number of iterations with 3 and 6 users, 8 antenna
elements and required SINR of 15 dB.

in a semi-de�nite-programming form [45]. Then, the SeDuMi solver [46] is used to
attain the optimal global solution.

Figs. 3.6 and 3.7 represent the convergence of the proposed algorithm. In these
�gures, norm residue is plotted versus a number of iterations, where the norm residue
of nth iteration is de�ned as k p(n) � p? k in which p? is the optimal value.

The convergence of the proposed algorithm depends on the number of antenna
elements and targeted SINRs. It is clear from Fig. 3.6 that with the same number
of active users, the more number of antenna elements, the faster the convergence is.
Moreover, it is also shown in the �gure that with a given number of antenna elements,
the algorithm converges faster with a lower required SINR.

The convergence of the algorithm is also a�ected by the number of active users.
It can be observed from Fig. 3.7 that with a given number antenna elements and the
same required SINR, the proposed algorithm converges faster with a smaller number
of active users.

Results show that the proposed algorithm converges quickly. For example, after 16
iterations, the trend of the norm residue with 3 users levels o� at around 10�15 while
the one with 6 users requires 31 iterations to level o�, i.e., Fig. 3.7. With the 6 users
scenario in Fig. 3.6, after 50 iterations, the residue norms are all around 10�14 and
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Figure 3.8: Total power comparisons between the iterative algorithm and baseline with
6 users.

10�17 except one at 10�7.
Fig. 3.8 shows total power comparisons between the iterative algorithm and the

baseline using the SeDuMi solver. The curves for iterative algorithm were attained
over 50 iterations. Fig. 3.8 con�rms that the proposed iterative algorithm achieves the
same performance as the baseline.

3.6 Conclusion

In this chapter, a multi-cell beamforming scheme has been proposed to minimise the
total transmit power across the network while maintaining required SINR level for each
user. Downlink beamforming vectors for all users of the network are jointly designed as
if all coordinating BSs were a single BS. A channel model of distributed-array antenna
has been introduced. The model captures angular spreads due to the existence of local
scatterers surrounding each user. A spatial covariance matrix for the DAA channel
model has been derived. In order to reduce backhaul burden, the network is divided
into several triangular zones where 3 adjacent BSs are located at vertices of a triangular
zone. As a user is always con�ned to a triangular zone, data for that user will only be
circulated within 3 BSs of that triangular zone. Then, a user position aware algorithm

57

Chapter2/ch3-com.eps


Chapter 3: Multi-cell beamforming

has been introduced for a triangular zone such that any user is only allocated to the
nearby BSs. An iterative algorithm has been proposed to �nd optimal solution to the
optimisation problem of multi-cell beamforming using uplink-downlink duality. The
convergence of the algorithm depends on the number of antenna elements, the targeted
SINRs and the number of active users. Monte-Carlo simulation results con�rm that
the proposed algorithm can attain the optimal solution with the accuracy of 10�7 for
the worst case, after just 50 iterations. In this chapter, BSs are coordinated at signal
level where user data are shared amongst BSs. In order to reduce backhaul burden, a
beamforming scheme that does not require users’ data circulation is developed in the
next chapter.
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Coordinated beamforming

In order to avoid data circulation, BSs are allowed to cooperate at beamforming level.
This chapter covers a coordinated beamforming (CBF) scheme for a multi-cell scenario
where precoding/beamforming vectors for all coordinating BSs are jointly designed in
a manner that each BS only transmits to local users. Total transmit power across
coordinating BSs is minimised while keeping the signal-to-interference-plus-noise ratio
(SINR) at each user above the required level. The optimisation problem for CBF
is formulated in a standard semide�nite programming form using both instantaneous
and second-order-statistical channel state information. Taking into consideration the
uncertainty in the estimation of channel covariance matrix, the CBF algorithm based
on the second-order-statistical properties of channel is developed so that the robustness
of the designed system parameters is guaranteed within a tolerable channel estimation
error. It is shown that, although this robustness comes at the expense of increased
overall power, a signi�cant reduction in signalling overhead can be attained with a
minor increase in total transmit power at moderately low SINRs.

4.1 Introduction

The problem of �nding beamforming vectors that minimise the transmit power at a
base station (BS) while maintaining certain levels of signal-to-interference-plus-noise
ratios (SINRs) for its users is known as a non-convex optimisation problem [56] which
is NP-hard. Semide�nite programming (SDP) [45], otherwise known as linear matrix
inequalities programming, is regarded as a convex optimisation technique [56]. Using
SDP to implement beamforming schemes in practice has become easier thanks to re-
cent advances in real-time convex optimisation [76]. Elegant frameworks have been
proposed in [56] and [22] to formulate the aforementioned optimisation problem in a
standard SDP form employing channel covariance matrix and instantaneous channel
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state information (CSI), respectively, in a single-cell scenario. When neighbouring BSs
use di�erent carrier frequencies, these solutions work in a multi-cell network, other-
wise, they face the ping-pong-e�ect problem with cell-edge users, i.e., each BS keeps
increasing its transmit power to maintain its users’ required SINRs, due to inter-cell
interference. Recently, the work in [56] has been developed in [77] to independently
design beamforming vectors in each BS while tolerating controlled levels of interference
from users of other cells. The solution solves the ping-pong-e�ect problem, although,
the total transmit power across all BSs is not always globally optimal.

In order to achieve the global optimal solution to the total transmit power, beam-
forming vectors for all coordinating BSs should be jointly designed in a manner that
each BS only transmits to local users. This technique is referred to as coordinated
beamforming (CBF). It is most likely that no work to formulate optimisation problem
for CBF, i.e., multi-cell scenario, in a SDP form has ever been carried out. Based on
Lagrangian theory, an iterative algorithm has been proposed in [71] to solve the opti-
misation problem for CBF with instantaneous CSI. This is referred to as iCBF scheme
in this chapter. The downlink beamforming vectors of the iCBF are determined by
multiplication of some scalars and the corresponding virtual uplink beamforming vec-
tors which, in turn, are found by the MMSE solution, i.e., [71]. Limitation of the dual
uplink solution to MMSE can be interpreted as an additional constraint to the origi-
nal optimisation problem. This additional constraint degrades system performance as
the feasibility region of the equivalent problem is smaller than the one of the original
problem.

In this chapter, in order to avoid the problem of narrowing down the original fea-
sibility region imposed by iCBF, the optimisation problem for CBF is formulated in
the SDP form. Casting of the problem in the SDP form is independent of the uplink
and downlink duality. The proposed scheme uses instantaneous CSI which requires
frequent signaling amongst users and the serving BSs. According to [36], the variation
of CSI due to the motion of a user can be con�ned to a certain subspace. Therefore, in
this work, a CBF scheme using channel covariance matrix is developed. The scheme is
designed to tolerate a certain level of error in the estimation of the covariance matrix.
Despite the occurrence of the robustness at the expense of increased transmit power,
a signi�cant reduction in signaling overhead can be achieved with a minor increase in
total transmit power at moderately low SINRs.

The chapter is organised as follows. Section 4.2 introduces the system model.
Sections 4.3 and 4.4 formulate the optimisation problem for CBF using instantaneous
CSI and channel covariance matrix, respectively. Simulation results are presented and
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Figure 4.1: Illustration of a network of 3 cells with 3 users, i.e., 1 user per cell. Users
are randomly dropped within the triangle.

discussed in Section 4.5. Finally, Section 4.6 concludes the chapter.

4.2 System model

Consider the downlink for a joint-processing network of N cells in which a BS of
each cell is equipped with M antennas. Without any loss of generality, assuming that
each cell has U users. Within that network, the same carrier frequency is used to
support NU simultaneous single-antenna users. Fig. 4.1 illustrates an example of a
network of 3 cells with 1 user per cell. Let wi(p) 2 CM�1 represent the beamforming
vector for the ith user of cell p, si(p) denote the ith user’s symbol at the pth cell,
xp =

PU
i=1 wi(p)si(p) be the transmitted signal by the pth base station, i.e., xp 2 CM�1,

and x =
h
xT1 xT2 � � � xTN

iT
. It is assumed that E

�
s�
i(p)si(p)

�
= 1 for all users.

Furthermore, let

Hi(p) =

2

6666
4

hi(p)(1) 0 � � � 0
0 hi(p)(2) � � � 0
...

...
...

...
0 0 � � � hi(p)(N)

3

7777
5
; (4.1)
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where the subscript i(p) denotes user i in cell p, hi(p)(q) 2 C1�M is the channel of user
i(p) as seen by cell q and 0 represents 1�M vector with all zeros elements. Throughout
the paper, i; u;m 2 f1; 2 � � � ; Ug while p; q 2 f1; 2 � � � ; Ng. The received signal at user
i(p), i.e., yi(p) 2 C, is

yi(p) =
NX

q=1

eTq Hi(p)x + zi(p); (4.2)

where zi(p) is the zero mean circularly symmetric complex Gaussian (ZMCSCG) random
variable, i.e., zi(p) � N(0; �2

N ), modeling the additive white Gaussian noise at the
receiving point of user i(p).

4.3 Coordinated beamforming using instantaneous
channel state information

For a joint-designing purpose, N vectors wi(p) of N di�erent cells are collected in a
vector wi 2 CNM�1 as

wi =

2

66664

wi(1)
wi(2)

...
wi(N)

3

77775
: (4.3)

Each vector wi contains precoding vectors for the ith group of N users. In general, the
number of active users in each cell may be di�erent which results in less than N active
users in certain groups. A non-zero vector wi(p) in wi indicates an active user within
cell p of group i. The optimisation problem for the joint design of precoding vectors in
CBF is formulated as

min
wi

UX

i=1

wH
i wi

subject to SINRi(p) � i(p);

for all 1 � p � N; 1 � i � U

(4.4)

where i(p) is the targeted SINR of user i(p) and the value of SINRi(p) is given as

SINRi(p) =

��eTp Hi(p)wi
��2

PU
u=1;u 6=i

��eTp Hi(p)wu
��2 +

PN
q=1;q 6=p

PU
m=1

��eTq Hi(p)wm
��2 + �2

N

: (4.5)

Denoting
W =

h
w1 w2 � � � wK

i
; (4.6)
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SINRi(p) is rewritten as

SINRi(p) =

��eTp Hi(p)Wei
��2

PU
u=1;u 6=i

��eTp Hi(p)Weu
��2 +

PN
q=1;q 6=p

PU
m=1

��eTq Hi(p)Wem
��2 + �2

N

: (4.7)

Introducing a slack variable P0, (4.4) is recast as follows

min
W;P0

P0

subject to SINRi(p) � i(p);

Tr
�
WHW

�
� P0

for all 1 � p � N; 1 � i � U:

(4.8)

In the following, the optimisation problem (4.8) is transformed into standard SDP
form. First, rearranging the SINR constraint in (4.8) yields

1
i(p)

��eTp Hi(p)Wei
��2 �

UX

u=1;u 6=i

��eTp Hi(p)Weu
��2 +

NX

q=1;q 6=p

UX

m=1

��eTq Hi(p)Wem
��2 + �2

N : (4.9)

Adding
��eTp Hi(p)Wei

��2 to both sides of (4.9) results in

�
1 +

1
i(p)

� ��eTp Hi(p)Wei
��2 �

NX

q=1

UX

m=1

��eTq Hi(p)Wem
��2 + �2

N : (4.10)

It can be veri�ed that

NX

q=1

UX

m=1

��eTq Hi(p)Wem
��2 =

vec
�
Hi(p)W

�2 = kvec (PiHpW)k2 (4.11)

where

Hp =

2

66664

H1(p)

H2(p)
...

HU(p)

3

77775

and
Pi =

h
� � �

... 0
... I

... 0
... � � �

i

is a N �NU permutation block matrix with N �N identity matrix I as the ith block
and blocks of N �N all zero matrices 0 elsewhere.
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Using (4.11), (4.10) is rewritten as follows

�
1 +

1
i(p)

� ��eTp Hi(p)Wei
��2 �



"
vec (PiHpW)

�N

#

2

: (4.12)

Let W? be an optimal solution to (4.8) and

D =

2

66664

ej 1 0 � � � 0
0 ej 2 � � � 0
...

...
...

...
0 0 � � � ej U

3

77775

where  i is an arbitrary phase. Consider A = (W?D)H (W?D). Using (4.6) one can
write

A =

2

66664

wH
1 w1 wH

1 w2ej( 2� 1) � � � wH
1 wUej( U � 1)

wH
2 w1ej( 1� 2) wH

2 w2 � � � wH
2 wUej( U � 2)

...
...

...
...

wH
U w1ej( 1� U ) wH

U w2ej( 2� U ) � � � wH
U wU

3

77775
: (4.13)

On the other hand, denoting B = (W?)H W? then

B =

2

6666
4

wH
1 w1 wH

1 w2 � � � wH
1 wU

wH
2 w1 wH

2 w2 � � � wH
2 wU

...
...

...
...

wH
U w1 wH

U w2 � � � wH
U wU

3

7777
5
: (4.14)

From (4.13) and (4.14), it is clear that Tr [A] = Tr [B]. Moreover, plugging W?D
and W? into (4.7) result in the same value. Therefore, if W? is an optimal solution
to the problem (4.8), then W?D is also an optimal solution. As a result, one can
design the beamforming matrix W up to an arbitrary phase scaling so that the scalar
eTp Hi(p)Wei is always non-negative and real. Then, from (4.12), we can write the SINR
constraint in a second-order-cone form as

s

1 +
1
i(p)

eTp PiHpWei �



"
vec (PiHpW)

�N

#
(4.15)
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for all 1 � p � N; 1 � i � K. Equivalently,
2

66
4

q
1 + 1

i( p)
eTp PiHpWei

vec (PiHpW)
�N

3

77
5 �K 0; 1 � i � U; 1 � p � N: (4.16)

Using the Schur complement (see Chapter 2), the second-order-cone constraint in (4.16)
can be cast in a semi-de�nite (also known as linear matrix inequalities) form as

Li(p) =

2

66
4

q
1 + 1

i( p)
eTp PiHpWei

h
vecH (PiHpW) �N

i

"
vec (PiHpW)

�N

#
q

1 + 1
i( p)

eTp PiHpWeiI

3

77
5 � 0

for all 1 � p � N; 1 � i � U .
Finally, the left hand side of the power constraint in (4.8) can be rewritten as

Tr
�
WHW

�
= kvec (W)k2 : (4.17)

Then, the power constraint in (4.8) is cast in the second-order-cone form as

p0 � kvec (W)k (4.18)

or "
p0

vec (W)

#

�K 0 (4.19)

where p0 =
p
P0. Therefore, the power constraint is written in semi-de�nite form as

N =

"
p0 vecH (W)

vec (W) p0I

#

� 0: (4.20)

Now the CBF problem is recast in the SDP form as

min
W;p0

p0

subject to Li(p) � 0;N � 0;

for all 1 � p � N; 1 � i � U:

(4.21)

The problem stated in (4.21) can be solved by using an optimisation package, e.g., the
SeDuMi solver [46], to attain the precoding matrix W.
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4.4 Robust coordinated beamforming using second-
order-statistical channel state information

In the following, a robust CBF scheme that can tolerate a certain level of error in
the estimation of channel covariance matrix is developed. De�ne a channel covariance
matrix Ri(p)(q) = E

�
hHi(p)(q)hi(p)(q)

�
. Let R̂i(p)(q) be the estimated value of the true

channel covariance matrix Ri(p)(q) and � be the uncertainty matrix of the estimation,
i.e., Ri(p)(q) = R̂i(p)(q)+�. Moreover, it is assumed that the Frobenius norm of matrix
� is upper bounded by �, i.e., k�kF � �. The value of � represents the tolerable error
level of the proposed beamforming scheme. According to Section 2.4 of [78], the true
channel covariance matrix can be bounded below and above by

Ri(p)(q) � Ri(p)(q) � Ri(p)(q) (4.22)

where

Ri(p)(q) = R̂i(p)(q) � �I; (4.23)

Ri(p)(q) = R̂i(p)(q) + �I (4.24)

and the notation A � B implies that the matrix B � A is positive semide�nite.
Let Bt

n (R) be an operation which creates a diagonal block matrix of n blocks with
R at the tth block and (n�1) blocks of all zero matrices 0 with the same dimension as
R elsewhere. For joint beamforming design, we denote Q̂i(p)(q) = Bq

N

�
R̂i(p)(q)

�
and

Aq = Bq
N (I), where R̂i(p)(q) and I are M � M matrices. The worst case of SINR of

user i of cell p, i.e., \SINRi(p), is given as

wH
i

h
Q̂i(p)(p) � �Ap

i
wi

PU
u=1;u 6=i wH

u

h
Q̂i(p)(p) + �Ap

i
wu +

PN
q=1;q 6=p

PU
m=1 wH

m

h
Q̂i(p)(q) + �Aq

i
wm + �2

N

:

(4.25)
The target is to �nd beamforming vectors that minimise the total transmit power

while guaranteeing the worst case of SINR above the required level. The optimisation
problem is stated as

min
wi

UX

i=1

wH
i wi

subject to \SINRi(p) � i(p);

for all 1 � p � N; 1 � i � U;

(4.26)
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where wi and i(p) are de�ned in Section 4.3.
De�ning a Hermitian-positive-semide�nite matrix Fi = wiwH

i , using the equality
aHRa = Tr

�
RaaH

�
and rearranging the constraint in (4.26), one can arrive at

1
i(p)

Tr
h�

Q̂i(p)(p) � �Ap

�
Fi

i
�

UX

u=1;u 6=i

Tr
h�

Q̂i(p)(p) + �Ap

�
Fu

i

�
NX

q=1;q 6=p

UX

m=1

Tr
h�

Q̂i(p)(q) + �Aq

�
Fm

i
� �2

N � 0:

(4.27)

Subtracting and adding Tr
h�

Q̂i(p)(p) + �Ap

�
Fi

i
to the left hand side of (4.27) yields

1
i(p)

Tr
h�

Q̂i(p)(p) � �Ap

�
Fi

i
�

NX

q=1

UX

m=1

Tr
h�

Q̂i(p)(q) + �Aq

�
Fm

i
� �2

N

+Tr
h�

Q̂i(p)(p) + �Ap

�
Fi

i
� 0:

(4.28)

Denoting the left hand side of (4.28) by Ci(p) one can proceed as

Ci(p) =
�

1 +
1
i(p)

�
Tr
h
Q̂i(p)(p)Fi

i
�

NX

q=1

UX

m=1

Tr
h
Q̂i(p)(q)Fm

i
� �2

N

+�
�

1 �
1
i(p)

�
Tr [ApFi] � �

NX

q=1

UX

m=1

Tr [AqFm] (4.29)

=
�

1 +
1
i(p)

�
Tr
h
Q̂i(p)(p)Fi

i
�

NX

q=1

UX

m=1

Tr
h
Q̂i(p)(q)Fm

i
� �2

N

+�
�

1 �
1
i(p)

�
Tr [ApFi] � �

UX

m=1

Tr [Fm] : (4.30)

From (4.29) to (4.30), the following fact has been used:

NX

q=1

UX

m=1

Tr [AqFm] =
UX

m=1

Tr

"
NX

q=1

AqFm

#

=
UX

m=1

Tr [IFm] =
UX

m=1

Tr [Fm] : (4.31)
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Introducing a slack variable To, (4.26) is recast in the SDP form as

min
Fi;To

To

subject to Ci(p) � 0;

To �
UX

i=1

Tr [Fi] � 0; (4.32)

Fi = FH
i � 0; for all 1 � p � N; 1 � i � U;

where the third constraint ensures that Fi is a Hermitian and a positive semide�nite
matrix. If the rank of Fi is one, then the problems in (4.32) and (4.26) are equivalent.
Otherwise, the randomisation technique in [54] can be used to produce a set of rank-
one solutions of Fi for (4.26). Given a rank one Fi solution, one can easily verify that
the ith beamforming vector wi can be obtained by wi =

p
�ixi, where �i and xi are the

eigenvalue and the eigenvector of Fi, respectively.

4.5 Simulation results

In this section, the proposed beamforming strategies are compared against the iCBF
scheme introduced in [71].

4.5.1 Simulation setup

This chapter considers an isolated 3-cell scenario which is used by several previous
works, e.g., [69, 75], to evaluate the performance of those beamforming schemes. As
shown in Fig. 4.1, users are randomly dropped in the critical area within the triangle.
A set of 3 or 6 randomly dropped users within 3 adjacent sectors of 3 neighbouring
cells is referred to as one user location. A correlated channel model, similar to [49] and
[79], is obtained by factorising hi(p)(q) in (4.1) as

hi(p)(q) = hwR1=2
i(p)(q); (4.33)

where hw 2 C1�M is randomly generated ZMCSCG variables with unit variance,
Ri(p)(q) 2 CM�M is the spatial covariance matrix of user i(p) as seen by BS q. As
shown in (3.15), the (m;n)th element of the spatial covariance matrix Ri(p)(q) in (4.33)
is given by

QX

t=1

Lti(p)(q)�
2
Fe

�0:5 ( �s ln10) 2

100 e
j2��

� [(n�m)sin�i( p) (q)]e�2[ �� �
� f(n�m)cos�i( p) (q)g]2

;
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Table 4.1: Simulation parameters

Parameter Value
Number of cells (N) 3
Number of users per sector (K) 1 or 2
Number of antennas per sector (M) 6
Antenna spacing �=2
Array antenna gain 15 dBi
Downlink carrier frequency 2 GHz
Noise power spectral density (all users) -174 dBm/Hz
Noise �gure at user receiver 5 dB
BS-to-BS’s distance 3 km
Path loss model (l in km ) 128:1 + 37:6log10(l)
Angular o�set’s standard deviation 2�

Log-normal shadowing’s standard deviation 8 dB
Number of scatterers per user 5
Subchannel bandwidth’s wide 15 kHz

where m;n 2 [1;M ], Q is the number of randomly distributed scatterers in the vicinity
of each user, Lti(p)(q) is the path loss coe�cient between BS q and the scatterer t of
user i(p), �2

F is the variance of the complex Gaussian fading coe�cient between BS q
and scatterer t, �s is the standard deviation of the log-normal shadow fading coe�cient
between BS q and scatterer t, i.e., 10� x

10 , x � N(0; �2
s ), � is the distance between any

two adjacent antenna elements at BSs, � is the carrier wavelength and �i(p)(q) is the
angle of departure for user i(p) with respect to the broadside of the array of BS q.
Furthermore, it is assumed that the resulting angle spread/o�set due to the scatterers
is distributed according to a zero mean normal distribution with standard deviation
of �. Simulation parameters are shown in table I. Each simulation cycle to �nd the
average transmitted power per subchannel is averaged over 100 random user locations
with 10,000 channel realisations per location for those schemes using instantaneous
CSI. The SeDuMi solver [46] is used to attain the optimal solutions to the problems of
proposed CBF schemes.

4.5.2 Performance evaluation

For di�erent beamforming strategies, Figs. 4.2 and 4.3 show the variation of the sum-
transmit power of 3 BSs against targeted SINR levels at user terminals with 3 users
and 6 users, respectively. Results for CBF using channel covariance matrix have been
attained with perfect estimation, i.e., � = 0.
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Figure 4.2: Total transmit power against targeted SINR at each user with 3 users.
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Figure 4.3: Total transmit power against targeted SINR at each user with 6 users.
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Figure 4.4: Total transmit power against targeted SINR at each user with 3 users and
various values of �.

It can be observed from Figs. 4.2 and 4.3 that despite using the same instantaneous
CSI there is a gap between the CBF solution developed in this paper and the iCBF
algorithm proposed in [71]. This performance gap can be explained as follows. The
feasibility region of the iCBF optimisation problem in [71] is more restricted than the
CBF optimisation problem in (4.4). In [71], the downlink beamforming vectors of
the iCBF are found as the multiplication of some scalars by the corresponding virtual
uplink beamforming vectors which are in turn found by the MMSE solution. Limitation
of the dual uplink solution to MMSE can be interpreted as an additional constraint
to the original optimisation problem (4.4). However this additional constraint is not
imposed when formulating (4.4) in the SDP form. In other words, the iCBF algorithm
only searches for the precoding vectors satisfying MMSE conditions within the original
feasibility region of (4.4) while the CBF scheme introduced in this paper freely searches
for every possible solution within the same original feasibility region.

From Figs. 4.2 and 4.3, one can conclude that CBF using channel covariance matrix
is recommended instead of CBF using instantaneous CSI if the targeted SINR per user
is less or equal 10 dB, since the former requires slightly higher transmit power but
demands less signaling overhead than the latter. However, having instantaneous CSI
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results in a high power saving in comparison with using channel covariance matrix
when the targeted SINR per user is greater than 10 dB.

Fig. 4.4 illustrates the e�ect of estimation error on the performance of the proposed
CBF using channel covariance matrix. At a given SINR, the total transmit power
increases as the error level increases. For instance, at the targeted SINR of 10 dB the
total transmit power is 7.3 dBm for � = 0:01 while it is 8.9 dBm for � = 0:1. For a
given total transmit power, the lower level of error, the higher SINR can be attained.
For example, at the total transmit power of 15 dBm, the scheme can attain 12 dB of
SINR with � = 0:1 whereas it can provide more than 14 dB of SINR with � = 0:01.
The fact can be explained as follows. Increasing the level of error in the estimation of
channel covariance matrix is equivalent to the increase in the uncertainty of location
of a user. Therefore, to ensure the required SINR for that user, the beam toward it
needs to be wider. As a result, the transmit power increases.

It is worth noting that by using channel covariance matrix instead of instantaneous
CSI, we accept more uncertainty/error in CSI estimation. Keeping that in mind to
observe Figs. 4.2, 4.3 and 4.4, one can conclude that the performance of the proposed
CBF schemes tend to converge at low region of SINR disregarding the level of uncer-
tainty/error in CSI estimation. The observation points to the conclusion that signaling
overhead between BSs and users can be signi�cantly reduced with a minor sacri�ce in
terms of total transmit power when required SINRs are moderately low.

4.6 Conclusion

In this chapter, cooperation amongst BSs is performed at beamforming level to reduce
backhaul burden. Beamforming vectors are jointly designed for coordinating BSs in
a manner each BS only transmits to its own users. This chapter also aims to min-
imise the total transmit power across the network while maintaining required SINR
level for every user. The optimisation problem for coordinated beamforming (CBF)
using instantaneous CSI has been formulated in standard semide�nite programming
(SDP) form. In order to reduce signalling overhead in attaining instantaneous CSI,
the optimisation problem for CBF has also been cast in SDP form using second order
statistical CSI, i.e., channel covariance matrix. The scheme is designed to tolerate a
certain level of error in the estimation of the covariance matrix. Simulation results
reveal that although the robustness comes at the cost of increased transmit power, a
signi�cant reduction in signaling overhead can be achieved with a minor increase in
total transmit power at moderately low SINRs. The results also show that the perfor-
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mance of two proposed CBF schemes tend to converge at the moderately low region of
SINR disregarding the level of uncertainty/error in CSI estimation.

Since backhaul is essential to implement MBF and CBF, the next chapter proposes
wireless backhaul protocols to enable links amongst coordinating BSs. Then a frame-
work is introduced to evaluate the overall performance that includes backhaul a�ects
of the proposed MBF and CBF schemes.
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Wireless backhaul for multi-cell
processing

This chapter derives upper bounds on the throughput of the wireless backhaul link
within a cluster of inter-connected three BSs or a cluster of a controlling BS and
three �xed relay stations (RSs). Ring and Star protocols are proposed and analysed,
respectively, for the former and the latter using network coding concept. The protocols
can be used individually or in an overlaid fashion in a coordinated multi-cell system
or in a cellular-distributed-antenna system to exchange information in the backhaul.
In order to avoid the weakest link both acting as a bottleneck and determining the
backhaul throughput, optimising time sharing factors that compensate for the resulting
bit imbalances in the backhaul are derived. Based on the proposed Ring protocol for
the wireless backhaul, a framework to evaluate the performance of the proposed MBF
and CBF schemes is introduced.

5.1 Introduction

Recently, the idea of converting harmful inter-cell interferences into useful signals has
motivated multi-cell processing (MCP) allowing inter-cell cooperation [23{26, 80, 81].
In MCP, multiple BSs are interconnected via a backhaul and their spatially distributed
antennas are coordinated via joint decoding and encoding of messages, both in the up-
link and in the downlink, e.g., [80{82]. Recent studies, i.e., [23{25], have con�rmed the
existence of high achievable gains of MCP in terms of coverage, performance and data
rate. Furthermore, MCP in conjunction with a cellular-distributed-antenna system,
i.e., [81], [83] and [84], can achieve a substantial energy saving at BSs through dis-
tributed antenna beamforming towards the intended users, forming nulls towards the
unintended ones and avoiding long-range transmissions in the entire cellular network.
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Distributed beamforming or multi-cell beamforming that is pivotal in coordinated
multi-cell and distributed antenna systems relies on the exchange of information in
an inter-connecting backhaul [26], [70] and [7]. Unlike conventional beamforming,
where array antenna elements are co-located on one BS/RS, distributed beamforming is
performed by a system of array antennas in several geographically separated BSs/RSs.
In such scenarios, the transmitted data to the users need to be available to all BSs/RSs
participating in the distributed beamforming process [7].

In this chapter, a theoretical bound of power-saving gain obtained by splitting a
cell into tiers of smaller cells is derived. In an infrastructure arisen from cell splitting,
unoccupied UHF frequency bands with very good propagation characteristics can be
used to establish robust wireless links amongst the neighbouring BSs. This chapter
contributes to the wireless backhaul by introducing a Ring protocol to exchange infor-
mation amongst three BSs and a Star protocol to exchange information amongst three
�xed RSs and one BS as the controlling unit. Throughout the chapter, a node refers
to a BS or a RS, for simplicity. In literature, although network coding [85], [86] and,
in particular, physical network coding [87] has been used for two-way communications
between two source nodes [88{94]. Apparently, it has not yet been utilised for sharing
information amongst more than two nodes in wireless backhaul. This work is inspired
by [88], where physical network coding was used by a relay to establish a two-way
communication between two nodes. In order to achieve the maximum throughput in
the Star and Ring protocols, time sharing principles are derived. It is shown by deriva-
tion that the imbalance in the number of bits received by the controlling unit from
any two source nodes has to be minimised in the MAC phase of both protocols. The
throughput maximising expressions for the protocols are also found. Backhaul trans-
mission strategies for these models based on the signal to noise ratios of the wireless
links between the BSs are proposed.

The rest of this chapter is organised as follows. Targeted scenarios and system
model are introduced in Section 5.3. Backhaul transmission protocols for Star and
Ring models are proposed in Section 5.4. Section 5.5 covers throughput analysis for the
proposed models. Comparisons of proposed beamforming schemes using the proposed
Ring protocol are presented in Section 5.6. Finally, Section 5.7 concludes the chapter.

5.2 Cell splitting

The transmitting power level from both base stations and mobile terminals are con-
strained by not only the safety limits but also the so-called green communications. On
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the other hand, huge increases in network capacity and coverage are envisaged due to
the fast growing demand for mobile internet over the next decade. Hence, maintaining
higher data rate per user terminal would mean diminishing coverage, as high speed
transmission requires more power. Therefore, one needs to drop the coverage range,
as the transmitted power by the base stations and the mobile terminals both are cur-
rently standing at the safety limits and well above the green communications targets.
Cell splitting, i.e., dividing the existing macro cells into a number of smaller cells, can
maintain the capacity and coverage while accounting for power safety limits at mobile
terminals and avoiding high power macro cell base stations. Fig. 5.1 illustrates a
divided macro cell into 4 tiers of smaller cells.

Consider the following de�nition:

De�nition 5.1. The power saving gain in cell splitting is de�ned as

G =
Pm

eq

mP0
; (5.1)

where m is the number of small cells each having a central base station with power
P0 and Pm

eq is the required power by the macro cell base station to maintain the same
received power at any given point on the macro cell edge as the power P0 of a local
small cell base station.

The structure of dividing one cell into seven smaller cells was studied in [81] and
[83]. The power-saving again o�ered by splitting one cell into seven smaller cells was
derived in [83]. Taking a further step, this chapter studies an architecture of an N -Tier
system, where N � 2, and introduces Lemma 5.1 as follows.

Lemma 5.1. The possible power-saving gain when dividing a cell into N tiers of
smaller cells is given as:

GN =
[2:481N2 � 2:135N + 0:654]

�
2

3N2 � 3N + 1
; (5.2)

where � is the path loss exponent which typically ranges from 2 to 6, i.e., [3] and [4].

Proof. See Appendix C.

It is shown in Fig. 5.2 that G varies versus path loss exponents, with various number
of tiers N as the parameter. It should be noted that Fig. 5.2 is plotted in the worst
case where the base stations of all small cells are active with P0 transmitting power.
However, cell splitting o�ers the exibility of shutting down a base station when no
active user is present in the corresponding small cell area.

76



Chapter 5: Wireless backhaul for multi-cell processing

Figure 5.1: Dividing a cell into 4 tiers.
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Figure 5.2: Power-saving gain against path loss exponent.
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Figure 5.3: MCP scenarios: (a) Cooperative BSs. (b) Cellular distributed antenna
system.

The scarcity of the available spectrum enforces an e�cient reuse of bandwidth
resources across small cells of a divided macro cell and, inevitably, the problem of inter-
cell interference emerges as the major challenge in cell splitting. Inter-cell interference
in cellular networks is inuenced by two major factors, namely, path loss and cell size.
According to the path-loss power model [4], the attenuation of the transmitted power
over a distance d is proportional to d��, where � is the path loss exponent. For a
�xed cell size, inter-cell interference decreases exponentially with the increasing path
loss exponent, as a result of a decreasing interference from an interfering transmitter.
While, shrinking the cell size decreases the distance among the neighbouring BSs and,
hence, increases inter-cell interference. In a MCP network, since the received signals at
BSs are jointly decoded in the uplink and every user terminal receives useful signal from
the cooperating BSs in the downlink, inter-cell interference is not only eliminated but
it can also be bene�cially used to provide diversity and multiplexing gains. However,
achieving an energy e�cient MCP network depends on whether the energy consumed
on the backbone network and the joint processing can be balanced by the energy saved
as a result of the eliminating inter-cell interference.

5.3 Scenarios and system model

5.3.1 Scenarios

The proposed wireless backhaul protocols and their respective throughput characterisa-
tions are motivated by the coordinated multi-cell scenarios and their associated clusters
of cooperative BSs and/or �xed relay nodes, as depicted in Fig. 5.3. In Fig. 5.3a, a
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cluster of three nearest neighbour BSs, i.e., BS1, BS2 and BS3 whose adjacent sector
areas have common boundaries, jointly support the users in the vicinity of their inter-
cell borders by distributed beamforming. As a result of this coordination, a consistent
QoS, in terms of reception quality and data rate, can be guaranteed for the users
within the cluster, irrespective of their distance from their respective BSs. This is be-
cause the inter-cell interference-free transmissions can be directed towards these users
by forming a distributed antenna system with the geographically distributed antennas
of their respective three BSs. In another scenario shown in Fig. 5.3b, a distributed
antenna system composed of three �xed relay stations and a controlling BS, i.e., BS1,
RS1, RS2, and RS3, is used to support the users within a sector. In this scenario, a
substantial energy saving gain at BSs can be achieved by avoiding long-range trans-
missions [38] and exploiting the interference-free dimensions provided by coordinated
distributed beamforming. Furthermore, a hybrid of these two scenarios can be used
over the entire cellular network to achieve a substantial power saving gain at the BSs
without compromising the consistency of the QoS at the user terminals, irrespective of
their geographical locations. However, the distributed beamforming techniques in these
scenarios require that the data available at each node within a cluster to be shared by
the other nodes within the same cluster. In this chapter, fast network coding enabled
wireless backhaul protocols are proposed for data exchange amongst the nodes within
a cluster. Upper bounds on their respective overall throughputs are also derived.

5.3.2 System model

Let Si, i = 1; 2; 3, and C be the ith source node and a controlling unit, respectively. Star
and Ring models are introduced according to Fig. 5.4 for the backhaul link. Consider
the case that all nodes operate in half-duplex mode, i.e., they can only transmit or
receive signal at a given time. Let xij be the symbol transmitted by node i and
received by node j, where i 6= j and i; j 2 f1; 2; 3; Cg, and mij denote the binary
sequence mapped to xij . It is assumed that E (xij) = 0 and E (jxij j2) = 1. Let nj
be a zero mean circularly symmetric complex Gaussian noise with variance N0, i.e.,
CN(0; N0), at node j and hij represent the complex channel coe�cient between node i
and node j. The received signal at node j is given by

yj = hijxij + nj : (5.3)
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Figure 5.4: The Star and Ring models.

When node i and node j simultaneously transmit to node k, k 6= i, k 6= j and k 2
f1; 2; 3; Cg, the received signal at node k can be written as

yk = hikxik + hjkxjk + nk: (5.4)

Assuming that the forward and the reverse link coe�cients from any node i to any
node j are equal, remain unchanged, at least, during one cycle of information exchange
in Star or Ring protocol and are known at all nodes. Hence, one can write h1C =
hC1 = h1, h2C = hC2 = h2, h3C = hC3 = h3, for the Star model; and h23 = h32 = h1,
h13 = h31 = h2, h12 = h21 = h3, for the Ring model. Signal-to-noise ratio (SNR) values
of 1, 2 and 3 are assigned, respectively, to the links with coe�cients h1, h2 and h3,
where i = jhij2

N0
for i = 1; 2; 3. Without loss of generality, it is assumed throughout

this chapter that
1 � 2 � 3: (5.5)

Furthermore, assuming that the bandwidth is normalised to 1 [Hz], one can write the
capacity of a link with SNR value of  as C() = log2(1 + ) [bits/s/Hz].

De�nition 5.2. Let M be the total number of bits exchanged amongst all the nodes of
the Star or Ring model over a time duration of T seconds and bandwidth of 1 Hz. Using
the assumption that the coding and the decoding delays are small and can be ignored in
comparison with T , the backhaul throughput is de�ned as

R =
M
T

[bits/s/Hz]: (5.6)

In this chapter, �, jmijj and Rij are used to represent bitwise XOR, number of bits
in a packet mij and the data rate between node i and node j, respectively.
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Figure 5.5: Steps of the transmission protocol for the Star model.

Figure 5.6: Capacity region for the Star model in step 1.

5.4 Backhaul transmission protocols

5.4.1 The Star model

Four steps are used to exchange information among three source nodes, as depicted in
Fig. 5.5. In step 1, the controlling unit receives information from source node pairs (S1,
S2), while in step 3 it only receives data from node S3. Hence, data transmission in
step 1 can be interpreted as a MAC phase. Whereas, in step 2 and step 4, controlling
unit broadcasts information to all source nodes. Therefore, data transmission in step
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Figure 5.7: Steps of the transmission protocol for the Ring model.

2 or 4 can be interpreted as a BC phase.
In step 1, without loss of generality, let us consider the case where nodes S1 and S2

send their information with rates R1C and R2C , respectively, to the controlling unit C.
If the rate pair (R1C ; R2C) falls inside the capacity region of the MAC formed by S1,
S2 and C, i.e., Fig. 5.6, C can decode the packets sent by S1 and S2. The sum-rate is
maximised on the dominant face, i.e., on line CB, Fig. 5.6, and is given by [95]

R1C +R2C = C(1 + 2): (5.7)

The rate pairs on the dominant face of the MAC capacity region in Fig. 5.6 can be
achieved by a time sharing factor 0 � � � 1, as follows [95]

R1C(�) = C
�

1

1 + 2

�
+ �

�
C(1) � C

�
1

1 + 2

��
; (5.8)

R2C(�) = C(2) + �
�
C
�

2

1 + 1

�
� C(2)

�
: (5.9)

The time sharing factor � = �0 that results in R1C(�0) = R2C(�0) = C(1 +2)
2 is

given by (see Appendix B),

�0 =
2C(2) � C(1 + 2)

2C(1) + 2C(2) � 2C(1 + 2)
: (5.10)

In the following, the details of the proposed Star protocol are described.

1. Step 1: Nodes S1 and S2 transmit packets m1C with rate R1C(�) and m2C with
rate R2C(�), respectively, to controlling unit C. Since R1C(�) and R2C(�) are
in the rate region of the corresponding MAC, the controlling unit C can decode
m1C and m2C . Two cases, i.e., R1C(�) > R2C(�) and R1C(�) � R2C(�), are
distinguished as follows:
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� Case 1 [ R1C(�) > R2C(�)]: In this case jm1C j > jm2C j and controlling
unit C splits m1C into m1

1C with jm1
1C j = jm2C j bits and m2

1C with jm2
1C j =

jm1C j � jm1
1C j bits.

� Case 2 [R1C(�) � R2C(�)]: In this case jm1C j � jm2C j and controlling unit
C pads jm2C j � jm1C j zero bits to the end of m1C to form mp

1C such that
jmp

1C j = jm2C j bits.

2. Step 2: Depending upon the occurrence of Case 1 or Case 2 in step 1, the process
is continued as follows:

� If R1C(�) > R2C(�), �rst, controlling unit C combines m1
1C and m2C as

m = m1
1C � m2C and broadcasts m with rate C(1), which is decodable at

all nodes. Then, controlling unit C broadcasts m2
1C with a higher rate C(2)

which is decodable only at nodes S2 and S3, because of assumption (5.5).
Node S1 extracts m2C according m2C = m1

1C � (m1
1C � m2C) and node S2

extracts m1C as the concatenation of m1
1C = m2C � (m2C �m1

1C) and m2
1C .

� If R1C(�) � R2C(�), the controlling unit combines mp
1C and m2C as m =

mp
1C � m2C and broadcasts m with rate C(1), which is decodable at all

nodes. Node S1 extracts m2C according m2C = mp
1C � (mp

1C � m2C) and
node S2 extracts m1C as the �rst jm1C j bits of mp

1C = m2C � (m2C �mp
1C).

At the end of this step, although m1C and m2C are known to nodes S1 and S2,
they are unknown to node S3. In the following steps, i.e., 3 and 4, m1C and m2C

are revealed to S3, as well.

3. Step 3: Nodes S3 transmits m3C with rate R3C , i.e., 0 < R3C � C(3), to the
controlling unit C. As R3C 2 (0; C(3)], the controlling unit C can decode m3C .
Here, two cases, i.e., R2C(�) � R3C and R2C(�) < R3C , can be distinguished as
follows:

� Case 3 [R2C(�) � R3C ]: In this case jm2C j � jm3C j, the controlling unit
pads jm2C j � jm3C j zero bits to the end of m3C to form mp

3C such that
jmp

3C j = jm2C j bits.

� Case 4 [R2C(�) < R3C ]: In this case jm2C j < jm3C j, the controlling unit
pads jm3C j � jm2C j zero bits to the end of m2C to form mp

2C such that
jmp

2C j = jm3C j bits.

4. Step 4: Depending upon the occurrence of Case 3 or Case 4 in step 3, the process
is continued as follows:
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� If R2C(�) � R3C , the controlling unit combines mp
3C and m2C as m =

mp
3C � m2C and broadcasts m with rate C(1). Nodes S1 and S2 extract

m3C as the �rst jm3C j bits of mp
3C = m2C � (mp

3C �m2C). Then, S3 extracts
m2C according m2C = mp

3C � (mp
3C � m2C). Finally, depending on whether

Case 1 or Case 2 in step 1 is satis�ed, S3 decodes m1C as the concatenation
of m1

1C = m2C � (m2C �m1
1C) and m2

1C or as the �rst jm1C j bits of mp
1C =

m2C � (m2C �mp
1C), respectively.

� If R2C(�) < R3C , the controlling unit combines mp
2C and m3C as m =

mp
2C � m3C and broadcasts m with rate C(1). Nodes S1 and S2 extract

m3C according m3C = mp
2C �(mp

2C �m3C). Then, S3 extracts m2C according
m2C = mp

3C � (mp
3C �m2C). Finally, depending on whether Case 1 or Case 2

in step 1 is satis�ed, S3 decodes m1C as the concatenation of m1
1C = m2C �

(m2C�m1
1C) and m2

1C or as the �rst jm1C j bits of mp
1C = m2C�(m2C�mp

1C),
respectively.

Therefore, in step 4, m1C , m2C and m3C are fully decoded at every node S1, S2, S3

and controlling unit C. Furthermore, if controlling unit C also acts as a source node,
then in step 5, the controlling unit can share its own packet with nodes S1, S2 and S3

by broadcasting it at the lowest rate C(1), so that it is decodable at all nodes.

5.4.2 The Ring model

This sub-section introduces a protocol based on a Ring model. In particular, the
protocol is capable of handling at most one weak or broken link between any two nodes,
i.e., due to a low SNR, shadowing or etc, e�ciently in terms of backhaul throughput.
Suppose without loss of generality that there is such a bad link between S1 and S2. In
this case, as shown in Fig. 5.7, S3 acts as a controlling unit and listens to the packets
sent by S1 and S2 at rates R13 and R23, respectively. It is assumed that R13 and R23

fall in the convex hull of the corresponding MAC capacity region and their sum is
maximised on the dominant face as [95]

R13 +R23 = C(1 + 2): (5.11)

The rate pairs on the dominant face can be achieved by a time sharing factor
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0 � � � 1 as follows [95]

R23(�) = C
�

1

1 + 2

�
+ �

�
C(1) � C

�
1

1 + 2

��
; (5.12)

R13(�) = C(2) + �
�
C
�

2

1 + 1

�
� C(2)

�
: (5.13)

The time sharing factor � = �0 that results in R13(�0) = R23(�0) = C(1 +2)
2 is given

by (see Appendix B),

�0 =
2C(2) � C(1 + 2)

2C(1) + 2C(2) � 2C(1 + 2)
: (5.14)

In the following, the details of the proposed Ring protocol are described in three
steps.

1. Step 1: Nodes S1 and S2 transmit m13 with rate R13(�) and m23 with rate R23(�),
respectively, to the controlling unit S3. Since R13(�) and R23(�) are in the rate
region of the corresponding MAC, the controlling unit S3 can decode m13 and
m23. Two cases are distinguished as follows:

� Case 1 [R23(�) > R13(�)]: In this case jm23j > jm13j, and controlling unit S3

splitsm23 into m1
23 with jm1

23j = jm13j bits andm2
23 with jm2

23j = jm23j�jm13j
bits.

� Case 2 [R23(�) � R13(�)]: In this case jm23j � jm13j, and controlling unit
S3 pads jm13j � jm23j zero bits to the end of m23 to form mp

23 such that
jmp

23j = jm13j bits.

2. Step 2: Based on whether Case 1 or Case 2 occurs in step 1, the process is
continued as follows:

� If R23(�) > R13(�), �rst controlling unit S3 combines m1
23 and m13 as m =

m1
23 �m13 and broadcasts m with rate C(1) which is decodable at S1 and

S2. Then S3 transmits m2
23 with a higher rate C(2) to node S1.

� If R23(�) � R13(�), then controlling unit S3 combines mp
23 and m13 as

m = mp
23 � m13 and broadcasts m with rate C(1) which is decodable at

both S1 and S2.

3. Step 3: S3 broadcasts its own packet m3 to S1 and S2 with rate C(1).
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The decoding processes at nodes S1 and S2 after the �rst two steps are similar to
the Star model and are not repeated here for brevity. At the end of step 2, m13 and
m23 are fully decoded at nodes S1, S2, S3 and at the end of step 3, all packets are
known to all nodes.

5.5 Throughput analysis

This section obtains expressions for the maximum backhaul throughput for our network
coding enabled Star and Ring protocols.

5.5.1 The Star model

First, relations between various rate regions, obtained by time sharing between the
nodes and their corresponding SNRs, are established by the introduction of Lemma 5.2.
Then, Theorem 5.1 states the achievable maximum backhaul throughput for the Star
model.

Lemma 5.2. The following statements hold for any time sharing factor � 2 [0; 1]:
If 2 > 1 + 2

1 , then R2C(�) > R1C(�).
For 1 � 2 < 1 + 2

1:
if � < �0, then R2C(�) > R1C(�);
if � = �0, then R2C(�0) = R1C(�0);
if � > �0, then R2C(�) < R1C(�).

Proof. See Appendix D.

As shown in section 5.4, after four steps, all packets are fully decoded at every
source node and the controlling unit. If controlling unit also acts as a source node,
then an additional �fth step is required to deliver its packet to the other three source
nodes. In this section, we analyse the maximum throughput for both 4-step and 5-step
Star protocols by introducing Theorem 5.1.

Theorem 5.1. The achievable upper bounds for the backhaul throughputs in 4-step and
5-step Star models are given in two regions, as follows:

1. Region 1: If 1 � 2 < 1+2
1, then the maximum backhaul throughput is achieved

when � = �0 and R3C = C(3) and is given by

Rs,4
1,max =

2C(1) [C(1 + 2) + C(3)]
4C(1) + C(1 + 2) + 2C(3)

; (5.15)

for the 4-step protocol, and

Rs,5
1,max =

2C(1) [C(1 + 2) + C(3) + C(1)]
6C(1) + C(1 + 2) + 2C(3)

; (5.16)
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for the 5-step protocol.

2. Region 2: If 2 > 1 + 2
1 , then the maximum backhaul throughput is achieved

when � = 1 and R3C = C(3) and is given by

Rs,4
2,max =

C(1) [C(1 + 2) + C(3)]
C(1) + C(1 + 2) + C(3)

; (5.17)

for the 4-step protocol, and

Rs,5
2,max =

C(1) [C(1 + 2) + C(3) + C(1)]
2C(1) + C(1 + 2) + C(3)

; (5.18)

for the 5-step protocol.

Proof. See Appendix E.

5.5.2 The Ring model

Following the same analytical steps as the Star model, the achievable maximum back-
haul throughput of the Ring model is characterised by the introductions of Lemma 5.3
and Theorem 5.2.

Lemma 5.3. The following statements hold for any time sharing factor � 2 [0; 1]:
If 2 > 1 + 2

1 , then R13(�) > R23(�).
For 1 � 2 < 1 + 2

1:
if � < �0, then R13(�) > R23(�);
if � = �0, then R13(�0) = R23(�0);
if � > �0, then R13(�) < R23(�).

Note that without loss of generality, node S3 has been assumed to be the controlling
unit.

Proof. Similar to the proof of Lemma 5.2.

Theorem 5.2. The achievable upper bounds for the backhaul throughput in the Ring
model are given in two regions, as follows:

1. Region 1: If 1 � 2 < 1+2
1, then the maximum backhaul throughput is achieved

when � = �0 and is given by

Rr
1,max =

2C(1)[C(1 + 2) + C(1)]
4C(1) + C(1 + 2)

: (5.19)

2. Region 2: If 2 > 1 + 2
1 , then the maximum backhaul throughput is achieved

when � = 1 and is given by
Rr

2,max = C(1): (5.20)

Proof. See Appendix F.
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5.5.3 Numerical results

Following the results described in theorems 5.1 and 5.2, the maximum backhaul through-
put of the proposed protocols in comparison with the backhaul throughput of the
equivalent models without using network coding have been shown in Fig. 5.8 for the
Star model and in Fig. 5.9 for the Ring model. In these �gures, the backhaul through-
put are plotted against 1 and 2, both in the range of 15 to 150 with 3 = 200 in
Fig. 5.8, in linear scale. Fig. 5.8 and Fig. 5.9 con�rm that our network coding en-
abled protocols attain higher throughput than their corresponding equivalent protocols
without network coding, as the backhaul throughput surface of the former is always
above the backhaul throughput surface of the latter. The improvement of the backhaul
throughput of the proposed protocols can be explained as follows. First, in network
coding enabled protocols, the required number of time slots to exchange information
amongst these source nodes is considerably reduced. Second, the time sharing oppor-
tunity o�ered by the MAC-nature of the proposed protocols allows us to fully exploit
the combining feature of network coding, since bit ows to be combined at a controlling
unit are maximised by adjusting time sharing factors.

It can also be observed from Fig. 5.8 and Fig. 5.9 that the network coding enabled
wireless backhauls attain the best performance when link qualities of the controlling
unit and two source nodes, in the MAC phase, are equal, i.e., 1 = 2. In the case of
imbalanced link qualities, the backhaul throughput of the proposed protocols strongly
depends on the SNR of the weakest link. When 1 < 2, for instance, the backhhaul
throughput of the proposed schemes is determined by the surface on the left hand side
of the plane 1 = 2. On this surface, a large increase in the value of 2 leads to a
small improvement in the throughput as the backhaul throughput is dominated by the
value of 1. Therefore, in order to increase the backhaul throughput in the Ring or the
Star model, the weakest link needs to be improved. The results also suggest that, in
the case that the weakest link can not be improved, the overall power consumption can
be reduced, with a minor sacri�ce in the backhaul throughput, by reducing the SNR
of the stronger link in the MAC phase and making it to be equal to the SNR of the
weakest one.

Fig. 5.10 compares the backhaul throughputs of the Star and the Ring protocols
with and without network coding against 2 with 1 = 10 and 3 = 100, all in linear
scale. It can be easily seen that the Ring model achieves higher backhaul through-
put than the Star model. Although 5-step Star protocol requires one more step to
exchange information, it outperforms 4-step Star protocol in terms of achievable back-
haul throughput.
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(a)

(b)

Figure 5.8: Maximum backhaul throughput for the Star model at 3 = 200 of the pro-
posed protocol (With NC) in comparison with non-network coding protocol (Without
NC) (a) 4-step protocol (b) 5-step protocol.
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Figure 5.9: Maximum backhaul throughput for the Ring model of the proposed protocol
(With NC) in comparison with non-network coding protocol (Without NC).
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Figure 5.10: Maximum backhaul throughput comparisons between 4-step, 5-step pro-
tocols of the Star and Ring model at 1 = 10 and 3 = 100.
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Assuming that power consumption is equal at every node, one can conclude that
the Ring model consumes less energy than the Star model in the backhaul, because
the former requires 3 steps while the latter needs 4 to 5 steps to accomplish one data
exchange cycle. Moreover, in terms of link redundancy, the Ring protocol is more
reliable than the Star protocol, because any broken or bad link in the former can be
easily tolerated by the remaining two links, whereas the operation of the Star protocol
can be delayed with a broken or bad link between any source node to the controlling
unit. However, as described in Section II A, in a cellular distributed antenna system,
the Star protocol can be used in the wireless backhaul to exchange information amongst
a controlling BS and three distributed relay antenna systems.

In the following, backhaul transmission strategies that achieve maximum backhaul
throughput for both Star and Ring protocols are summarised. First, time sharing
factors in the MAC phases are adjusted based on the SNR conditions between the
nodes as described in theorems 5.1 and 5.2. As a result, the bit imbalance in the
controlling unit is minimised in step 1 for both protocols. Furthermore, in the third
step of the Star model, the third node is allowed to transmit to the controlling unit at
its highest rate, i.e., C(3). Second, in the BC phases, the controlling unit transmits
at the lowest rate, i.e., C(1), so that the broadcast data is decodable at all the other
nodes.

5.6 Performance evaluation of the proposed beam-
forming schemes

In this section, the performance of MBF, UPA-MBF and CBF are investigated and
compared under an ideal backhaul, i.e., delay-less, error-free and high speed with no
power consumption at channels interconnecting BSs, and an imperfect backhaul, i.e.,
with latency, power consumption and limited capacity. Like chapters 3 and 4, an iso-
lated 3-cell scenario is considered with 3 randomly dropped users in the critical areas,
i.e., areas 2 and 3 shown in Fig. 3.3. The locations of 3 random users are referred
to as one user distribution. Monte Carlo simulations are carried out over 100 inde-
pendent distributions. In the following, the power consumption of the Ring protocol
is characterised followed by the introduction of an e�ective sum rate to capture the
backhaul e�ects. Finally, performance comparisons of di�erent beamforming schemes
are presented.
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5.6.1 Power analysis for the Ring protocol

The required transmitting power to achieve a given BS-to-BS SNR of  can be expressed
as

P () = 
N0

jhj2
; (5.21)

where h is the channel coe�cient between the two BSs. The average power required by
the Ring backhaul protocol is denoted by P = E=T , where E is the overall energy spent
by the Ring protocol over a time duration of T seconds. We introduce the following
lemma.

Lemma 5.4. The average power required by the Ring backhaul protocol is calculated
as follows:

1. If 1 � 2 < 1 + 2
1,

P = P (1) +
2C(1)

4C(1) + C(1 + 2)
P (2) : (5.22)

2. If 2 > 1 + 2
1,

P = P (1) +
C(1)

C(1) + C(1 + 2)
P (2) : (5.23)

Proof. If 1 � 2 < 1 + 2
1 , as shown in the appendix D, the minimum overall time

delay in the Ring protocol is

T = To|{z}
step 1

+ To
C(1 + 2)

2C(1)| {z }
step 2

+ To|{z}
step 3

= To
4C(1) + C(1 + 2)

2C(1)
;

where To is the time duration of an information block transmitted in steps 1 and 3.
The overall energy spent by the Ring protocol is calculated as

E = To

2

666
4

(P (1) + P (2))| {z }
step 1

+
C(1 + 2)

2C(1)
P (1)

| {z }
step 2

+P (1)| {z }
step 3

3

777
5

= P (1) To 4C(1 )+C(1 +2)
2C(1 ) + ToP (2) : (5.24)

Using (5.24), (5.24) and P = E=T , one can arrive at (5.22).
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If 2 > 1 + 2
1 , the minimum overall time delay of the Ring protocol is

T = To|{z}
step 1

+ To
C(1 + 2) � C(1)

C(1)| {z }
step 2

+ To|{z}
step 3

: (5.25)

Following similar steps as the previous case, one can arrive at (5.23).

5.6.2 An e�ective sum rate

Referring to the classi�cation of areas in Fig. 3.3, coordination among two and three
BSs in areas 2 and 3 are allowed with the corresponding backhaul rates ofRbh2 andRbh3,
respectively. Let Vcsi, V2 and V3 denote the total number of CSIT bits corresponding
to a number of simultaneous multiple users in the network, the total number of data
bits to be circulated in areas 2 and 3, respectively. The time duration to circulate
information in the backhaul is

T1 =  
�

V2

Rbh2
+

V3

Rbh3

�
+

Vcsi

Rbh3
; (5.26)

where  = 1 for MBF, i.e., signal level coordination, and  = 0 for CBF, i.e., beam-
forming level coordination.

Let Ri be the downlink rate excluding the backhaul latency e�ect for user i and vi
be the corresponding number of data bits delivered in a time span of vi=Ri seconds.
Assume, user m requires the longest time span among the other U � 1 users, i.e.,
T2 = max

i
(
vi
Ri

) =
vm
Rm

. Then, an overall duration of T = T1 + T2 seconds is required

to exchange information, i.e., users’ data and CSIT, in the backhaul and, then, deliver
a total number of V = V2 + V3 bits to U simultaneous users. Note that, here, the
processing time and power have been ignored from the calculations. One can write

T = V
�Rbh3 +Rm [’+  f1 + � (� � 1)g]

Rbh3Rm
; (5.27)

where ’ = Vcsi=V , � = vm=V , � = V2=V and � = Rbh3=Rbh2.
Let Re� = V

T de�ne the e�ective sum rate, i.e., including the downlink and the backhaul
latency, of U simultaneous users. Then

Re� =
Rbh3Rm

�Rbh3 +Rm [’+  f1 + � (� � 1)g]
: (5.28)
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Figure 5.11: Total transmit power against targeted SINR per user.

5.6.3 Performance evaluation under an ideal backhaul

The simulation setup uses 6 antenna elements per sector with antenna spacing of a half
of a wavelength and a downlink carrier frequencies of 2 GHz. A standard deviation
of 2� for the angular spread due to 5 random scatterers around each user terminal is
assumed. The setup assumes N = 512 Gaussian parallel MISO subchannels between a
base station and a user terminal, where the fading coe�cients for each subchannel is
a 1 � 6 randomly generated ZMCSCG variables with unit variance. The noise power
spectral density for all users is -174 dBm/Hz, the noise �gure is 5 dB and a subchannel
bandwidth is 15 kHz wide. The array antenna gain at BSs is set at 15dBi. The
setup uses 128:1 + 37:6log10(l), where l is in km, as the path loss model. A standard
deviation of 8 dB is assumed for log-normal shadowing. Also, any two neighbouring
BSs are located 3 km apart from one another.

Fig. 5.11 shows the variation of the sum-transmit power of BSs against targeted
SINR levels at user terminals for di�erent beamforming strategies. In the MBF scheme,
all users are assigned to 3 BSs while algorithm 3.1 is employed to assign users in the
UPA MBF scheme. Then algorithm 3.2 is used to �nd the optimal solutions for the
MBF and the UPA MBF. Interestingly, the performance of the UPA MBF is almost
the same as that of the MBF. Although each user is allocated to 3 BSs in the MBF

94

chapter4/ch5-total_power.eps


Chapter 5: Wireless backhaul for multi-cell processing

10 15 20 25 30 35 40 45
0

1

2

3

4

5

6

7

8

9

Effective sum rate [Mb/s]

P
C

B
F
/P

M
B

F
30 Mb/s
40 Mb/s
42 Mb/s
44 Mb/s
46 Mb/s
48 Mb/s
50 Mb/s
60 Mb/s
70 Mb/s
80 Mb/s

SINR = 2 dB

SINR = 10 dB

SINR = 20 dB

Figure 5.12: Illustration of total power consumption ratios of the CBF over the MBF
schemes versus the e�ective sum rate with various MBF backhaul rate constraints.

scheme, it is e�ectively supported only by nearby BS. This is due to the total power
minimising objective function and the fact that the constraints take into account the
path loss. Also note that, an equal targeted SINR per user is assumed. This motivates
the proposed UPA strategy which results in almost equal transmit power but imposes
less backhaul burden than the MBF. Fig. 5.11 also shows that the MBF is more
power e�cient than the CBF. The advantage of MBF in being more power e�cient is
due to more e�ective co-channel interference management by the MBF strategies than
the CBF. However, the MBF demands heavier backhaul than the CBF for user data
circulation. In the following, the performance of the MBF and the CBF under the
e�ect of backhaul are compared.

5.6.4 Performance evaluation under limited backhaul

In this section, the ratio PCBF
PMBF

, where PCBF and PMBF are the total power consump-
tions by the CBF and the MBF schemes, respectively, versus the e�ective sum rate,
i.e.,(5.28), at various MBF backhaul rate constraints is drawn in Fig. 5.12 using the
following steps.

1. Assuming equal target SINRs for all users, �nd the corresponding transmit power
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and maximum rate for each scheme using Fig. 5.11 and Rm = B log2(1+SINRm),
respectively, where B indicates the transmission bandwidth.

2. Given a limited backhaul rate for MBF, i.e., Rbh3(MBF), and Rm from step 1,
set  = 1, ’ = 0:2, � = 1=3, � = 0, � = 2=3 and use (5.28) to �nd Re�.

3. Given Rm and Re� from steps 1 and 2, use (5.28) with  = 0 to �nd the backhaul
rate for CBF, i.e., Rbh3(CBF).

4. Using Rbh3(MBF) and Rbh3(CBF) and B, �nd the SNR values, i.e., 1 and 2,
for the backhaul channels of each scheme from Fig. 5.13.

5. For each sheme, use the corresponding values of 1 and 2 in (5.22) or (5.23) to
�nd the backhaul power required for the MBF and the CBF schemes. Then, the
total power of each scheme is the sum of their corresponding transmit power, i.e.,
calculated in step 1, and the backhaul power.

The downlink bandwidth for data transmission is 7.68 MHz wide. Backhaul bandwidths
of 7.5, 10, 10.5, 11, 11.5, 12, 12.5, 15, 17.5, and 20 MHz with a backhaul spectral
e�ciency of 4 bits/s/Hz are used. An equal noise power spectral density of -174
dBm/Hz is assumed at all BSs and a carrier frequency of 2.4 GHz is used for the
backhaul links.

The results shown in Fig. 5.12 con�rm that the MBF is more power e�cient than
the CBF even when the backhaul e�ects are taken into consideration.

5.7 Conclusion

In this chapter, a possible power-saving gain by dividing a cell into tiers of smaller cells
has been derived as a function of the number of tiers and pass loss exponent. In an
infrastructure arisen from cell splitting, unoccupied UHF frequency bands with very
good propagation characteristics can be used to establish robust wireless links amongst
the neighbouring BSs. Network coding enabled wireless Star and Ring backhaul pro-
tocols for the cellular distributed antenna systems have been introduced. Exploiting
network coding, time sharing factors have been derived to control the bit imbalance due
to the SNR gap between two channels with di�erent link qualities, so that the backhaul
throughput is maximised. Upper bound expressions on the achievable throughputs of
the proposed protocols have also been obtained. It has been concluded that, in general,
the Ring protocol is more e�cient and more tolerant than the Star protocol in terms
of overall energy consumption and link redundancy. However, the Star model is an
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Figure 5.13: Achievable maximum backhaul spectral e�ciency for the Ring model
against 1 with di�erent values of 2 in linear scale.

e�cient wireless backhaul solution for exchanging information within a cellular sector,
where three �xed relay stations are deployed to save an extra energy consumption in
the BS by opening interference free dimensions and avoiding long range transmissions.
Using the Ring protocol, a framework has been introduced to evaluate the overall per-
formance of MBF and CBF schemes that include backhaul e�ects on both latency and
power consumption. Simulation results have indicated that the MBF approach is more
power e�cient than the CBF scheme even when the backhaul e�ects are taken into
consideration.

97

chapter4/ch5-contour.eps


Chapter 6

Decentralised beamforming

The deployments of MBF, UPA-MBF and CBF schemes require a central unit for a
group of coordinating BSs as well as backhaul links amongst them. In fact, a cen-
tral unit may not always be available, e.g., in femtocell and self-organising networks,
while backhaul links may be limited. This chapter proposes a downlink transmission
strategy and an iterative algorithm that enables each BS to design locally its own
beamforming vectors without relying on data or downlink channel state information
of links from other BSs to the users. This algorithm is the solution to an optimisa-
tion problem that minimises a linear combination of data transmission power and the
resulting inter-cell interference power with pricing factors at each BS and maintains
the required signal-to-interference-plus-noise ratios required by the users. Two pricing
strategies are introduced to calculate the interference pricing factors. The convergence
of the proposed algorithm in cellular systems is proven and the impact of the pric-
ing factors in saving power at BSs is characterised. A feasibility condition for the
existence of such an iterative algorithm is derived. This condition can be used as a
scheduling algorithm to choose a set of active users within each cell. Simulation results
show that the proposed algorithm converges to a network-wide equilibrium point by
balancing and stabilising the mutual inter-cell interference levels and assigning power
optimal beamforming vectors to the BSs. The results also con�rm the e�ectiveness of
the proposed algorithm in closely following the performance limits of its centralised
coordinated beamforming counterpart.

6.1 Introduction

Demand for enhancing spectrum reusability and uniform-capacity coverage in cellular
networks is growing fast. This is due to the emerging applications of mobile internet in
di�erent areas such as education and healthcare. Although exploiting spatial dimension
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in multiple antenna wireless systems improves spectrum reuse, inter-cell interference
(ICI) remains a major drawback in uniform improvement of capacity across the cells,
particularly at cell boarders. Network MIMO technique that exploits the ICI via
baseband signal cooperation for joint encoding and decoding at base stations (BSs)
has been a focal point for research community and an emphasis of LTE-Advanced
and beyond systems. Although network MIMO technique shows promising theoretical
performance [27], it requires the baseband time synchronisation and message sharing
among di�erent BSs, which are currently challenging issues in terms of implementation
and imposing a heavy overhead on the backbone network. On the other hand, in the
absence of message sharing, the cellular channel becomes an interference channel if
time and spectral resources are to be extensively reused in the network.

Centralised interference coordination which avoids message sharing but coordinates
multi-cell channel state information (CSI) mitigates ICI via coordinated spatial re-
source allocation across the BSs, e.g., [32] and [30]. In [32], where multiple BSs jointly
optimise their respective beamforming vectors, it is shown that the overall network
performance in terms of total power saving can be improved compared to the con-
ventional method of independent beamforming in each cell. Authors in [30] maximise
the instantaneous sum-rate in the network subject to per-BS-power constraints in two
multi-cell scenarios identi�ed as fully-connected cluster, where both message and CSI
are shared among a group of BSs, and partially-connected cluster, where only CSI are
shared among a group of BSs. In the developments reported in [32] and [30], it is
assumed that the instantaneous global CSI are available at all BSs.

In [77], a set of soft-shaping constraints is used in designing the downlink beam-
forming vectors at individual BSs to ensure that the ICI leakages of each BS on the
other users are kept under some tolerable thresholds. Authors in [96] assume perfect
CSI knowledge and show that for the two-cell multiple-input single-output (MISO)
downlink scenario with one user per cell, the Pareto optimal beamforming vector for
each user can be obtained in the form of a linear combination of two vectors designed
using a purely sel�sh and a purely altruistic strategies and a single real-valued param-
eter. In purely sel�sh strategy, i.e., maximum-ratio transmission (MRT) in [96], each
BS chooses its beamforming vectors to maximise the data rate to its intended local
users, while ignoring the ICI e�ects on the other users. In purely altruistic strategy,
i.e., zero-forcing (ZF) in [96], the BS designs its beamforming vectors to cause abso-
lutely no ICI on other users. This work is extended by [97] to the case where only
partial CSI is available in the same two-cell scenario as in [96]. Authors in [98] have
generalised the work in [96] to the multiple-input multiple-output (MIMO) case using
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Bayesian games and derived semi-distributed beamforming solutions.
The authors in [99] consider a cellular network with only one active user per cell

and propose a decentralised algorithm for rate maximization within each cell while
satisfying a set of interference-temperature constraints on the users of the other cells.
In [100], the authors study a distributed network MIMO where the cooperating BSs
share users’ data but only have local CSI. They characterize the outer boundary of
the achievable rate region for the BSs with either instantaneous or statistical CSI and
propose a distributed virtual SINR beamforming scheme that achieves the optimal mul-
tiplexing gain. The work in [101] proposes a robust monotonic optimisation framework
for general multi-cell scenarios with imperfect CSI. In [102], the authors introduce an
approach for computing the jointly optimal beamforming, user selection and schedul-
ing strategy for each BS under an arbitrary utility objective, i.e., weighted sum-rate,
max-min fairness and proportional fairness.

In this chapter, a decentralised inter-cell interference balancing strategy that can
be simultaneously operated by the multiple cells of a cellular network at the same
frequency band is developed. Speci�cally, the strategy minimises a linear combination
of two utility functions, characterizing each BS’s weighted sum of transmitted power to
the intra-cell users and its resulting weighted sum of interference power inicted upon
the users of the other cells, subject to maintaining a set of desired SINR levels at the
intra-cell users. While the �rst utility function attempts to maintain the local users’
SINR demands in a power e�cient way, the second utility function tries to balance
and stabilise the multi-cell network at an equilibrium point. Exploiting the uplink-
downlink duality of wireless channels, an iterative algorithm based on the second order
statistical CSI, locally attainable by each BS, for designing the beamforming vectors
at each BS is developed. The major signi�cance of this work is the distributiveness
of the resulting solutions that are applicable to large cellular networks with highly
e�cient reusability of spectral resources. The proposed approach gains this advantage
as a result of the following key consideration. The approach embeds a balance between
the power consumption of each BS for data transmission to its intra-cell users and
the resulting inevitable inter-cell interference in a unifying objective function of an
optimisation problem, so that users’ demands are met and an optimal equilibrium point
is reached across the multi-cell network. Furthermore, the users within a cell obtain
their data signals only from their dedicated local BS, hence data sharing amongst the
BSs is not required.

The rest of this chapter is organized as follows. Section 6.2 describes the system
model and proposes an optimisation for multi-cell networks. Section 6.3 develops an
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iterative solution to the proposed problem, based on the second order statistical CSI
and �nds a feasibility condition for the existence of the solution. Section 6.5 presents
and discusses the simulation results. Finally, the concluding remarks are given in
Section 6.6.

6.2 System model and problem formulation

Consider a cellular scenario of N BSs, where each BS forms power-e�cient beams
toward its locally active users to deliver their desired levels of SINR and simultaneously
controls the resulting interference on the other users of the adjacent cells. Without
loss of generality, assuming that each cell has U users. Let Sb = f1; � � � ; Ng and
Sl = f1; � � � ; Ug be, respectively, the set of indices of BSs and locally active users in
each cell. We assume that each BS is equipped with M antenna elements and each
user has one antenna element. Let the index i(q), i 2 Sl and q 2 Sb, indicate the ith
user in cell q. Then, the overall received signal at user i in cell q is given by

yi(q) = hi(q)(q)wi(q)si(q) +
X

j2Sl;j 6=i

hi(q)(q)wj(q)sj(q) + vi(q) + ni(q) (6.1)

where hi(q)(q) 2 C1�M is the channel of user i(q) as seen by the BS of cell q, wi(q) 2 CM�1

and si(q) are, respectively, the beamforming vector and the data symbol associated to
user i(q), ni(q) is a zero mean circularly symmetric complex Gaussian noise with variance
�2, i.e., ni(q) � CN(0; �2), at user i(q) and vi(q) is the overall inter-cell interference
received by user i(q) from the BSs of the other cells, i.e., other than cell q. Let
Ri(q)(q) = E

�
hHi(q)(q)hi(q)(q)

�
denote the downlink channel covariance matrix of user

i(q), as seen by the BS in cell q 1. Letting the average energy in transmitting a symbol
to the user i(q), i.e., denoted as si(q), be normalised to unity, i.e., E

���si(q)
��2
�

= 1, one
can write the SINR at any local user i(q) as

SINRi(q) =
wH
i(q)Ri(q)(q)wi(q)P

j2Sl;j 6=i w
H
j(q)Ri(q)(q)wj(q) + �i(q) + �2 ; (6.2)

where �i(q) = E
���vi(q)

��2
�

is the total inter-cell interference power imposed on user i(q).
It is assumed that the inter-cell interference is an ergodic process, i.e., the statistical
average can be estimated by averaging over time, and any user i(q) can estimate the
induced outer-cell interference power �i(q) and report it to its local BS. For a detailed

1Note that Rt(k)(q) represents the cross channel covariance matrix of user t of cell k, as seen by
the BS in cell q.
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discussion on inter-cell interference modeling, the interested readers are referred to
[103]. The optimisation problem to calculate the downlink beamforming vectors for all
users in the network is introduced as

min
wi( q)

X

q2Sb

 
X

i2Sl

wH
i(q)wi(q) +

X

k2Sb;k 6=q

X

t2Sl

X

i2Sl

�t(k)wH
i(q)Rt(k)(q)wi(q)

!

s. t.
wH
i(q)Ri(q)(q)wi(q)P

j2Sl;j 6=i w
H
j(q)Ri(q)(q)wj(q) + �i(q) + �2 � i(q); 8i 2 Sl; q 2 Sb

(6.3)

where i(q) is the SINR target required by an active user i(q) and �t(k) is the pricing
factor for user t in cell k. In the objective function of (6.3), the term

P
i2Sl

wH
i(q)wi(q)

indicates the total signal power transmitted to the locally active users within a cell
q, while the term

P
k2Sb;k 6=q

P
t2Sl

P
i2Sl

�t(k)wH
i(q)Rt(k)(q)wi(q) represents the aggregate

weighted interference power induced on the users of the other cells by the BS in cell q.

6.3 An iterative algorithm for decentralised beam-
forming

In this section, an iterative solution for the optimisation problem in (6.3) for any �xed
pricing factors is proposed. Rearranging the constraints in problem (6.3), one can form
the Lagrangian as

L(wi(q); �i(q)) =
X

q2Sb

X

i2Sl

wH
i(q)wi(q) +

X

q2Sb

X

k2Sb;k 6=q

X

t2Sl

X

i2Sl

�t(k)wH
i(q)Rt(k)(q)wi(q)

+
X

q2Sb

X

i2Sl

�i(q)

"
X

j2Sl

wH
j(q)Ri(q)(q)wj(q) + �i(q) + �2 � wH

i(q)Ri(q)(q)wi(q)

�
1 +

1
i(q)

�#

;

where �i(q) is the Lagrange multiplier associated with the i(q)-th user constraint in
(6.3). Equivalently,

L(wi(q); �i(q)) =
X

q2Sb

X

i2Sl

�i(q)
�
�i(q) + �2�+

X

q2Sb

X

i2Sl

wH
i(q)Ai(q)wi(q); (6.4)

where

Ai(q) =
X

k2Sb;k 6=q

X

t2Sl

�t(k)Rt(k)(q)+I+
X

j2Sl

�j(q)Rj(q)(q)��i(q)
�

1 +
1
i(q)

�
Ri(q)(q): (6.5)
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Hence, the Lagrange dual function can be written as

g
�
�i(q)

�
= inf

wi( q)

�
L(wi(q); �i(q))

�
=

( P
q2Sb

P
i2Sl

�i(q)
�
�i(q) + �2

�
; if Ai(q) � 0

�1; otherwise :
(6.6)

Therefore, the Lagrange dual of the primal optimisation problem (6.3) is

max
pi( q)

X

q2Sb

X

i2Sl

pi(q)

s. t. Ai(q) � 0; 8i 2 Sl; q 2 Sb;
(6.7)

where pi(q) = �i(q)
�
�i(q) + �2

�
. The following lemma is introduced to �nd the solution

to problem (6.7).

Lemma 6.1. The solution to the dual problem (6.7) can be found via the solution to
the following dual-uplink problem.

min
pi( q)

X

q2Sb

X

i2Sl

pi(q)

s. t. max
kŵi( q) k=1

pi(q)ŵH
i(q)Ri(q)(q)ŵi(q)

ŵH
i(q)Gi(q) (p) ŵi(q)

� i(q); 8i 2 Sl; q 2 Sb;
(6.8)

where ŵi(q) is the dual uplink beamforming vector for user i of cell q and

Gi(q) (p) =
X

j2Sl;j 6=i

pj(q)Rj(q)(q) +
�
�i(q) + �2�

 
X

k2Sb;k 6=q

X

t2Sl

�t(k)Rt(k)(q) + I

!

: (6.9)

Proof. Using (6.5), one can rewrite the problem (6.7) as

max
pi( q)

X

q2Sb

X

i2Sl

pi(q)

s. t.
X

k2Sb;k 6=q

X

t2Sl

�t(k)Rt(k)(q) + I +
X

j2Sl

�j(q)Rj(q)(q) � �i(q)
�

1 +
1
i(q)

�
Ri(q)(q);

8i 2 Sl; q 2 Sb:
(6.10)

Let ŵ?
i(q) be the optimal solution to the left-hand side of the constraint in problem

(6.8). Plugging ŵ?
i(q) in the constraints in (6.8) and rearranging the terms using (6.9),

one can write

ŵ?H
i(q)

 
X

k2Sb;k 6=q

X

t2Sl

�t(k)Rt(k)(q) + I +
X

j2Sl

�j(q)Rj(q)(q) � �i(q)
�

1 +
1
i(q)

�
Ri(q)(q)

!

ŵ?
i(q) � 0:

(6.11)
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To arrive at (6.11), we have used the fact that pi(q) = �i(q)
�
�i(q) + �2

�
> 0. Hence,

X

k2Sb;k 6=q

X

t2Sl

�t(k)Rt(k)(q) + I +
X

j2Sl

�j(q)Rj(q)(q) � �i(q)
�

1 +
1
i(q)

�
Ri(q)(q): (6.12)

Therefore, the problem (6.8) can be rewritten as

min
pi( q)

X

q2Sb

X

i2Sl

pi(q)

s. t.
X

k2Sb;k 6=q

X

t2Sl

�t(k)Rt(k)(q) + I +
X

j2Sl

�j(q)Rj(q)(q) � �i(q)
�

1 +
1
i(q)

�
Ri(q)(q);

8i 2 Sl; q 2 Sb:
(6.13)

Comparing the problems in (6.10) and (6.13), one can see that except the replacement
of the minimisation and the maximisation in the objective functions and the reversal
of the inequality direction of the constraints, these two problems are the same. It can
also be veri�ed that the constraints in the both problems hold with equality at the
optimal solutions. Therefore (6.10) and (6.13) have the same solutions. This concludes
the proof.

In order to solve the problem (6.8), let p =
h
pT1 pT2 � � � pTN

iT
, where pq =

h
p1(q) p2(q) � � � pU(q)

iT
; 8q 2 Sb. Furthermore, let

k(p) =
h
k1(p)T k2(p)T � � � kN(p)T

iT
; (6.14)

where kq(p) =
h
k1(q) (p) k2(q) (p) � � � kU(q) (p)

iT
with

ki(q) (p) = min
kŵi( q) k=1

i(q)
ŵH
i(q)Gi(q) (p) ŵi(q)

ŵH
i(q)Ri(q)(q)ŵi(q)

; 8q 2 Sb: (6.15)

The optimal solution to (6.15), denoted as ŵ?
i(q), is the dominant eigenvector, i.e., the

eigenvector associated with the maximum eigenvalue, of matrix G�1
i(q) (p) Ri(q)(q). It

can be easily veri�ed that the constraint in (6.8) can be rewritten as follows

p � k(p): (6.16)

Therefore, the problem (6.8) can be restated in the following equivalent form

min
pi( q)

X

q2Sb

X

i2Sl

pi(q)

s. t. p � k(p):
(6.17)
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The work in [74] has formed an elegant power-control framework for the class of
standard functions. A function is called standard if it satis�es the positivity, mono-
tonicity and scalability criteria. The key results of the standard power control frame-
work are stated in the following from [74]. If (6.16) has a �xed point, i.e., a feasible
solution, and k(p) is standard, then that �xed point is unique. Furthermore, if (6.16)
has a �xed point p? and k(p) is standard, then from any initial power vector p, the
following iterative power control algorithm

p (n+ 1) = k (p (n)) (6.18)

converges both synchronously and asynchronously to the �xed point p?. In an asyn-
chronous case, some BSs can perform power adjustments faster and use more iterations
than the others. Furthermore, the asynchronous case allows the BSs to execute these
power updates using the outdated information on the interference, caused by the other
BSs.

It has been shown in the Appendix G that k(p) is standard. Therefore, the solution
to (6.17) can be generated using the iterative power control algorithm (6.18). Moreover,
the multi-cell wise convergence is guaranteed for both synchronous and asynchronous
implementations. Interestingly, by observing the structures of p and k(p), it can be
stated that the iterative power control algorithm (6.18) is an element-wise operation,
i.e., each element of p is updated using the corresponding element of k(p). Notice
that the qth element of k(p), i.e., kq(p), is linked to the BSs other than the BS q
through the cross-channel covariance matrices Rt(k)(q), k 2 Sb and k 6= q according
to (6.9). Since, we assume that each BS can obtain these cross-channel covariance
matrices, the equivalent dual-uplink problem (6.17) can be restated as N individual
optimisation problems at N individual BSs. Hence, without loss of generality, the
dual-uplink problem at an individual BS q 2 Sb can be written as

min
pi( q)

X

i2Sl

pi(q)

s. t. pq � kq(p):
(6.19)

Following the similar steps as in Appendix G, one can easily show that kq(p) is also
standard. Hence, the problem in (6.19) can be iteratively solved by

pq (n + 1) = kq (pq (n)) : (6.20)

In Appendix H, it is shown that the optimum downlink beamforming vector for
user i in cell q, i.e., w?

i(q), can be obtained from the corresponding optimum dual
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uplink beamforming vector ŵ?
i(q) as

w?
i(q) = �i(q)ŵ?

i(q); (6.21)

where �i(q) is the dual-uplink/downlink scaling factor associated with the user i in cell
q, i.e., i(q). In the following, we �nd the scaling factor �i(q) for any user i 2 Sl in any
cell q 2 Sb.

Applying the complementary slackness condition with �i(q) > 0 to the primal down-
link problem (6.3) leads to

X

j2Sl;j 6=i

i(q)w?H
j(q)Ri(q)(q)w?

j(q) + i(q)
�
�i(q) + �2�� w?H

i(q)Ri(q)(q)w?
i(q) = 0: (6.22)

Then, substituting for w?
i(q) from (6.21) into (6.22) yields

�2
i(q)ŵ

?H
i(q)Ri(q)(q)ŵ?

i(q) �
X

j2Sl;j 6=i

i(q)�2
j(q)ŵ

?H
j(q)Ri(q)(q)ŵ?

j(q) = i(q)
�
�i(q) + �2� : (6.23)

Let us denote mq =
h
1(q)

�
�1(q) + �2

�
2(q)

�
�2(q) + �2

�
� � � U(q)

�
�U(q) + �2

�iT
,

tq =
h
�2

1(q) �2
2(q) � � � �2

U(q)

iT
and de�ne the U �U matrix Dq with the (i(q); j(q))th

entry as

[Dq]i(q);j(q) =

(
ŵ?H
i(q)Ri(q)(q)ŵ?

i(q); if i = j
�i(q)ŵ?H

j(q)Ri(q)(q)ŵ?
j(q); if i 6= j

(6.24)

for all i; j 2 Sl. One can rewrite (6.23) as

Dqtq = mq: (6.25)

The scaling factors �i(q); i 2 Sl, can be determined by �nding tq from (6.25). Since
all elements of tq have to be nonnegative and mq is a vector with nonnegative values
on all dimensions, the existence of a feasible solution for tq depends on the structure
of Dq. The condition for the existence of a feasible solution to (6.25) is stated in the
following lemma.

Lemma 6.2. There exists a unique feasible solution to the problem (6.25) in the form
of tq = D�1

q mq, if Z-matrix Dq, given in (6.24), satis�es

ŵ?H
i(q)Ri(q)(q)ŵ?

i(q) > i(q)
X

j2Sl;j 6=i

ŵ?H
j(q)Ri(q)(q)ŵ?

j(q); 8i 2 Sl: (6.26)

Proof. First, we outline the following de�nitions:
De�nition 1 [104], [105], [106]: A matrix A 2 RK�K is called a Z-matrix if all of

its o�-diagonal elements are non-positive. A matrix A 2 RK�K is a P-matrix if its all
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principal minors are positive.
De�nition 2 [105, De�nition 2.2.19]: A matrix A 2 RK�K is strictly row diagonally

dominant if

jaiij >
KX

j=1;j 6=i

jaijj ; i = 1; � � � ; K; (6.27)

where aii denotes the (i; i)th entry of matrix A and j � j represents the absolute value
operator. It is clear from (6.24) that Dq is a Z-matrix.

If the Z-matrix Dq satis�es the conditions in (6.26), then it is a strictly row diago-
nally dominant matrix. Therefore according to [106, Theorem 6.2.3], the Z-matrix Dq
is also a P-matrix. Furthermore, the inverse of a matrix that is Z and P is nonnegative
[105, Theorem 3.11.10]. By a nonnegative matrix, we mean that all elements of that
matrix are real and nonnegative. Since all elements of the vector mq in (6.25) are
non-negative, then

tq = D�1
q mq � 0: (6.28)

A trivial consequence of (6.19) implies the following remark.
Remark: The optimisation problem in (6.3) can be reformulated as a set of N

individual optimisation problems that can be solved by the N BSs in N individual
cells. The resulting optimisation problem for any BS q 2 Sb is given by

min
wi( q)

X

i2Sl

wH
i(q)wi(q) +

X

k2Sb;k 6=q

X

t2Sl

X

i2Sl

�t(k)wH
i(q)Rt(k)(q)wi(q)

s. t. SINRi(q) � i(q); 8i 2 Sl:
(6.29)

Proof. Using the similar steps of proof lemma 6.1, it is straightforward to show that the
Lagrange dual of the problem (6.29) has the same solution as the problem (6.19).

The downlink beamforming scheme described by the problem (6.29) can be con-
sidered as distributed in a sense that each BS designs its beamforming vectors inde-
pendently, using the direct and the cross channel statistical information. In cellular
systems, each BS may capture the cross channel information of the adjacent cell’s
cell-edge users who are close enough to the cell borders via overhearing and exploiting
the channel reciprocity in the time division duplex (TDD) systems [21] or through a
direct feedback channel initiated by the cell-edge users in the frequency division duplex
(FDD) systems. Otherwise, the cross channel information of the users of the neigh-
boring cells are attained from their corresponding BSs via backhaul. The steps of the
proposed iterative scheme are summarized in Algorithm 6.1 where the iterations in
step 5 converge to an optimal point for any initialized values in step 3. The scheduling
routine from step 9 to step 13 in Algorithm 6.1 is executed to ensure the existence of
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the optimal downlink beamforming vectors.

Algorithm 6.1 Iterative algorithm for the BS q, q 2 Sb
1: De�ne a set of locally active users Sl with their corresponding SINR requirements

and a stopping point � of the algorithm.
2: n = 1.
3: Initialize pq (n) � 0.
4: For all i 2 Sl, �nd ŵi(q) (n) as the dominant eigenvector of the matrix

G�1
i(q) (pq (n)) Ri(q)(q) and calculate ki(q) (pq (n)) = i(q)

ŵH
i( q) (n)Gi( q) (pq(n))ŵi( q) (n)

ŵH
i( q) (n)Ri( q) (q)ŵi( q) (n) .

5: Update pq (n+ 1) = k (pq (n)).
6: n = n+ 1.
7: Repeat lines 4 to 6 until k pq (n+ 1) � pq (n) k� �.
8: ŵ?

i(q) = ŵi(q) (n+ 1).
9: if condition (6.26) is satis�ed for all i then

10: go to line 14
11: else if condition (6.26) is not satis�ed for a user i then
12: either reduce its required SINR so that (6.26) holds or remove that user from Sl.

Then go to line 2.
13: end if
14: The optimal downlink beamforming vector for user i is given as w?

i(q) = �i(q)ŵ?
i(q)

where �i(q) is found as the square root of the i-th entry of the vector tq = D�1
q mq.

6.4 Choice of the pricing factors

This section deals with �nding the pricing factors for the optimisation problem (6.3),
or equivalently (6.29) for all individual BSs q 2 Sb, to expand the operational range
of SINR constraints via pricing. It will be shown in Section 6.5.2, with trivial choice
of unity for the pricing factors, the required total transmit power to attain larger
SINR targets, i.e, beyond some certain levels, can rise to higher values that may not
be a�ordable in practical scenarios. In this section, an additional outer-loop search
for �nding the prices to achieve these higher targets of SINR with lower increases in
the total transmit power of the network is introduced. In the following, two pricing
strategies are proposed.

6.4.1 Pricing-per-user strategy

Consider the price tuple r , (rk)Nk=1 =
h
rT1 rT2 � � � rTN

iT
, where

rq =
h
�1(q) �2(q) � � � �U(q)

iT
, q 2 Sb. Let Pq be the transmitted power of a BS

q at a critical SINR target of its local user i, i.e., i(q). Here, the critical refers to
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a SINR target beyond which a sharp rise in the BS transmitted power is inevitable.
On the other hand, achieving such a power-hungry SINR target may be essential for
the user, but may not be sustainable by the BS due to the limited power constraint.
In order to come up with an e�cient compromise between the power and the SINR
demand, this section proposes to update the current price of user i(q) and broadcast
it to the other BSs, so that the induced inter-cell interference power on user i(q) is
reduced and, hence, further increase in its SINR target is achievable with an a�ordable
transmit power at the BS q. Let us also de�ne gi(q) (r�q) = Pi(q) � wH

i(q)wi(q), where

r�q , (rk)Nk=1;k 6=q, and g(r) =
h
gT1 (r�1) gT2 (r�2) � � � gTN(r�N)

iT
, where gq(r�q) =

h
g1(q) (r�q) g2(q) (r�q) � � � gU(q) (r�q)

iT
, q 2 Sb. Then, the prices for the users of

BS q can be updated using the iterative Projection Algorithm with constant step size
according to

rq (n + 1) = [rq (n) � �gq (r�q (n))]+ ; (6.30)

where [a]+ = max(0; a), � is a positive step size and n is the iteration index. Each
BS updates its users’ prices at each iteration and broadcasts these prices to the other
BSs. Then, each BS uses the received prices for its outer-cell users to update the
beamforming vectors towards its local users via the proposed iterations in Algorithm
6.1. Notice that broadcasting the pricing factors requires inter-BS cooperation via a
backhaul link. The detailed steps of the proposed pricing scheme are summarized in
Algorithm 6.2. Here, the iterations in Algorithms 6.1 and 6.2 are referred to as the
inner and the outer iterations, respectively.

Algorithm 6.2 Pricing-per-user algorithm
1: De�ne the stopping point �q for the algorithm.
2: n = 1.
3: Initialize r (n) � 0 and chose the step size � > 0.
4: Each BS executes Algorithm 6.1 with the weighting factors for its outer-cell users

obtained from the price tuple r (n).
5: Each BS q 2 Sb updates its price vector: rq (n+ 1) = [rq (n) � �gq (rq (n))]+ then

broadcasts the updated price vector rq (n + 1).
6: n = n+ 1.
7: Repeat lines 4 and 6 until k gq (r�q (n)) � gq (r�q (n � 1)) k� �q.

Algorithm 6.2 converges to an equilibrium as long as the increased pricing factors
lead to further decrease in inter-cell interference by the inner iterations, i.e., the pro-
posed optimisation problem in (6.3), at any given BS q. At a current iteration n of
(6.30), a larger gap between the actually transmitted power by the BS q to the local
user i(q), i.e., wH

i(q)(n)wi(q)(n), and the minimum desired power level for that user,
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i.e,, Pi(q), leads to a larger pricing factor for the user i(q) in the following iteration
n + 1, i.e., �i(q)(n + 1) > �i(q)(n). Hence, the increased price of user i(q) enforces the
other BSs, through the inter-cell interference controlling term of the proposed objective
function in (6.3), to reduce �i(q), i.e., other BSs aggregate interference power on user
i(q). It can be veri�ed from the proof of Lemma 6.2 and the result (6.28), therein,
that since the qth element of mq decreases as �i(q) decreases and D�1

q is a non-negative
matrix, i.e., all of its elements are non-negative and real, all dimensions of tq including
the qth dimension decreases at iteration n + 1. On the other hand the element on
dimension q of tq is the scaling factor �2

i(q) that determines the transmit power level of
BS q towards the user i(q), i.e., see (6.21). Therefore, �i(q)(n + 1) > �i(q)(n) leads to
wH
i(q)(n + 1)wi(q)(n + 1) < wH

i(q)(n)wi(q)(n). However, the limited number of antenna
elements at BSs imposes a restriction on the minimum power transmitted by the BS q
towards its ith user, i.e., user i(q). This, in turn, ultimately leads to some minor changes
in transmitted powers, i.e., within a prescribed limit speci�ed as �q in Algorithm 6.2,
between any two successive iterations, i.e., wH

i(q)(n+ 1)wi(q)(n+ 1) � wH
i(q)(n)wi(q)(n).

At this point, gi(q) (r�q(n+ 1)) � gi(q) (r�q(n)) leads to the stabilization of the pricing
factor �i(q) at an equilibrium, i.e., �i(q)(n+1) � �i(q)(n). Without loss of generality, the
convergence analysis given for any user i(q) can be applied to justify the convergence
of a collection of simultaneous users in the network.

6.4.2 Pricing-per-BS strategy

In order to avoid the circulation of prices amongst BSs, a single pricing factor �q is
locally calculated and used at each BS q, q 2 Sb, in this strategy. In fact, the objective
function in the original optimisation problem (6.3) is amended by using �q instead of
�t(k). Let Pq be the total transmitted power of a BS q at some critical SINR targets
of its local users. Here, the critical refers to those SINR targets beyond which a sharp
rise in the transmitted power is required. On the other hand, achieving such power-
hungry SINR demands may be essential, but may not be sustainable by the BS q
due to the limited power constraint. Hence, this strategy aims at reaching a power-
e�cient compromise by updating the current pricing factor of the induced interference
levels of the BS q on the other users of the other cells, so that further increases in SINR
targets are achievable with an a�ordable transmit power at the BS q. In the sequel, the
proposed Pricing-per-BS strategy is described. De�ning ~gq (�q) = Pq�

P
i2Sl

wH
i(q)wi(q),

the pricing factor of BS q is updated as

�q (n + 1) = [�q (n) � � ~gq (�q (n))]+ ; (6.31)
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where � is a positive step size. Algorithm 6.3 outlines the steps of the proposed Pricing-
per-BS strategy. The convergence of Algorithm 6.3 can be veri�ed using the similar
steps described for verifying the convergence of the Pricing-per-user strategy in Section
6.4.1. Here, a larger aggregate transmit power of a BS q at a current iteration n, i.e.,
P

i2Sl
wH
i(q)(n)wi(q)(n), results in a higher pricing factor for the next iteration n + 1,

i.e., �q(n + 1) > �q(n). This, in turn, enforces lower induced interference by the BS q
on the users of the other cells. Similarly, applying the results from the proof of lemma
6.2, one can verify that decreased inter-cell interference by the BS q on the users of the
other BSs decreases the transmitted power of the other BSs and this, in turn, lowers
their induced interference on the local users of the BS q. Therefore, it can be concluded
that �q(n+ 1) > �q(n) leads to

P
i2Sl

wH
i(q)(n+ 1)wi(q)(n+ 1) <

P
i2Sl

wH
i(q)(n)wi(q)(n)

and ultimately the Algorithm 6.3 converges to an equilibrium.

Algorithm 6.3 Pricing-per-BS algorithm
1: De�ne the stopping point �q for the algorithm.
2: n = 1.
3: Initialize �q (n) � 0 and chose the step size � > 0.
4: BS q executes Algorithm 6.1 with the price �q (n).
5: BS q updates its price vector: �q (n+ 1) = [�q (n) � � ~gq (�q (n))]+.
6: n = n+ 1.
7: Repeat lines 4 and 6 until ~gq (�q (n)) � ~gq (�q (n � 1)) � �q.

In the following, the proposed pricing strategies are intuitively described and com-
pared. In the Pricing-per-user strategy, when any user i(q) requires a signi�cantly
higher transmit power to obtain a higher SINR, the corresponding local BS allocates
a higher price for that user and broadcasts it to other BSs. In response, the other BSs
design their beamforming vectors for their local users such that their induced interfer-
ence on that user i(q) is reduced. Whereas, in a similar situation in the Pricing-per-BS
strategy, the local BS q allocates a higher pricing factor on its own induced interference
on the other users of the other cells. In return, the other BSs reduce their induced
interference on the local users of BS q, since the other BSs also follow the same strategy
as the BS q. Pricing-per-user is a cooperative strategy and can be viewed as a passive
pricing strategy whereas the Pricing-per-BS strategy is a decentralised mechanism and
can be regarded as an active pricing strategy.
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Figure 6.1: An example of random 3-user distribution per sector.

6.5 Simulation results

6.5.1 Simulation setup

In this section, the performance of the proposed algorithms are demonstrated within
a cellular network composed of 3 cells, as shown in Fig. 6.1. In particular, either 2
or 3 users per sector are randomly distributed such that they are located within the 3
adjacent sectors of 3 neighbouring cells, i.e., either 6 or 9 users per 3 adjacent sectors.
With this set up, a critical scenario is considerd in terms of severeness of ICI and
the convergence behavior of the distributed BSs in reaching to an equilibrium point.
Monte-Carlo simulations have been carried out over 30 independent sets of 2 users per
sector and 30 independent sets of 3 users per sector. Fig. 6.1 shows an example of one
of these distributions. It is also assumed that any two neighboring BSs are located 3
km apart from one another.

The channel covariance matrix from BS q to user i in cell k, i.e., Ri(k) (q), is modeled
as

Ri(k) (q) = #i(k) (q) R
�
�i(k) (q) ; �a

�
; (6.32)

where #i(k) (q) is the channel gain coe�cient, �i(k) (q) is the nominal azimuth an-
gle, �a is the standard deviation of the angular spread and the (m;n)th element of
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R
�
�i(k) (q) ; �a

�
is [33, 56],

e
j2��

� [(n�m)sin�i( k) (q)]e�2[ �� �a
� f(n�m)cos�i( k) (q)g]2

: (6.33)

In (6.33), � is the carrier wavelength and � is the antenna spacing at BSs. We have
set � = �=2 and �a = 2�. In (6.32), #i(k) (q) captures the distance-dependent path-
loss according to 34:5 + 35log10(l), where l is the distance in meters with l � 35m,
a log-normal shadow fading with 8dB standard deviation and a Rayleigh component
for the fading channel. The distance between neighboring BSs is assumed to be 3km.
The noise power spectral density is set to -174 dBm/Hz. An antenna gain of 15dBi is
assumed. Either 4, 8 or 12 antenna elements per sector have been used in simulations.
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Figure 6.2: Residual norm versus number of iterations of the proposed iterative Algo-
rithm 6.1 with equal pricing factors of one for all users and: (a) with di�erent number of
antenna elements and SINR targets for 2 users per sector, (b) with 8 antenna elements
for 2 and 3 users per sector.
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6.5.2 Simulation results

In Fig. 6.2 (a), the residual norm of k p(n) � p? k, where p? is the optimal solution
to problem (6.17), has been drawn versus the number of iterations to demonstrate the
speed of convergence of Algorithm 6.1 to p? for 2 users per sector. The results show
that with the same number of users per sector, the speed of convergence increases either
with a higher number of antenna elements at BSs or with a lower SINR target at user
terminals. Moreover, the convergence speed of the proposed algorithm also depends
on the number of active users per sector. It is shown in Fig. 6.2 (b) that more users
per sector results in a slower convergence speed.
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Figure 6.3: Sum-power consumption of all BSs for the proposed, conventional and
centralised schemes versus SINR targets with 2 users per sector and: (a) 4 antenna
elements per sector, (b) 8 antenna elements per sector.

In Figs. 6.3 and 6.4, the proposed algorithm has been compared against the con-
ventional scheme and a centralised coordinated beamforming technique, i.e., CBF [37],
in terms of sum-power consumption by all BSs versus equal SINR targets at user ter-
minals. In the conventional scheme, each BS sel�shly minimises its own total transmit
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Chapter 6: Decentralised beamforming

power subject to maintaining a set of SINR requirements for its local users, i.e., with-
out accounting for the induced inter-cell interference on the users who are operating
on the same frequency band. The CBF technique jointly optimises and designs the
beamforming vectors of all BSs in a centralised unit as described in [37]. The proposed
scheme optimises the downlink beamforming vectors at individual BSs in a distributive
fashion, as described in Algorithms 6.1, 6.2 and 6.3. Figs. 6.3(a) and 6.3(b) show the
results for 4 and 8 antenna elements per sector, respectively, and for 2 users per sector
of the adjacent cells. Whereas, Figs. 6.4(a) and 6.4(b) illustrate the results for 8 and
12 antenna elements per sector, respectively, and for 3 users per sector of the adjacent
cells, as depicted in Fig. 6.1. A step size of � = 10�4 has been used for both of the
proposed pricing strategies. In trying to obtain as closer performance as possible to
the centralised CBF solutions, i.e., for the sake of comparison, the reference power
levels of Pi(q) and Pq in the proposed Pricing-per-user and Pricing-per-BS strategies,
respectively, have been set as the power levels required by the centralised CBF scheme
for the same SINR demands.

The results shown in Figs. 6.3 and 6.4 con�rm that the proposed scheme outper-
forms the conventional one in terms of power e�ciency in supporting relatively larger
SINR targets, even with a trivial setting of all pricing factors to unity. However, by
activating the pricing mechanisms in the proposed scheme, one can extend the power-
e�cient coverage of SINR targets to higher �gures. For instance, the results in Figs.
6.3(a) and 6.3(b) show extensions of 3 dB and 8 dB in power-e�cient SINR coverage
for 4 and 8 antenna elements, respectively, with 2 users per sector. The drawback of
the conventional scheme is due to the so-called ping-pong e�ect in a multi-cell environ-
ment, where each BS keeps increasing its transmit power to maintain its users’ SINR
requirements and, inevitably, keeps increasing its interference on the users’ of the other
cells. Whereas the second term of the objective function of the proposed optimization
problem in (6.3) controls the inicted inter-cell interference by each BS and stabilizes
the egoistic dynamic of the conventional network in an equilibrium point, agreed by all
BSs. As a result of this stabilization, the proposed algorithm can e�ectively extend the
operational range of SINR. Although, both pricing strategies show almost the same
performance in terms of power requirements over the most power-e�cient range of
SINR targets they tend to depart gradually at higher SINR targets, e.g., considerably
at 14 dB in Fig. 6.4 (a) and at 17 dB in Fig. 6.4 (b). This observation shows that the
Pricing-per-user strategy is more sensitive than the Pricing-per-BS strategy at higher
SINR targets to the balance between the number of antenna elements and the total
number of active users in all of the adjacent sectors. For instance, in Fig. 6.4 (a),
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Figure 6.4: Sum-power consumption of all BSs for the proposed, conventional and
centralised schemes versus SINR targets with 3 users per sector and: (a) 8 antenna
elements per sector, (b) 12 antenna elements per sector.

the total number of 9 active users exceeds the available 8 antenna elements per sector,
whereas, in Fig. 6.4 (b), this imbalance reverses to 9 active users versus 12 antenna
elements per sector. Furthermore, results shown in Figs. 6.3 and 6.4 indicate that our
proposed algorithm with pricing strategies can closely follow the performance of the
centralised CBF [37] scheme.

Fig. 6.5 shows the convergence dynamic of total as well as per BS transmit power
and inter-cell interference induced on each user versus the number of pricing iterations
at 22 dB SINR target for the proposed pricing strategies. Comparing Figs. 6.5(a) and
6.5(b), one can see that the transmit power at BSs as well as the inter-cell interfer-
ence levels settle faster at their corresponding equilibrium points in the Pricing-per-BS
strategy. This is because of more pricing factors to be adjusted by the proposed al-
gorithm for the Pricing-per-user strategy than the Pricing-per-BS strategy. Fig. 6.6
shows the convergence dynamic of the pricing factors in both of the pricing strategies
for the same scenario as in Fig. 6.5. A comparison of the depicted results in Figs.
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Figure 6.5: Convergence and transient behavior of transmit power and inter-cell inter-
ference versus the number of pricing iterations for 2 users per sector and 22 dB SINR
target in: (a) Pricing-per-BS strategy and (b) Pricing-per-user strategy.

6.6(a) and 6.6(b) also con�rms that the pricing factors in the Pricing-per-BS strategy
converge faster than those of the Pricing-per-user strategy to their equilibrium points.
Furthermore, the Pricing-per-BS strategy is suitable for distributed implementation at
individual BSs, whereas the Pricing-per-user strategy requires the exchange of prices
amongst BSs.

6.6 Conclusion

In this chapter, a decentralised beamforming strategy for downlink transmission in
multi-cell processing networks has been introduced with two interference pricing strate-
gies. In terms of exibility, the proposed optimisation approach allows each BS to reach
a balance between minimising the total interference leakage and minimising the total
transmit power while assuring the desired SINR targets for its local user terminals.
The Pricing-per-user and Pricing-per-BS strategies have been introduced to widen the
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Figure 6.6: Convergence and transient behavior of pricing factors versus the number of
pricing iterations for 2 users per sector and 22 dB SINR target in: (a) Pricing-per-BS
strategy and (b) Pricing-per-user strategy.

range of SINR demands that can be supported by the BSs e�ciently in terms of total
power consumption. In the former, the BS allocates a higher price for a corresponding
local user whose target SINR requires a high transmit power and broadcasts it to the
other BSs. In return, the other BSs design their beamforming vectors for their local
users such that their induced interference on that user is reduced. Whereas, in the
latter and in a similar situation, the local BS allocates a higher pricing factor on its
own induced interference on the other users of the other cells. In return, the other BSs
reduce their induced inter-cell interference on the vulnerable users of the original BS. It
has been shown that the proposed algorithms converge to an equilibrium in a multi-cell
scenario where the same bandwidth is used across the adjacent cells. The simulation
results show that the proposed approach not only outperforms the conventional scheme
but it also closely follows the performance of a centralised coordinated beamforming
scheme in terms of power-e�cient transmission.
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Chapter 7

Conclusions and future work

The aim of this thesis is to reduce the overall power consumption of the cellular net-
work while ensuring required levels of signal-to-interference-plus-noise ratios for all
active user terminals. Interference has been identi�ed as a challenge to be tackled
in order to achieve this goal. To this end, this thesis exploited cooperation amongst
base stations and proposed several interference management techniques based on beam-
forming. Three beamforming schemes with di�erent levels of cooperation amongst base
station were proposed to meet exible requirements and backhaul availabilities. Multi-
cell beamforming scheme was introduced at a signal-cooperative level where all users’
data are circulated amongst BSs for a joint transmission. Coordinated beamforming
scheme was developed at a beamforming-cooperative level where data is kept locally at
each base station. User position aware multi-cell beamforming approach was proposed
at a hybrid-level of the two aforementioned ones to take advantages of both multi-cell
and coordinated beamforming schemes. Fast wireless backhaul protocols were intro-
duced using network coding concept to establish interconnections amongst cooperating
base stations. A framework was developed to evaluate the overall performance, includ-
ing backhaul e�ects on power consumption and latency of the proposed beamforming
schemes. In order to overcome the single-point-of-failure drawback caused by the cen-
tralised implementation of the aforementioned beamforming schemes, a decentralised
beamforming scheme is introduced. In the decentralised beamforming scheme, indi-
vidual BS can independently perform signal processing tasks using either locally at-
tained channel state information or with limited exchange of channel state information
amongst base stations.

This chapter summarises the �ndings of previous chapters and outlines possible
future research directions.
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7.1 Thesis summary

7.1.1 Summary of Chapter 1

The introductory chapter outlined the motivation of this thesis and de�ned the open
issues regarding interference management in multi-cell networks. The contributions of
this thesis were also stated.

7.1.2 Summary of Chapter 2

This chapter reviewed principles of beamforming using linear antenna array along with
concepts of second order cone programming and semide�nite programming. An opti-
misation problem was presented to calculate transmit beamformers for multiple active
users in a single-cell scenario. Di�erent approaches to solve the optimisation problem
were outlined.

7.1.3 Summary of Chapter 3

In this chapter, a multi-cell beamforming (MBF) scheme was proposed at the signal-
cooperative level. Downlink beamforming vectors for all users of the network were
jointly designed as if all coordinating BSs were a single BS. As a result of joint trans-
mission each user’s data was circulated amongst BSs. In order to reduce backhaul
burden, a user position aware algorithm was introduced to allocate any user to the
nearby BSs based on the information of the user’s location. An iterative algorithm was
developed to �nd optimal solution to the optimisation problem of the MBF scheme
using uplink-downlink duality. The convergence of the algorithm depended on the
number of antenna elements, the targeted SINRs, and the number of active users.
Monte-Carlo simulation results con�rmed that the proposed algorithm attained the
optimal solution with the accuracy of 10�7 for the worst case, after just 50 iterations.

7.1.4 Summary of Chapter 4

In this chapter, a coordinated beamforming (CBF) scheme was developed at the
beamforming-cooperative level to reduce backhaul burden. Beamforming vectors were
jointly designed for coordinating BSs in a manner that each BS only transmits to its
own users. The optimisation problem for the CBF scheme using instantaneous CSI

120



Chapter 7: Conclusions and future work

was formulated in standard semide�nite programming (SDP) form. In order to reduce
signaling overhead in attaining instantaneous CSI, the optimisation problem for CBF
was also cast in SDP form using second order statistical CSI, i.e., channel covariance
matrix. The scheme was designed to tolerate a certain level of error in the estimation of
the covariance matrix. Simulation results revealed that although the robustness came
at the cost of increased transmit power, there was an opportunity to achieve a signi�-
cant reduction in signaling overhead with a minor increase in total transmit power at
moderately low SINRs. The results also showed that the performance of two proposed
CBF schemes tended to converge at the moderately low region of SINR disregarding
the level of uncertainty/error in CSI estimation.

7.1.5 Summary of Chapter 5

In this chapter, a possible power-saving gain o�ered by dividing a cell into tiers of
smaller cells was derived as a function of the number of tiers and pass loss exponent.
Network coding enabled wireless Star and Ring backhaul protocols were introduced
to establish interconnection amongst BSs. Upper bound expressions on the achievable
throughputs of the proposed protocols were derived. Using the Ring protocol, a frame-
work was introduced to evaluate the overall performance of MBF and CBF schemes
that include backhaul e�ects on both latency and power consumption. Interestingly,
simulation results indicated that although the multi-cell beamforming scheme requires
heavier backhaul than the coordinated beamforming scheme, the former outperformed
the latter in terms of lower overall power consumption, including backhaul e�ects,
when supporting cell-edge users. The results revealed a tradeo� between the power
consumption gain and the complexity of backhaul.

7.1.6 Summary of Chapter 6

In this chapter, a decentralised beamforming (DBF) strategy for downlink transmission
in multi-cell processing networks was proposed. Like the CBF scheme, users within
a cell only obtained their data signals from their dedicated local BS. However, DBF
di�ered from CBF in the fact that each BS locally designed its own beamforming vectors
without relying on data or downlink CSI of links from other BSs to the users. Moreover,
the iterative algorithm proposed for DBF was the solution to an inter-cell interference
balancing optimisation problem. This problem minimises a linear combination of data
transmission power and the resulting inter-cell interference power at each BS, while
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maintaining the required SINRs by the local users. The Pricing-per-user and Pricing-
per-BS strategies were introduced to widen the range of SINR demands that can be
supported by the BSs e�ciently in terms of total power consumption. It was shown
that the proposed algorithm converges to an equilibrium in a multi-cell scenario where
the same bandwidth is used across the adjacent cells. The simulation results indicated
that the proposed approach not only outperforms the conventional scheme but it also
closely follows the performance of a centralised coordinated beamforming scheme in
terms of power-e�cient transmission.

7.2 Future research directions

The contributions of this thesis suggest the following future research directions related
to beamforming techniques for multi-cell processing (MCP).

7.2.1 Joint optimisation of downlink and backhaul

Backhaul link is an essential part in MCP. In practical scenarios, the backhaul has
limited capacity. Therefore, the �rst e�ect of a non ideal backhaul on MPC is latency.
In MCP, an additional phase of communications amongst coordinating BSs is required
to jointly design transmitting parameters and/or exchange users’ data. As a result,
the delivered sum rate to end users depends on both backhaul rates and forward link
rates (i.e., from BSs to users). An e�ective sum rate was introduced in Section 5.6.4
to capture the delay e�ect of the backhaul. The e�ective sum rate is a function of the
backhaul rate and the smallest value of users’ forward link rates, which is related to the
smallest user’s SINR. The second e�ect of the backhaul on MCP is the additional power
required for circulating information among coordinating BSs. In Section 5.6.1, the Ring
protocol was characterised in terms of power consumption. The power consumption of
the protocol is a function of SNRs of inter-BS links with the assumption that the link
between any two BSs is single-input-single-output and line-of-sight.

The framework introduced in Section 5.6.4 can be considered as a combination
of two independent tasks, i.e. forward-link-design and backhaul-parameter-selection
tasks, in order to gain a required e�ective sum rate. Although the framework provides a
fair comparison for various beamforming schemes with di�erent backhaul requirements,
the combination of two independent tasks is not optimal in terms of neither the overall
power consumption nor the e�ective sum rate. Therefore, joint optimising for both
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downlink beamforming and backhaul parameters is a challenging problem for future
research.

7.2.2 Robust beamforming

In downlink MCP, channel state information is required to design transmit beamforming/pre-
coding vectors for all users terminals. This increases the burden on signaling overhead
between BSs and their user terminals, especially for a large size of coordinating BSs.
For this reason, algorithms that demand less signaling overhead are desirable for MCP.
Furthermore, the obtained channel state information at the BS, i.e., the CSIT, may
not be accurate due to the channel estimation error. As the system design based on
corrupt CSIT may not function as expected in the realistic channel conditions, robust
schemes to the uncertainties in CSIT are also of interests.

A worst-case robust beamforming for CBF presented in Chapter 4 is based on the
assumption that channel uncertainty matrices are norm-bounded. This conservative
approximation may decrease the performance of the robust beamforming schemes due
to having too many protections for errors in channel estimation. Flexible approaches
that avoid the conservative approximation and worst-case design are desirable. A
possible approach is to use a probabilistic model to capture the randomness of the
wireless channel. Furthermore, robust designs for the novel DBF scheme, introduced
in Chapter 6, remain open.

7.2.3 Rate maximisation under power constraint

The focus of this thesis is on energy e�ciency. Therefore, the objective functions
de�ned in Chapters 3 and 4 are to minimise total transmit power across coordinating
BSs. On the other hand, the objective function introduced in Chapter 6 is to minimise
a linear combination of two utility functions, characterising each BS’s weighted sum of
transmitted power to the intra-cell users and its resulting weighted sum of interference
power inicted upon the users of the other cells. The constraints of all optimisation
problems introduced in this thesis are on users’ signal-to-interference-plus-noise ratios
(SINRs). In other words, beamforming schemes proposed in this thesis ensure all users’
quality of services above requirement levels with minimum total transmit power. A
possible extension for the work in this thesis is to maximise the e�ective sum rate under
transmit-power and backhaul-power constraints.
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7.2.4 Multi-antenna users

An assumption used to develop beamforming schemes in this thesis is that user termi-
nals are equipped with single antenna. When user terminals and base stations both
have multiple antennas, there are more degree of freedom to e�ectively control interfer-
ence. However, transmit and receive beamforming should be jointly designed. A ques-
tion arising here is whether global optimality can be achieved by iteratively optimising
transmit and receive beamforming. Complexity and signaling overhead are expected to
signi�cantly increase. Therefore, practical solutions to the optimal beamforming and
tradeo� between optimality and complexity are open problems for research.
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Appendix A: Proof for the mean of

a log-normal random variable

In order to �nd E(10
� x
10 ) where x � N(0; �2

S), let’s consider a random variable y = 10
x
10 .

In the following we �rst �nd E(y). We have

Pr (y < k) = Pr
�
10

x
10 < k

�
= Pr (x < 10log10k) =

Z 10log10k

�1

1
p

2��
e� x2

2�2 dx: (1)

From y = 10
x
10 , one can write

x = 10
lny
ln10

=
lny
a

(2)

where a = ln10
10 . Furthermore

dx =
1
ay
dy: (3)

Substituting for x and dx from (2) and (3) into (1) we arrive at

Pr (y < k) =
Z k

�1

1
p

2��ay
e� ln2 y

2a2 �2 dy: (4)

Therefore, the pdf of y can be written as

f(y) =
1

p
2��ay

e� ln2 y
2a2�2 : (5)
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We proceed to calculate E(y) as

E(y) =
Z 1

�1
yf(y)dy =

Z 1

�1

y
ay�

p
2�
e� ln2 y

2a2 �2 dy: (6)

Let z = lny then one can write y = ez and dy = ezdz. Therefore

E(y) =
Z 1

�1

1
a�

p
2�
eze� z2

2a2 �2 dz (7)

=
Z 1

�1

1
a�

p
2�
e

( � z2+2 za2�2 � a4�4 )+ a4�4

2a2 �2 dz (8)

= e
a2�2

2

Z 1
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1
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2�
e� ( z� a2�2) 2

2a2 �2 dz (9)

= e
a2�2

2 : (10)

Since E(10
x
10 ) = e

a2�2

2 , E(10
� x
10 ) = e� a2�2

2 . This concludes the proof.
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Appendix B: Extension of the UPA

algorithm for sectoral cells

Consider a distributed antenna system (DAS) consisting of 7 cells depicted in Fig.
3.4, i.e., 2 tiers of cells [38]. This model can be extended for a DAS with more than
2 tiers of cells. Each cell is divided into 3 sectors with a linear antenna array of M
elements per sector. The central cell, i.e., cell 1, acts as the controlling unit to assign
users to di�erent zones and to design beamforming vectors. The antenna arrays of 7
geographically separated BSs form a distributed-arrays antenna (DAA). We study the
scenario where the DAA simultaneously supports K single-antenna users under the
same carrier frequency.

Let 1�21M vector hi be the global channel of user i as seen by the DAA and �nally
1�3M vector hi(p) as the local channel of user i within the pth cell, i.e., i 2 f1; 2; � � �Kg
and p 2 f1; 2; � � � 7g. As the DAA comprises of arrays of 7 coordinating cells, one can
write hi =

h
hi(1) hi(2) � � � hi(7)

i
where

hi(p) =
h
ai(p; 1)hi(p; 1) ai(p; 2)hi(p; 2) ai(p; 3)hi(p; 3)

i

hi(p; q) =
h
hi (p; q; 1) hi (p; q; 2) � � �hi (p; q;M)

i
;

q 2 f1; 2; 3g indicates the sector index within a cell, hi (p; q; k) is the channel of user i
as seen by the kth element, i.e., k 2 f1; 2 � � �Mg, of the array in sector q of cell p, and
�nally the controlling coe�cient ai(p; q) is either 1 if user i is allocated to be served
by sector q of cell p or 0 otherwise. In the following, we introduce the modi�cation of
UPA algorithm.

The radius 
 of the QoS guarantee circle for a cell is determined by path-loss ex-
ponent, user’s targeted SINR and transmit power at BS. The QoS circles are shown
as the outer-cell circles in Fig. 3.4. An intersection of two QoS circles and the nearest
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BS de�nes the radius 
o of the inner-cell circle in Fig. 3.4. We distinguish two types
of triangle within a DAS shown in Fig. 3.4 as follows. First, upward triangles com-
prise 4(2,3,1), 4(1,4,5), and 4(7,1,6). Second, downward triangles include 5(3,4,1),
5(1,5,6), and 5(2,1,7). We de�ne 3 kinds of zone for both upward and downward
triangles as follows. Zone 1 is the area within the inner-cell circle, e.g., Z1, Z2 and Z3.
Users in zone 1 are supported by 1 or 2 nearest arrays. Zone 2 is the area bounded
by a line connecting 2 BSs, their inner-cell circles and the outer-cell circle of the third
cell, e.g., Z12, Z13 and Z23. Users in zone 2 are supported by 2 nearest arrays. Zone 3
is the common area of 3 outer-cell circles, e.g., Z123. Users in zone 3 are supported by
3 or 6 arrays.

Let D denote the radius of cell, Ai(p) be an angle of user i and BS p in 360o coordi-
nate, we �rst introduce algorithms to allocate users within the areas of the upward and
downward triangles in Algorithms .1 and .2, respectively, then we propose the UPA
algorithm to allocate user within the DAS in Algorithm .3.

Algorithm .1 Upward triangle(x; y; z; i)

1: 
o , 3D
2 �

q

2 � 3D2

4
2: if li;(x) � 
o then
3: ai(x; 2) = 1fAssign user i to Zxg
4: else if li(y) � 
o then
5: ai(y; 3) = 1fAssign user i to Zyg
6: else if li(z) � 
o then
7: ai(z; 1) = 1fAssign user i to Zzg
8: else if (
o < li(x) � 
) and (
o < li(y) � 
) and (li(z) > 
) then
9: ai(x; 2) = 1, ai(y; 3) = 1fAssign user i to Zxyg

10: else if (
o < li(x) � 
) and (
o < li(z) � 
) and (li(y) > 
) then
11: ai(x; 2) = 1, ai(z; 1) = 1fAssign user i to Zxzg
12: else if (
o < li(y) � 
) and (
o < li(z) � 
) and (li(x) > 
) then
13: ai(y; 3) = 1, ai(z; 1) = 1fAssign user i to Zyzg
14: else if (
o < li(x) � 
) and (
o < li(y) � 
) and (
o < li(z) � 
) then
15: ai(x; 2) = 1, ai(y; 3) = 1, ai(z; 1) = 1fAssign user i to Zxyzg
16: end if

128



Algorithm .2 Downward triangle(x; y; z; i)

1: 
o , 3D
2 �

q

2 � 3D2

4
2: if li(x) � 
o then
3: if li(y) = li(z) then
4: ai(x; 2) = 1, ai(x; 3) = 1fAssign user i to Zxg
5: else if li(y) > li(z) then
6: ai(x; 3) = 1 fAssign user i to Zxg
7: else if li(y) < li(z) then
8: ai(x; 2) = 1fAssign user i to Zxg
9: end if

10: else if li(y) � 
o then
11: if li(x) = li(z) then
12: ai(y; 1) = 1, ai(y; 3) = 1fAssign user i to Zyg
13: else if li(x) > li(z) then
14: ai(y; 3) = 1 fAssign user i to Zyg
15: else if li(x) < li(z) then
16: ai(y; 1) = 1fAssign user i to Zyg
17: end if
18: else if li(z) � 
o then
19: if li(x) = li(y) then
20: ai(z; 1) = 1, ai(z; 2) = 1fAssign user i to Zzg
21: else if li(x) > li(y) then
22: ai(z; 2) = 1 fAssign user i to Zzg
23: else if li(x) < li(y) then
24: ai(z; 1) = 1fAssign user i to Zzg
25: end if
26: else if (
o < li(x) � 
) and (
o < li(y) � 
) and (li(z) > 
) then
27: ai(x; 2) = 1, ai(y; 1) = 1fAssign user i to Zxyg
28: else if (
o < li(x) � 
) and (
o < li(z) � 
) and (li(y) > 
) then
29: ai(x; 3) = 1, ai(z; 1) = 1fAssign user i to Zxzg
30: else if (
o < li(y) � 
) and (
o < li(z) � 
) and (li(x) > 
) then
31: ai(y; 3) = 1, ai(z; 2) = 1fAssign user i to Zyzg
32: else if (
o < li(x) � 
) and (
o < li(y) � 
) and (
o < li(z) � 
) then
33: ai(x; 2) = 1, ai(x; 3) = 1, ai(y; 1) = 1, ai(y; 3) = 1, ai(z; 1) = 1, ai(z; 2) =

1fAssign user i to Zxyzg
34: end if
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Algorithm .3 User Position Aware
1: Set ai(p; q) = 0, 8i; p; q
2: for i = 1 to K do
3: if (li(p) � D) and (210 � Ai(p) � 330) then
4: ai(p; 1) = 1, for p 2 f2; 3g
5: else if ((li(p) � D) and (0 � Ai(p) � 90)) or

((li(p) � D) and (330 � Ai(p) � 360)) then
6: ai(p; 2) = 1, for p 2 f4; 5g
7: else if (li(p) � D) and (90 � Ai(p) � 210) then
8: ai(p; 3) = 1, for p 2 f6; 7g
9: else if (0 � Ai(1) < 60) then

10: Upward triangle(1; 4; 5; i)
11: else if (60 � Ai(1) < 120) then
12: Downward triangle(1; 5; 6; i)
13: else if (120 � Ai(1) < 180) then
14: Upward triangle(7; 1; 6; i)
15: else if (180 � Ai(1) < 240) then
16: Downward triangle(2; 1; 7; i)
17: else if (240 � Ai(1) < 300) then
18: Upward triangle(2; 3; 1; i)
19: else if (300 � Ai(1) < 360) then
20: Downward triangle(3; 4; 1; i)
21: end if
22: end for
23: return 8ai(p; q)

130



Appendix C: Proof of Lemma 5.1

Proof. Let r be the radius of each small cell. One can easily verify that the overlapping

area between every 2 cells, i.e., s in Fig. 5.1, are equal and can be calculated as

s = (�3 �
p

3
2 )r2. The number of small cells of the N-Tier system, i.e., m, is given as:

m = 1 + 6
N�1X

i=1

i = 3N2 � 3N + 1: (11)

Denoting the number of overlapping areas in N -Tier architecture by n and noting

that every cell in Tier N � 1 always has 6 neighbouring cells, we distinguish two cases

of N as follows.

Case 1: N is even, i.e., N = 2k, where k 2 f1; 2; 3 : : :g. One can easily verify from

Fig. 5.1 the following facts. The central cell, i.e., Tier 1, has 6 overlapping areas. Apart

from the Tier 1, each cell at an odd tier has 5 overlapping areas while each cell at an

even tier has 1 overlapping area. Therefore, we can write

n = 6 + 1 �
2k�1X

i=1;i:odd

6i

| {z }
even tiers

+ 5 �
2k�2X

i=2;i:even

6i

| {z }
odd tiers

: (12)

Using
P2k�1

i=1;i:odd i = k2,
P2k�2

i=2;i:even i = k(k � 1) and k = N=2, we can rewrite (12) as:

n = 6 + 6k2 + 30k(k � 1) = 9N2 � 15N + 6: (13)
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Case 2: N is odd, i.e., N = 2k + 1, where k 2 f1; 2; 3 : : :g. In this case, non

overlapping area is counted for the central cell, i.e., Tier 1. Each cell at an even

tier has 5 overlapping areas while apart from Tier 1, each cell at an odd tier has 1

overlapping area. Therefore, we have

n = 5 �
2k�1X

i=1;i:odd

6i

| {z }
even tiers

+ 1 �
2kX

i=2;i:even

6i

| {z }
odd tiers

= 30k2 + 6k(k + 1) = 36k2 + 6k: (14)

Substituting for k = (N � 1)=2 into (14) , we also arrive at (13). Using (11), (13) and

algebra, the area covered by m cells in N Tiers, i.e., S, is calculated as:

S = m�r2 � ns = r2

"
9
p

3
2
N2 +

 

2� �
15

p
3

2

!

N + 3
p

3 � �

#

: (15)

Denoting R as the radius of an equivalent cell having the same covering area S, i.e.,

S = �R2, and using (15), one can show that

R = r
�
2:481N2 � 2:135N + 0:654

� 1
2 : (16)

Let us recall a simpli�ed path loss model from [4] as follows:

Pr = PtK
�
d0

d

��
; (17)

where Pr and Pt are received and transmitted power, respectively; K is a constant

factor; d0 is a reference distance; d is the distance between transmitter and receiver;

and � is the path loss exponent. Using (17), the received power at the cell edge of the

N -Tier system, i.e., PN
r , can be written as:

PN
r = P0K

�
d0

r

��
: (18)
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Similarly, the received power at the cell edge of the equivalent cell having the same

covering area S, i.e., P S
r , is given as:

P S
r = Pm

eqK
�
d0

R

��
: (19)

The received power at the cell edge of the N -Tier system should equal to the received

power at the cell edge of the equivalent cell, i.e., PN
r = P S

r . Therefore, using (18) and

(19) we attain

Pm
eq = P0

R�

r�
: (20)

Substituting for R from (16) into (20), one can write

Pm
eq = P0

�
2:481N2 � 2:135N + 0:654

��
2 : (21)

Therefore, using (5.1), (11) and (21), we arrive at (5.2).
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Appendix D: Proof of lemma 5.2

Proof. Expanding (5.9), we can write

R2C(�) = �log2
1 + 1 + 2

(1 + 1)(1 + 2)
+ log2(1 + 2): (22)

One can easily verify from (22) that R2C(�) is a monotonically decreasing function of

�. Since R1C(�)+R2C(�) = C(1 +2), i.e., (5.7), R1C(�) is a monotonically increasing

function of �.

Now, let us consider F (�) = R2C(�) �R1C(�). Substituting for R1C(�) and R2C(�)

from (5.8) and (5.9), respectively, one can write

F (�) = �log2
(1 + 1 + 2)2

(1 + 1)2(1 + 2)2 + log2
(1 + 2)2

1 + 1 + 2
: (23)

Clearly, F (�) is a monotonically decreasing function of �. We distinguish the

following possible cases.

1. F (�) > 0, i.e., R2C(�) > R1C(�) for 8� 2 [0; 1]: The largest value of F (�) is

obtained by setting � = 0, i.e., F (0) = log2
1+22+2

2
1+1 +2

which is always positive if

2 � 1. Node that 2 � 1 always holds according to (5.5). The lowest value of

F (�) occurs at � = 1. Hence, by setting F (1) > 0, i.e., F (1) = log2
(1+1+2)

(1+1)2 > 0,

we conclude (1+1+2)
(1+1 )2 > 1, which holds if 2 > 1 + 2

1 .

2. F (�) = 0 occurs when 1 � 2 < 1 + 2
1 . In particular, F (�) = 0 at � = �0 and
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R1C(�0) = R2C(�0) = C(1 +2)
2 . Furthermore, using (23), we �nd �0 as follows,

�0 =
log2(1+2)�log2(1+ 1

1+ 2 )
log2(1+1 )(1+2 )�log2(1+ 1

1+ 2 )
�

1+ 2
1+ 1

� = log2(1+2 )2�log2(1+1+2)

log2

�
(1+ 1 )(1+ 2 )

1+ 1 + 2

� 2

= 2log2(1+2)�log2(1+1+2)
2log2(1+1)(1+2 )�2log2(1+1+2) = 2C(2 )�C(1+2)

2C(1)+2C(2 )�2C(1 +2) :

Since R2C(�) and R1C(�) are monotonically decreasing and increasing functions

of �, respectively, and intersect each other at � = �0. Moreover, taking into

account that F (�) is a monotonically decreasing function of �, we can conclude

the following results:

� F (�) > 0, i.e., R2C(�) > R1C(�), for � < �0.

� F (�) < 0, i.e., R2C(�) < R1C(�), for � > �0.
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Appendix E: Proof of theorem 5.1

Proof. Let K denote the time duration of an information block transmitted by a node

to the controlling unit. Note that in 5-step protocol, i.e., when controlling unit acts as

a source node, an additional block of information with time duration K is broadcast by

the controlling unit to three source nodes. Let M s,4 and M s,5 denote the total number

of exchanged bits in 4-step and 5-step protocols, respectively. We can write

M s,4 = KR1C(�) +KR2C(�) +KR3C(�) = K (C(1 + 2) +R3C) : (24)

M s,5 = M s,4 +KC(1) = K (C(1 + 2) +R3C + C(1)) : (25)

In order to calculate the maximum backhaul throughput, in sequel, we will study

four cases of the Star model, as described in Section III. We �rst �nd � that minimises

the time duration for the controlling unit to broadcast the combined message in step

2. Then, we calculate R3C such that the backhaul throughput is maximised.

1. Case 1 [ R1C(�) > R2C(�)]: According to Lemma 1, this case occurs if � > �0

and 1 � 2 < 1 + 2
1 . In step 2 of Case 1, the controlling unit broadcasts

KR2C(�) bits with rate C(1) and K(R1C(�) � R2C(�)) bits with a higher rate

C(2). Let Tcase1 denote the total time duration required by the controlling unit

for this broadcast. We can write:

Tcase1 = K
R2C(�)
C(1)

+K
R1C(�) � R2C(�)

C(2)
: (26)
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Now, de�ne G(�) as follows

G(�) =
R2C(�)
C(1)

+
R1C(�) � R2C(�)

C(2)
=
R2C(�)
C(1)

+
C(1 + 2) � 2R2C(�)

C(2)

=
C(1)C(1 + 2) +R2C(�)(C(2) � 2C(1))

C(1)C(2)
: (27)

Note also that in this case, 1 + 2 < 1 + 21 + 2
1 = (1 + 1)2. Hence, log2(1 +

2) < log2(1 + 1)2 and consequently, C(2) < 2C(1) or C(2) � 2C(1) <

0. Furthermore, since R2C(�) is a monotonically decreasing function of �, see

Appendix A, it can be veri�ed from (27) that G(�) is a monotonically increasing

function of �. Hence, G(�) and consequently Tcase1 are minimised when � ! �0

and R1C(� ! �0) ! R2C(� ! �0) ! C(1+2)
2 , i.e., see Lemma 1. Note that

when � ! �0, the imbalance in number of bits received by controlling unit in

step 1 of Case 1 is diminished, i.e., K(R1C(�) �R2C(�)) ! 0. Hence, from (26),

the minimum value of Tcase1, i.e., Tcase1,min, is calculated as follows

Tcase1,min = K
C(1 + 2)

2C(1)
: (28)

2. Case 2 [R1C(�) � R2C(�)]: According to Lemma 1, this case occurs if 2 > 1+2
1

or if � � �0 and 1 � 2 < 1 + 2
1 . In step 2 of Case 2, the controlling unit

broadcasts KR2C(�) bits with rate C(1). Let Tcase2 be the total time duration

required by the controlling unit for this broadcast. We have:

Tcase2 = K
R2C(�)
C(1)

: (29)

As proven in Appendix A, R2C(�) is a monotonically decreasing function of �.

Therefore,

� If 2 > 1 + 2
1 , then, Tcase2 is minimum when � = 1, i.e., vertex B in Fig.
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5.6 with R1C(1) = C(1) and R2C(1) = C( 2
1+1

). Hence, the minimum value

of Tcase2, i.e., Tcase2,min, is calculated as follows

Tcase2,min = K
C
�

2
1+1

�

C(1)
= K

C(1 + 2) � C(1)
C(1)

: (30)

� If � � �0 and 1 � 2 < 1 + 2
1 , then, Tcase2 is minimum when � = �0, i.e.,

R2C(�) = R2C(�0) = C(1+2)
2 . Therefore, the minimum value of Tcase2, i.e.,

Tcase2,min, is calculated as follows

Tcase2,min = K
C(1 + 2)

2C(1)
: (31)

Note that with this setting the data rates of the source pairs involved in the

underlying MAC phase in step 1 are balanced, i.e., R1C(�0) = R2C(�0).

For the simplicity of notations, let denote the total broadcast time in step 2 of

Case 1 or Case 2 by T2,min which equals either Tcase1,min or Tcase2,min, respectively.

3. Case 3 [R2C(�) � R3C ]: In step 4, the controlling unit broadcasts KR2C(�) with

rate C(1). Let T s,4
case3 denote the total time duration required by the controlling

unit to exchange information in four steps of Case 3. Noting that the time

duration required by step 1 or step 3 is K, we can write

T s,4
case3 = K + T2,min +K +K

R2C(�)
C(1)

: (32)

Let Rs,4
case3 de�ne the backhaul throughput of the 4-step protocol in this case.

Using (5.6), (24) and (32), we can calculate as follows

Rs,4
case3 =

K (C(1 + 2) +R3C)

K
�

2 + T2,min

K + R2C(�)
C(1 )

� : (33)
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For the value of � that minimises the time duration for broadcasting in step 2,

R2C(�) is �xed. One can easily show that Rs,4
case3 is a monotonically increasing

function of R3C . Therefore, Rs,4
case3 is maximised when R3C = R2C(�), and its

maximum value, i.e., Rs,4
case3,max, is calculated as follows

Rs,4
case3,max =

C(1 + 2) +R2C(�)
2 + T2,min

K + R2C(�)
C(1 )

: (34)

4. Case 4 [R3C > R2C(�)]: In step 4, the controlling unit broadcasts KR3C bits

with rate C(1). Let T s,4
case4 be the total time duration required by the controlling

unit to exchange information in four steps of Case 4. We can write

T s,4
case4 = K + T2,min +K +K

R3C

C(1)
: (35)

Let Rs,4
case4 denote the backhaul throughput of 4-step protocol in this case. Using

(5.6), (24) and (35), we calculate

Rs,4
case4 =

C(1) [C(1 + 2) +R3C ]
2C(1) + C(1)T2,min

K +R3C
: (36)

In the following, we rewrite Rs,4
case4 in (36) as a function of R3C :

Rs,4
case4 =

AR3C +B
DR3C + E

, R(R3C); (37)

where

A = C(1); (38)

B = C(1)C(1 + 2); (39)

D = 1; (40)

E = 2C(1) +
C(1)T2,min

K
: (41)
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By direct substitution, one can easily verify that

�
E
D

= �2C(1) �
C(1)T2,min

K
< 0; (42)

A
D

= C(1) > 0; (43)

dR(R3C)
dR3C

=
AE � BD
(D� + E)2 ; (44)

AE � BD = 2C2(1) +
C2(1)T2,min

K
� C(1)C(1 + 2): (45)

It is clear that the graph of R(R3C) has a vertical asymptote R3C = �E
D < 0,

i.e., (42), and a horizontal asymptote R(R3C) = A
D = C(1) > 0, i.e., (43). To

see whether R(R3C) is a decreasing or an increasing function of R3C , we examine

its derivative versus R3C , i.e., (44), and, in particular, the sign of (AE �BD) in

(45).

From (28), (30) and (31), T2,min is either K C(1+2)
2C(1 ) or K C(1+2)�C(1)

C(1 ) . One can

easily verify that (AE � BD) > 0 for either T2,min = K C(1+2)
2C(1 ) or T2,min =

K C(1 +2)�C(1)
C(1) . Therefore, R(R3C) is an increasing function of R3C . Conse-

quently, Rs,4
case4 is maximum when R3C = C(3). Let Rs,4

case4,max be the maximum

value of Rs,4
case4. Substituting for R3C = C(3) into (36), we can write

Rs,4
case4,max =

C(1) [C(1 + 2) + C(3)]
2C(1) + C(1 )T2,min

K + C(3)
: (46)

Based on the values of 1 and 2, we distinguish two regions to calculate the backhaul

throughput as follows:

I. Region 1 [1 � 2 < 1 + 2
1 ]:

According to (28) and (31), the minimum time duration in step 2 is T2,min =

K C(1 +2)
2C(1) . This value is attained when � = �0, i.e., R1C(�0) = R2C(�0) = C(1+2)

2 .

We also distinguish two cases of R3C as follows

� Case 3 [R2C(�) � R3C ]: Plugging T2,min = K C(1+2)
2C(1 ) and R2C(�0) = C(1 +2)

2 into
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(34), we get

Rs,4
case3,max =

3C(1)C(1 + 2)
4C(1) + 2C(1 + 2)

: (47)

� Case 4 [R3C > R2C(�)]: Plugging T2,min = K C(1+2)
2C(1 ) into (46), we get

Rs,4
case4,max =

2C(1) [C(1 + 2) + C(3)]
4C(1) + C(1 + 2) + 2C(3)

: (48)

By direct substitution from (47) and (48), one can show that

Rs,4
case4,max �Rs,4

case3,max =
C(1)log2

1+23+2
3

1+1+2
log2

(1+21+2
1 )2

1+1+2

[4C(1) + C(1 + 2) + 2C(3)] [4C(1) + 2C(1 + 2)]
: (49)

Since 1 � 2 � 3 and 2 < 1 + 2
1 in region 1, it can be easily veri�ed that

log2
1+23 +2

3
1+1+2

log2
(1+21+2

1 )2

1+1 +2
> 0 and, hence, Rs,4

case4,max > Rs,4
case3,max. Therefore, the

maximum backhaul throughput in region 1 of the 4-step protocol, denoted by Rs,4
1,max,

is obtained with R3C = C(3) as

Rs,4
1,max = Rs,4

case4,max =
2C(1) [C(1 + 2) + C(3)]

4C(1) + C(1 + 2) + 2C(3)
: (50)

Let T s,5
1 denote the total time required by 5-step protocol to exchange information.

Using (35), we have

T s,5
1 = T s,4

case4 +K = K
�

3 +
T2,min

K
+

R3C

C(1)

�
: (51)

The addition of K in (51) is due to the time duration of the data block broadcast by the

controlling unit (or the 4th source node) to the other three source nodes. Let Rs,5
1,max

represent the maximum backhaul throughput in region 1 of 5-step protocol. Then,
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using (25), (51), T2,min = K C(1+2)
2C(1 ) , and R3C = C(3), we calculate

Rs,5
1,max =

2C(1) [C(1 + 2) + C(3) + C(1)]
6C(1) + C(1 + 2) + 2C(3)

: (52)

II. Region 2 [2 > 1 + 2
1 ]:

According to (30), the minimum time duration in step 2 is T2,min = K C(1 +2)�C(1)
C(1 ) .

This value is attained when � = 1, i.e., vertex B in Fig. 5.6 with R1C(1) = C(1) and

R2C(1) = C( 2
1+1

). Similarly, We distinguish two cases of R3C as follows

� Case 3 [R2C(�) � R3C ]: Plugging T2,min = K C(1+2)�C(1 )
C(1) andR2C(1) = C( 2

1+1
) =

C(1 + 2) � C(1) into (34), we get

Rs,4
case3,max =

C(1) [2C(1 + 2) � C(1)]
2C(1 + 2)

: (53)

� Case 4 [R3C > R2C(�)]: Plugging T2,min = K C(1+2)�C(1 )
C(1) into (46), we get

Rs,4
case4,max =

C(1) [C(1 + 2) + C(3)]
C(1) + C(1 + 2) + C(3)

: (54)

By direct substitution from (53) and (54), one can show that

Rs,4
case4,max � Rs,4

case3,max =
C2(1)log2

1+1+3+13
1+1+2

2C(1 + 2) [C(1) + C(1 + 2) + C(3)]
: (55)

Since 1 � 2 � 3, it can be easily veri�ed that log2
1+1+3+13

1+1+2
> 0 and, hence,

Rs,4
case4,max > Rs,4

case3,max. Therefore, the maximum backhaul throughput in region 1 of

the 4-step protocol, denoted by Rs,4
2,max, is obtained with R3C = C(3) as

Rs,4
2,max = Rs,4

case4,max =
C(1) [C(1 + 2) + C(3)]
C(1) + C(1 + 2) + C(3)

: (56)

Let Rs,5
2,max represent the maximum backhaul throughput in region 2 of 5-step pro-
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tocol. Using (25), (51), R3C = C(3) and T2,min = K C(1+2)�C(1 )
C(1) , we can write

Rs,5
2,max =

C(1) [C(1 + 2) + C(3) + C(1)]
2C(1) + C(1 + 2) + C(3)

: (57)

As an intuitive result, we conclude that the resulting time sharing factors try to reduce

the imbalance of the received bits by the controlling unit in the MAC phase in order

to maximise the backhaul throughput.
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Appendix F: Proof of theorem 5.2

Proof. Because of the similarity between the Star and Ring model, proof for the Ring

model is briey sketched here.

The total number of exchanged information bits, i.e., M r, during the 3 steps of the

Ring model can be written as

M r = KR13(�) +KR23(�) +KC(1) = K (C(1 + 2) + C(1)) ; (58)

where K is the duration on an information block in a source node.

Depending upon the value of 2, we distinguish two regions as follows:

I. Region 1 [1 � 2 < 1 + 2
1 ]:

Similar to the proof of Theorem 5.1, i.e., Case 1 and Case 2, one can show that the

total time duration to exchange information bits, i.e., T r
1 , is given by

T r
1 = K +K

R13(�)
C(1)

+K; if � � �0 (59)

T r
1 = K +K

R13(�)
C(1)

+K
R23(�) � R13(�)

C(2)
+K; if � > �0: (60)

Let T r
1,min be the minimum time duration required to exchange information in region

1. It is clear from (59) and (60), that T r
1,min is achieved when � = �0, i.e., R13(�0) =

R23(�0) = C(1+2)
2 , and is given by

T r
1,min = K

4C(1) + C(1 + 2)
2C(1)

: (61)
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Therefore, the maximum backhaul throughput of the Ring protocol in region 1, denoted

by Rr
1,max, can be calculated using (58) and (61) as follows

Rr
1,max =

M r

T r
1,min

=
2C(1)[C(1) + C(1 + 2)]

4C(1) + C(1 + 2)
: (62)

II. Region 2 [2 > 1 + 2
1 ]:

Let T r
2 be the total time duration required by the Ring protocol to exchange infor-

mation in region 2. We can write

T r
2 = K +K

R13(�)
C(1)

+K: (63)

Following the same steps of the proof of Theorem 5.1, Case 2, one can verify that T r
2

is minimum when the MAC phase involving S1 and S2 is allowed to operate at time

sharing factor � = 1 with R23(1) = C(1) and R13(1) = C( 2
1+1

). Hence, from (63),

the minimum value of T r
2 , i.e., T r

2,min, is calculated as

T r
2,min = K

C(1 + 2) + C(1)
C(1)

: (64)

Finally, the maximum backhaul throughput in region 2, i.e., Rr
2;max, is calculated

using (58) and (64) as

Rr
2,max =

M r

T r
2,min

= C(1): (65)

As an intuitive result, we also conclude that the resulting time sharing factors try

to reduce the imbalance of the received bits by the controlling unit to maximise the

backhaul throughput.
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Appendix G: Proof that k(p) in

(6.14) is standard

Proof. The function k(p) is standard because it satis�es the following criteria for all

p � 0:

� Positivity: Since Ri(q)(k) � 0 and Gi(q)(p) is positive de�nite, 8i 2 Sl; q; k 2 Sb,

one can easily verify from (6.15) that k(p) � 0, i.e., all elements of vector k(p)

are non-negative, for all p � 0.

� Monotonicity: If p � p0, i.e., element-wise inequality, then, using (6.15), one can

easily check that

ki(q)(p) � ki(q)(p0) =

P
j2Sl;j 6=i

�
pj(q) � p0

j(q)

�
ŵ?H
i(q)Rj(q)(q)ŵ?

i(q)

ŵ?H
i(q)Ri(q)(q)ŵ?

i(q)
� 0;

for all i 2 Sl and q 2 Sb. Therefore k(p) � k(p0).

� Scalability: For all � > 1, �ki(q)(p) is calculated as

�ki(q)(p) =

P
j2Sl;j 6=i �pj(q)ŵ

?H
i(q)Rj(q)(q)ŵ?

i(q) + �ŵ?H
i(q)Ci(q)ŵ?

i(q)

ŵ?H
i(q)Ri(q)(q)ŵ?

i(q)
; (66)

where Ci(q) is a positive de�nite matrix de�ned in (69). We can write

�ŵ?H
i(q)Ci(q)ŵ?

i(q) > ŵ?H
i(q)Ci(q)ŵ?

i(q): (67)
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Using (66) and (67), one can verify

�ki(q)(p) >

P
j2Sl;j 6=i �pj(q)ŵ

?H
i(q)Rj(q)(q)ŵ?

i(q) + ŵ?H
i(q)Ci(q)ŵ?

i(q)

ŵ?H
i(q)Ri(q)(q)ŵ?

i(q)
;

which implies �ki(q)(p) > ki(q)(�p), for all i 2 Sl and q 2 Sb. Therefore �k(p) �

k(�p).
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Appendix H: Proof for Equation

(6.21)

Proof. Using the optimal solutions p?i(q); i 2 Sl, from (6.20) in pi(q) = �i(q)
�
�i(q) + �2

�
,

one can calculate the optimal solutions �?i(q); i 2 Sl, to the Lagrange dual problem (6.7).

The gradient of L(wi(q); �i(q)) in (6.4), i.e., the Lagrangian of the optimization problem

(6.3), with respect to wi(q) vanishes at the optimal points �?i(q) and w?
i(q). Hence, after

setting L(w?
i(q); �

?
i(q)) = 0, using algebra and the fact that p?i(q) = �?i(q)

�
�i(q) + �2

�
, we

arrive at

 

Ci(q) +
X

j2Sl

p?j(q)Rj(q)(q) � p?i(q)

�
1 +

1
i(q)

�
Ri(q)(q)

!

w?
i(q) = 0 (68)

where

Ci(q) =
�
�i(q) + �2�

 
X

k2Sb;k 6=q

X

t2Sl

�t(k)Rt(k)(q) + I

!

: (69)

Therefore,

i(q)
p?i(q)

w?
i(q) =

 

Ci(q) +
X

j2Sl;j 6=i

p?j(q)Rj(q)(q)

!�1

Ri(q)(q)w?
i(q): (70)

Since the optimal dual uplink-beamforming vector ŵ?
i(q) is obtained as the dominant
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eigenvector of the matrix G�1
i(q) (p) Ri(q)(q), one can write

G�1
i(q) (p) Ri(q)(q)ŵ?

i(q) = �i(q)ŵ?
i(q); (71)

where �i(q) is the corresponding dominant eigenvalue. Using (6.9) and (69) in (71), we

arrive at

 

Ci(q) +
X

j2Sl;j 6=i

p?j(q)Rj(q)(q)

!�1

Ri(q)(q)ŵ?
i(q) = �i(q)ŵ?

i(q): (72)

From (70) and (72), one can express the i-th optimum downlink beamforming vector

in terms of its optimum dual uplink counterpart as

w?
i(q) = �i(q)ŵ?

i(q); (73)

where �i(q) is the dual-uplink/downlink scaling factor associated with the user i in cell

q, i.e., i(q).
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