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Abstract

In multi-cell networks where resources are aggressively reused, eliminating
interference is the key factor to reduce the system energy consumption.
This thesis proposes interference management techniques based on beam-
forming with di erent levels of cooperation amongst base stations (BSSs).
First, a multi-cell beamforming (MBF) technique is introduced to design
beamformers as if geographically distributed BSs were a single BS. The
aim is to minimise the total transmit power across the network while main-
taining the required signal-to-interference-plus-noise ratio (SINR) for every
user. An iterative algorithm is proposed to solve the optimisation problem
of MBF. Since the MBF scheme requires the circulation of all users’ data
amongst coordinating BSs, a user position aware (UPA) algorithm is de-
veloped for MBF to reduce the backhaul overhead by allocating each user
to nearby BSs only. To completely avoid user data circulation, a semi def-
inite programming (SDP) algorithm, named as coordinated beamforming
(CBF), is introduced to jointly calculate beamformers for all coordinating
BSs in a manner that each BS transmits to its local users only. Taking
into account errors in channel estimations, robust beamforming designs are
developed for CBF. Next, fast wireless backhaul protocols, i.e., Star and
Ring, are proposed using network coding to enable links amongst coor-
dinating BSs. The maximum achievable throughput of each protocol is
analysed. The power consumption of the Ring protocol is characterised
and used to compare and evaluate the performance of the proposed beam-
forming schemes. The deployments of MBF, UPA-MBF and CBF schemes
require a central unit for a group of coordinating BSs as well as backhaul
links amongst them. In fact, a central unit may not always be available,
e.g., in femtocell and self-organising networks, while backhaul links may
be limited. Hence, distributed beamforming (DBF) is proposed to inde-
pendently design beamformers for the local users of each BS. In DBF, the
combination of each BS’s total transmit power and its resulting interference
power toward other BSs’ users is minimised while the required SINRs for



its local users are maintained. SDP and iterative algorithms are introduced
to solve the optimisation problem of DBF.
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AT transpose of A
AH complex conjugate transpose of A
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Chapter 1

Introduction

1.1 Motivation

Increasing fuel prices and predicted long-term resource scarcity have brought the eld
of green communications to the forefront in recent times. Rigorous e orts are being
made to cut down power consumption, particularly in wireless communications, whilst
at the same time maintaining an acceptable quality of service. It is believed that
more than 75% of total energy consumption in cellular networks are dissipated on
radio parts, i.e. base stations (BSs) ﬂ] In particular, cooling systems alone comsume
40% to 60% of the BS’s energy consumptiond. Recent analysis by network operators
and manufacturers has indicated that current wireless networks are not very energy
e cient, particularly the BSs by which user terminals access service from the network

]. Reducing transmit power at BSs will lead to substantial energy savings for the
entire network.

Applications of mobile internet in di erent areas such as education, health care,
smart grids and security have been growing very fast. As a result of increasing de-
pendency on these applications in our day to day activities, demand for a signi cant
increase in user data rate per area and the spectral e ciency are inevitable over the
next 10 years. On the other hand, delivering higher data rate per area requires more
transmission power which is constrained not only by the safety limits but also by the
importance of global warming issues and the need for greener communications. There-
fore, high speed transmission would mean diminishing coverage range, as otherwise,
an enormous increase of transmission power is required by both mobile terminals and
base stations to maintain the current cell size and achieve the ambitious targets of the
beyond IMT-advanced technologies.

1Source: Vodafone Group R&D, 2009.
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Chapter 1: Introduction

Cell splitting, i.e., dividing large cells into a number of smaller cells, is a promising
method that can signi cantly increase both capacity and coverage of the future cellular
networks. Due to the scarcity of bandwidth resources, the divided cells would have
to operate with full spectrum reuse across all base stations. As a result, cochannel
interference becomes one of the major issues in cell splitting.

Cochannel interference has been identi ed as one of the major impairments that
degrades the performance of wireless systems E{B] Cochannel interference is caused by
simultaneous transmission of data to proximal users assigned the same frequency-time
resources. The presence of interference forces BSs to increase their transmit power if
certain quality of service for their user terminals is to be maintained. Therefore, miti-
gating cochannel interference is a key factor leading to the reduction of BSs’ transmit
power. Interference management techniques used in practice may be classi ed by the
interference strength as follows [6]:

Consider as noise: when interference is weak, the interfering signal is treated
as noise and single user encoding/decoding is adequate.

Decode: when the interference is strong, the interfering signal can be decoded
along with the desired signal. This approach is less common in practice due to
the complexity of multi-user detection.

Orthogonalise: Interference is mitigated by orthogonalising the channel access
if the strength of interference is comparable to the desired signal. This concept,
also known as cake-cutting fashion, is used in time and frequency division medium
access methods.

Scarcity of resources and increasing demands in user data rates compel the next gen-
eration wireless networks to use the same channels, i.e., the same time and frequency
resources, in all cells for supporting users. Thus, interference in the future system are
expected to be stronger than that in the current cellular system. The rst interference
management technique is not applicable for such systems while the second technique
may not be a ordable due to its complexity drawback. The third technique is not suit-
able for such aggressive-resource-reused system neither. Hence nding new interference
management techniques is an open problem to be researched.

In wireless communications, transmit beamforming can be used to improve the sys-
tem performance and to manage interference. Transmit beamforming is a technique
using at least two antennas to transmit a radio frequency signal. The phases of the
transmissions across these antennas are controlled such that useful signals are con-
structively added up at a given desired receiver while interfering signals are eliminated
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Chapter 1: Introduction

at unintended user terminals. Given a xed transmit power at each antenna element,
an ideal transmit beamforming with M antenna elements yields a M?2-fold gain in
received power compared to a single-antenna transmission E; Therefore in a power-
limited regime, transmit beamforming with M antenna elements results in a M-fold
increase in rate, a M-fold increase in free space propagation range or a M-fold decrease
in the net transmitted power.

Given the channel state information of a set of active user terminals, the task of a
beamforming designer is to calculate beamforming vectors, known as beamformers, for
the user terminals under a certain system requirement. It must be noted that channel
state information is assumed to be available to the beamforming designer. Chan-
nel estimation techniques can be found in @{iﬂ] and references therein. The system
requirement in transmit beamforming usually de nes an optimisation problem. The
following complementary optimisation problems are commonly considered in literature.
The rst of these subject to a power constraint aims to maximise the minimal signal-
to-interference-plus-noise ratio (SINR), e.g., dﬁ The second problem minimises
the total average transmit power subject to SINR constraint as described in |3, ﬂ].
It is impossible to minimise the power while maximising the SINRs or vice versa due
to average power metric and SINR metric con ict [@]

Recently, the idea of multi-cell processing (MCP) in cellular networks has been
recognised as an e ective technigue to overcome inter-cell interference and substan-
tially improve the capacity {@] In MCP, a coordinated virtual architecture is
mapped over a cellular infrastructure such that the individual mobile user is collabora-
tively served by its surrounding base stations rather than only by its designated base
station. In this architecture, base stations are equipped with multiple antennas but
user terminals can have either single or multiple antennas. Using coordinated schedul-
ing alone or incorporation with beamforming amongst a number of local base stations
enables the network to constructively overlay the desired signals at an intended user
and eliminate or su ciently mitigate them at the other unintended users. Ideally, in
this way, each user within a cell feels free of inter-cell interference and, hence, can
potentially achieve the highest capacity with the lowest energy consumption under the
reuse one regime, i.e., while all the available spectrum is fully reused within the adja-
cent cells. Theoretically, MCP can overcome inter-cell interference and, hence, provides
the ground for achieving a high throughput at a low energy cost. However, there are
still many problems transferring the theory to practical implementation.

This thesis focuses on reduction in energy consumption of the cellular network by
proposing interference management techniques based on beamforming. The objective
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Chapter 1: Introduction

is to minimise the total transmit power of coordinating BSs while assuring required
quality of service, i.e. signal-to-interference-plus-noise ratio, for all user terminals in
the network. Additionally, the following problems are investigated and addressed:

Backhaul and extra signal processing load are inevitable due to the nature of
MCP. Hence there is a need for research on exible system designs that allow the
use of signal processing algorithms with various levels of complexity according
to de ned circumstances. For instance, users within a cluster of coordinating
BSs can be served by full or partial coordination amongst BSs or even with
no coordination in relation to their locations. Information sharing via backhaul
links among the BSs can either be limited to the channel state information or
include users’ data. In the former, as a result of coordinating beamforming
and scheduling, each BS sends data to its local users, while in the latter, data
transmission jointly takes place by the coordinating BSs towards a single user.

With an ideal backhaul assumption, i.e., unlimited capacity, low latency, error-
free and no power consumption, MCP is superior over single-cell processing in
terms of throughput and spectral e ciency, e.g., [30]. However, in practical sce-
narios the assumption of ideal backhaul is not realistic and the e ects of the
backhaul on the performance of a MCP network should be taken into considera-
tion. Establishing and maintaining a fast wireless backhaul, inter-connecting the
coordinating BSs in MCP, is a challenging issue.

A possible implementation of MCP, which requires minor changes in the current
system, is conditional upon a centralised manner where all coordinating BSs are
connected to a central processing unit, i.e. a base station controller, and all signal
processing tasks are carried out by the central processing unit. The drawback
with this implementation lies in the fact that a single point of failure can severely
a ect the system performance. Therefore, distributed MPC algorithms, where
individual BS can independently perform signal processing tasks using locally
attained information or with limited exchange of information between BSs, are
currently of interest to researchers.

1.2 Thesis overview

This thesis comprises 7 chapters. A brief account of each chapter is given below.
Chapter [I] includes the motivation, overview and states the contributions of the
thesis.
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Chapter 1: Introduction

Chapter [Z] describes an overview of two standard conic programs, i.e. second order
cone programming (SOCP) and semide nite programming (SDP). A linear array an-
tenna used in beamforming is presented followed by the introduction of an optimisation
problem of single-cell multiuser beamforming. Algorithms that solve the optimisation
problem using SOCP and SDP are recalled. Furthermore, the uplink-downlink duality
and the Lagrangian duality are uni ed using the duality theory in convex optimisa-
tion. The presented concepts are used to develop beamforming schemes for a multi-cell
scenario discussed in Chapters 3, 4 and

In Chapter [3, a cluster-based multi-cell processing strategy is developed to both
tackle inter-cell interference problem and improve energy e ciency in cellular wire-
less networks. In the proposed strategy, which herein after is referred to as multi-cell
beamforming (MBF), user data is globally shared by all coordinating BSs for joint
transmission to every user, while the designing unit possesses full global channel state
information of all users. The objective of the MBF scheme is to design a set of beam-
formers for a number of simultaneously active users such that the total transmit power
across the cluster of coordinating BSs is minimised, while the required SINR is main-
tained for each user. Using the duality theory, an iterative MBF algorithm is proposed
to solve the optimisation problem. In order to reduce backhaul burnden imposed by
the MBF strategy, a user-position-aware algorithm is introduced to circulate the data
of each user amongst the most bene cial BSs based on information of the user location.

In Chapter [, user data is not shared amongst the coordinating BSs. However, full
global channel state information of all users is still required at the designing unit. In this
case, each user terminal is only served by its local BS and a number of BSs coordinate
at beamforming level to minimise their mutual inter-cell interferences. The strategy is
known as coordinated beamforming (CBF). The objective of the CBF scheme is also
to minimise the total transmit power across coordinating BSs subject to user SINR
constraints. The CBF algorithms for nding beamforming vectors are developed based
on standard semide nite programming formulation using instantaneous and second-
order-statistical channel state information. A robust CBF algorithm is also introduced
for imperfect channel information.

Chapter [ discusses backhaul issue. Using network coding concept, Ring and Star
protocols are proposed, respectively, for a cluster of inter-connected three BSs and a
cluster of a controlling BS and three xed relay stations. These protocols can be used
either individually or in an overlaid fashion in a coordinated multi-cell system or in a
cellular-distributed-antenna system to exchange information in the backhaul. Upper
bounds on the achievable throughput of the proposed protocols are derived. Based
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Chapter 1: Introduction

on the proposed Ring protocol for the wireless backhaul, a framework is introduced to
evaluate the overall performance of the proposed MBF and CBF schemes, i.e., including
the e ects of backhaul on latency and power consumption.

In Chapter[] inter-cell interferences are tackled under a limited cooperation amongst
BSs. A decentralised beamforming (DBF) is introduced where individual BSs inde-
pendently design their own beamforming vectors using locally attainable channel state
information at each BS. In this scheme, while each BS minimises a combination of its
total transmit power and the resulting total interference on the other vulnerable users
of the adjacent cells, it also ensures that certain targeted SINR levels are achieved at
its local users. In order to extend the SINR range in a power-e cient way, two pric-
ing strategies are developed to assign the interference pricing factors for the objective
function of the proposed optimisation problem. A fast-converging iterative algorithm
is developed using second-order-statistical channel state information.

The closing Chapter [7] deals with conclusions and future work.

1.3 Contributions

By addressing the problems mentioned in Section [L.T], following contributions are made
in this thesis:

1. Chapter [3 considers a network of coordinating BSs where each BS is equipped
with multiple antennas. The antenna arrays of those BSs form a distributed-array
antenna (DAA). A new multi-cell beamforming (MBF) technique for the DAA
is developed by introducing a channel model between the DAA and a user that
includes an angular spread due to the existence of local scatterers surrounding
that user. A spatial covariance matrix for the resulting DAA channel model is
derived. The channel model developed in this chapter is a generalised version
of the channel model given in M] The model is able to capture the e ects of
local scatterers and shadow fading. A user position aware algorithm that only
allocates users to nearby BSs, thus reduces data circulation on backhaul, is also
developed. Additionally, an iterative algorithm that solves the optimisation prob-
lem of minimising the total transmit power subject to users’ SINR constraints is
proposed. Despite using uplink-downlink duality via Lagrangian theory like pa-
pers @] and [32], the algorithm developed in this chapter di ers in the following
facts: (a) The iterative algorithm is based on second-order statistical CSI. (b)
The uplink-beamforming vectors are calculated using the domlnant elgenvector
method. These contributions are published in [@] dé] M] and
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2. The iterative-Lagrangian-based algorithm proposed in @] solves the optimisa-
tion problem for CBF with instantaneous CSI. This is referred to as iCBF in
this thesis. The downlink beamforming vectors of the iCBF are found as the
multiplication of some scalars by the corresponding virtual uplink beamforming
vectors which, in turn, are found by the MMSE solution, i.e., [32]. Limitation of
the dual uplink solution to MMSE can be interpreted as an additional constraint
to the original optimisation problem. The added constraint degrades the system
performance as the feasibility region of the equivalent problem is smaller than
the feasibility region of the original problem. In Chapter [, the optimisation
problem for CBF is formulated in the SDP form to avoid the problem of nar-
rowing down the original feasibility region imposed by iCBF. Moreover, casting
the problem in the SDP form is independent of the uplink and downlink duality.
The proposed scheme uses instantaneous CSI which requires frequent signaling
between users and their serving BSs. According to @], the variation of CSI due
to the motion of a user can be con ned to a certain subspace. Therefore, a CBF
scheme using channel covariance matrix is developed. The scheme is designed
to tolerate a certain level of error in the estimation of the covariance matrix.
Although the robustness is achieved at the expense of increased transmit power,
a signi cant reduction in signaling overhead can be achieved with minor increase
in total transmit power at moderately low SINRs. These particular contributions
are published in [37], M] and [@].

3. In Chapter &, a theoretical bound of power-saving gain obtained by splitting a cell
into tiers of smaller cells is derived. In an infrastructure arisen from cell splitting,
unoccupied UHF frequency bands with very good propagation characteristics can
be used to establish robust wireless links amongst the neighbouring BSs. Chapter
Bl contributes to the wireless backhaul by introducing a Ring protocol to exchange
information amongst 3 BSs and a Star protocol to exchange information amongst
3 xed relay stations (RSs) and one BS as a controlling unit using network coding
concept. Time sharing principles for maximisation of throughput in the Star and
Ring protocols are derived proceeded with the throughput maximising expres-
sions for the protocols. Using derivation, it is concluded that the imbalance in
the number of bits received by the controlling unit from any two source nodes,
i.e., BSs or RSs, has to be minimised in the MAC phase of both protocols in order
to achieve the highest backhaul throughput. Backhaul transmission strategies for
the models are also proposed using the signal to noise ratios of the wireless links
amongst the BSs. The above contributions are published in M , ] and [@].
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4. Asigni cant utilisation of backhaul is required to overcome inter-cell interference
in multi-cell processing networks where multiple BSs simultaneously transmit to
their intended local users with aggressive frequency reuse. In order to reduce
backhaul burden, Chapter [ proposes a downlink transmission strategy together
with an iterative algorithm that enables each BS to design locally its own beam-
forming vectors without relying on data or downlink CSI of links from other BSs
to the users. This algorithm is the solution to an inter-cell interference balancing
optimisation problem that minimises a linear combination of data transmission
power and the resulting inter-cell interference power at each BS, and maintains
the required SINRs by the users. Two pricing strategies are introduced to calcu-
late the interference pricing factors. The convergence of the proposed algorithm
in cellular systems is proven and the impact of the pricing factors in saving power
at BSs is characterised. A feasibility condition for the existence of such an itera-
tive algorithm is derived. This condition can be used as a scheduling algorithm
to choose a set of active users within each cell. Simulation results show that the
proposed algorithm quickly converges to a network-wide equilibrium point by
both balancing and stabilising the mutual inter-cell interference levels together
with assigning power optimal beamforming vectors to the BSs. The results also
con rm the e ectiveness of the proposed algorithm in closely following the per-
formance limits of its centralised coordinated beamforming counterpart. These
contributions are accepted for publication in [@] and are currently under review

in ].
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Background study

2.1 Introduction

Having the ability of solving very large, practical engineering problems reliably and
e ciently, convex optimisation has become the most widely researched area in opti-
misation. Since a local minimum in a convex optimisation problem is also the global
minimum, the global minimum can be attained by any \Gradient Descent™ or \Hill
Climbing™ algorithm [@]. Linear programming, i.e., a program with linear objective
function and linear/a ne constraints, is a well researched topic in convex program-
ming. Recent developments in convex programming extend the results and algorithms
of linear programming to more complicated convex programs, e.g., conic programming.
A conic programming is a linear programming with generalised inequalities.

This chapter concisely reviews two standard conic programs, i.e. second order
cone programming (SOCP) and semide nite programming (SDP). Concepts of a lin-
ear antenna array used for beamforming are described. Applications of SOCP and
SDP for solving the problem of multiuser beamforming in a single-cell scenario are
discussed. Using the duality theory in convex optimisation, the connection between
uplink-downlink duality and Lagrangian duality is presented. The concepts presented
in this chapter are bene cial to the developments of beamforming schemes introduced
in Chapters [3], @ and Readers interested in convex optimisation and applications
of convex optimisation in communications are referred to [@], and ] for more
details.
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2.2 Second order cone programming and semide -
nite programming

This section recalls two standard conic programs which are SOCP and SDP. The stan-
dard form of a SOCP is de ned as dﬂ], d:

min < fHx
x (2.1)
subject to kAMx+bik cli'x+d;; 81 i N;

where the vector X is the optimisation variable with the length of n; f, A;, bj, ¢; and
d; are deterministic parameters with appropriate sizes.
The standard form of a SDP is de ned as @], @]:

min < fHx
x (2.2)
subjectto A(X) O
where
X
A=A+ XiAj (23)

i=1
is a Hermitian matrix that depends a nely on x and the m m Hermitian matrix A;,
81 i n, is deterministic data.
The dual problem associated with the SDP (2.2) is @]

max Tr (Ag2)
subject to  Tr(AZ)=f;;i=1;2; ;n (2.4)
z=z" o

The dual problem (Z.4) is also a SDP like the primal problem, i.e., it can be cast in the
same form as the primal problem (Z2). The proof is sketched in the following. For
simplicity, assuming that the matrices A; A,;  ; A, are linearly independent. Then
the a ne set Tr(A;Z) = f;i; 8i can be expressed in the form:

G) =Go+y1G1+ +Y,Gp (2.5)
where p = m(m + 1)=2 n and G; are appropriate matrices. De ning
h i

d= Tr(FoGl) TI’(FoGz) Tr(FOGp)
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Hence,
d'y =Tr(Fo[G(y) Gol):

Therefore, the dual problem (Z.4) becomes

min < dy
y (2.6)
subjectto G(y) 0

which is a standard SDP form de ned in (Z2). This concludes that the problem (2.4)
is also a SDP.

In the following, a transformation from a second-order-cone constraint to a semidef-
inite constraint, also known as a linear matrix inequality (LMI) constraint, is presented.
De ning a matrix M 2 C(@*9 @+0;

" #
M= Sea B (2.7)
Ci q D: ¢
where the dimensions of A, B, C and D as shown in the block display, A and D are
square matrices but B and C are not square unless t = ¢. Recall the Schur complement
de nition:

De nition 2.1. If D is nonsingular, the Schur complement of M with respect to D is
de ned as
S=A BD !C: (2.8)

Matrix S has the following main properties @]:
M OifandonlyifD OandS 0.
IfD O0,thenM OifandonlyifS 0.

Since cl'x +d; > 0, clx+d; I 0. Using the second property of S, one can
show that the ith SOC constraint in (Z.1), i.e.,

KAMx + bk cl'x+d;; (2.9)

is equivalent to the following LMI constraint:

n #
C=_|X+di XHAi +b:—|

0: 2.10
Afx+b; cHix+d; | (2.10)
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Hence (Z.I) can be written in a standard SDP form as:

min < fHx
x " #
. cHx +d; HA: + bH ) (2.11)
subject to X XA D 0 81 i N:

Afx +b; cHix+d; |

The SeDuMi solver ] IS @ common optimisation packet that can be used to solve
SOCP and SDP. An elegant Matlab-based modeling system for convex optimisation,
i.e., CVX which supports the SeDuMi solver, has been developed by Michael Grant
and Stephen Boyd [47].

2.3 Linear antenna array

Smart antennas are composed of two or more antennas working in harmony to create
a unique radiation pattern for the electromagnetic environment at hand. The antenna
elements are allowed to work in harmony by means of the array element phasing, which
is performed with hardware or is carried out digitally ]. Arrays of antennas can be in
any geometry form such as linear arrays, circular arrays, planar arrays and conformal
arrays. In this section, a concept of a linear antenna array in [@ is reviewed. Thorough
treatments for all arrays of antennas can be found in [50] and [51].

Consider a signal wavefront, z(t), impinging on an antenna array comprising M
antennas spaced d apart each other at angle , shown in Fig. 21l It is assumed that
the wavefront has a bandwidth B and is expressed as:

z(t) = (t)el? (2.12)

where (t) is the complex envelope representation of the signal and . is the carrier
frequency. Let T, be the traveling time of the wavefront across any two adjacent

antennas. It is clear that )
__dsin()

(2.13)

where c is the speed of light.
The maximum time of the wavefront traveling along one array is assumed to be
much smaller than the reciprocal of the bandwidth of all transmitted signals, i.e.,

1

5 ™ DT,

(2.14)
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(M = 1) sin(é)

antennal antenna?  antenna 3 antenna M

Figure 2.1: Schematic of a wavefront impinging across an antenna array. Under the
narrowband assumption the antenna outputs are identical except for a complex scalar.

Assuming that antenna element patterns are identical. Provided the received signal at
the rst antenna is
yi(t) =z(t) = (De? (2.15)

then the received signal at the second antenna is
() =z(t T,)= (t T,el? <t T2 (2.16)
Under the narrowband assumption in (Z14), B 1=T,. It can be stated that
(t T, (v): (2.17)

Let . be the wavelength of the signal wavefront. Using .=c = 1= ., (Z13), (ZI5) and
([Z17) in ([Z18), one can arrive at

ya(t) = ya(t)e 1 SO (2.18)
Similarly, the received signal at the kth antenna, i.e., k =1, 2; M, is given as
Yi(®) = ya(t)e 12 & DO (2.19)
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From ([Z19), (Z18) and (2.19), it can be seen that the signals received at any two array
elements are identical except for a phase shift which depends on the angle of arrival
and the array geometry.

Consider a free eld environment, i.e., neither scatterers and nor multipath. A pla-
nar continuous-wave wavefront of frequency . arriving from an angle will introduce
a spatial signature across the antenna array. This spatial signature is a function of
angle of arrival, antenpa element patterns and qgtenna array geometry. The complex

M 1vector,a( )= ai() ax() am( ) ,is called the array response vector.
For the linear antenna array with identical element patterns, the array response vector
is given as > 3

1
g @ 2 sin( )ic §
a( )= : : (2.20)

e J2 (M Dsin( )ic

Similarly, it is possible write the array response vector for a transmit linear antenna
array with identical element patterns as

h i
a()=1 e j2 sin( )ic e J2 (M Dsin( )ic : (2.21)

Hence, the MISO channel between the antenna array and a user i can be written
as
hi = ja( i) (2.22)

where ; captures both e ects of channel fading, i.e. fast and slow fading, and pathloss,
i is the angle of departure, with respect to the broadside of the antenna array, of the
user i.

Using antenna arrays opens up a spatial dimension to improve capacities of wire-
less communication systems. This improvement is due to the fact that smart beam
patterns can be shaped by controlling the phases of individual antennas of the array.
Hence power-e cient beams can be steered towards intended users while minimum/non
interference are imposed on unintended users. Smart beam patterns are performed via
algorithms based on certain criteria. These algorithms can be implemented using hard-
ware. However, it is more easily performed using software, i.e., using digital signal pro-
cessing @] These criteria could be either minimising transmit power with constraints
on users’ SINRs or maximising users’ sum rate with constraints on transmit power to
name a few. In the following section, the rst strategy, i.e., minimising transmit power
under constraint of users’ SINR, is reviewed.
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2.4 Multiuser downlink beamforming

Consider a base station (BS) equipped with an array of M antenna elements transmit-

ting to U single-antenna users. The signal received by an user i, i.e., yi;1 2 f1;  ;Uqg,
is given by
>
yi = hiwis; + hiwjs; + n; (2.23)
J=LjEi

where h; 2 C* M is the MISO vector channel between user i and the BS, w; 2 CM 1
represents the beamforming vector for user i, s; is the intended symbol for user i
and nally n; is the zero mean circularly symmetric complex Gaussian (ZMCSCG)
random variable, i.e., n;  N(0; ?2), modeling the additive white Gaussian noise at the
receiving point of user i. Without loss of generality, assuming that E jsij2 = 1, 8i.
The signal-to-interference-plus-noise ratio for any user i is expressed as

jhiwij®
jhiwj? + 2

SINR; = Py
J=Lj6i

(2.24)

A common class of optimal transmit downlink beamforming for multiple users is to
nd a set of w; that minimises the total transmit power while guaranteing all users’
SINR requirements ;; 8i:

min Wi W

" i=1 (2.25)
e _.2 -

5 Jhiwij 81 i U

subjectto P - B .
j:l;j&ijhinJ +

For simplicity, it is assumed that the set of ; in (Z.23) is feasible. It can be veri ed
that the SINR constraints in (Z25]) are non-convex. In the next section, a technique
to reformulate (Z.25) in SOCP and SDP forms is presented.
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2.5 SOCP and SDP algorithms

In this section, the method developed in dﬂ] to cast (Z2Z5) in a convex form using
SOCP and SDP is reviewed. Let

2 3
h:
h, h i
H=8 and W= w; w, wy (2.26)

hy
In introducing a real slack variable P,, (Z.25) can be written as @]:

min P,
W;Po

: iIHW]i.ij°
subject to Py J[_ Ji _
j=rjei [HWIiI" + 2

Tr wwH P,

o8l i U (2.27)

where [X];;; represents the (i; j)-th entry of matrix X. The i-th SINR constraint in
(ZZ7) can be rearrange as:

1. .2 X - 2 2
— JI[HWI;sij IHWIi;j° + = (2.28)
! j=1j6&i

Adding j[HWI];.ij* to both sides results in

1 . .2 X . 2 2
1+ — jIHWIiij IHWI;° + = (2.29)
i j=1

Equivalently, " ”
2
wHHH €j

1 . .
1+ = jIHWj® )

(2.30)

One can verify the fact that an arbitrary phase rotation can be added to the beam-
formers without a ecting the SINR constraints and objective of (Z.27)). In other words,
if W is optimal solution to (Z.2Z7) then Wdiagfel ‘g, where ; fori =1;2; ;U are
arbitrary phases, is also an optimal solution. Therefore W can be selected in such a
manner that [HW];;; > 0, i.e., [HW];.; can be chosen to be real, for all i without the
loss of generality. Since [HW];.; > 0; 8i, taking the square root of the equation (Z.30)
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leads to " #
1 WHH e
1+~ [HWI; , (2:31)
i
Using vec(.) operator, one can cast the power constraint of (227 as
p  kvec(W )k (2.32)

where p = IoP_o. Therefore, problem ([Z.27) can be reformulated in a SOCP form as

min p
W;p n #
. WHHHe; 1 )
subject to , 1+= [HW]i;;81 i U (2.33)
i
kvec(W)k p:

Using (Z.10), the SOCP in (2.33) can be written in a SDP form as

min p
e 2 h i 3
L+ [HW]ii elHW 2
subject to g WHH"e. é 0;81 i U
2 € 1+% [HW] | (2.34)
" #
p vecH (W)
vec (W) pl

Solving (Z33)) or (Z.34) provides the optimal beamforming matrix W and the optimal
downlink power as p?. Beamformer for user i can be obtained as the ith column of W.

2.6 Semide nite relaxation algorithm

The introduction of the semide nite relaxation (SDR) technique in early 2000s has
provided a capability of obtaining accurate, and sometime near optimal, approximation
convex forms from non-convex problems, see B], @] and references therein. This
section illustrates a method to cast (Z.2Z5)) in a convex form using the SDR technique.

Let R; = h'h; and F; = w;wH. It is clear that F;, 81 i U, is a positive
semide nite and Hermitian matrix. Further more the rank of the matrix is one. The
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multiuser downlink beamforming problem in (Z25]) can be expressed as

X
n\)vi_n wihw;
' i=1 e (2.35)
subject to Py Wi . . > s8l i U
j=ujei Wy Riw; +
Recall the following equality:
xHAx =Tr AxxP (2.36)
If A =1 then
xPAx =Tr xx" (2.37)

Rearrange the ith SINR constraints of (Z358]), one can arrive at

>

1
1+= Tr(RiF) Tr(RiFj) 2 O (2.38)
' i=Lj&i
The problem (Z35) can be posed as
X
mFi_n Tr (F;)
' i=1
: 1 28 ,
subject to - =Tr (RiF;) Tr (RiF;) 0; (2.39)
: i=Liei
Fi=F' 0
rank(F;) =1;81 i U:
The second constraints in ([Z39) is to guarantee that F;, 81 i U, is a posi-

tive semide nite and Hermitian matrix. Dropping the last constraints in (Z39), i.e.,
rank (F;) = 1, results in a SDP form, i.e.,

>
rTl]:i_n Tr(F.)
' i=1
, 1 x
subject to  —Tr (RiF)) TT(RiF) 2 0 (2.40)
' j=Ljei
Fi=F' 08 i U
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Figure 2.2: Uplink-downlink duality can be interpreted as a Lagrangian duality in
convex optimisation [44].

Dropping these rank one constraints not only enlarges the feasible set of the problem
[Z39) but also leads to a relaxed SDP problem. This relaxation is referred to as
semide nite relaxation technique. For general nonconvex quadratic problems, solving
a SDR problem usually gives an optimal solution with rank of larger than one. In
such cases, SDR can only provide a lower bound on the optimal objective function and
possibly attain an approximate solution to the original problem [53]. When using SDR
results in F; solutions with ranks higher than one, a randomization procedure, e.g., see
@], @] and @], can be used to nd approximate rank-one solutions.

Since (Z.25) has a speci c¢ structure that it can be turned into a convex form, i.e., as
shown in the previous section, strong duality holds for (Z.25). Furthermore, it can be
shown that the SDR of (Z39), i.e., (Z.40), is the Lagrangian dual of the Lagrangian dual
of (Z.29) @]. Therefore, (Z.40) is exactly equivalent to the original problem (Z.25).
This fact has been con rmed in @]. The authors of @] noticed that the solution
to (Z.40) always admits rank-one matrices F;; 8i, which directly yields the solution to

(ZZ9) using F; = w;wH.

2.7 Lagrangian duality and Uplink-downlink dual-
ity
It has been well documented in literature that the minimum power required to provide

a set of SINR targets in a downlink multiple-input-multiple-output channel is identical
to the minimum power required to attain the same set of SINR targets in the uplink,
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where the uplink channel is obtained by reversing the input and output of the downlink
E, {@ g] This fact is referred to as uplink-downlink duality. The authors of @]
show that the uplink-downlink duality can also be realised via Lagrangian duality in
convex optimisation. This result has been recently extended from a single-cell-multiuser
scenario to a multiple-cell-multiuser scenario in . This section reviews main steps
for the single-cell-multiuser beamforming.

The Lagrangian of the problem (2258 is formed as

X X X Y 1 _2#
Lwi; )= wlw;+ i jhiwii+ 2 = jhjwij
i i i i
i=1 i=1 W =LiEI #
3% 3K L
= WFWi + i WJHh:_|h|WJ + ? —Wr'hr'h,W,
i=1 i=1  j=lj&i i

where ; is the ith Lagrange multiplier associated with the ith constraint. Equivalently,

" #
X X X :
L(wi; i) = P2+ owl o+ ihi'thi  —hfh wi: (2.41)
i=1 i=1 j=1j&i i
The dual objective is
g( i) = infL(wi; i): (2.42)
It is clear that
P P
9( )= x5 T e RN T 0 (2.43)
' d; otherwise : '
Therefore, the Lagrangian dual problem can be stated as
X
max P 2
| = ' 2.44
3¢ | (2.44)
subject to I+ ihf'hi  —h'h; 0:81 i U:
i=Ljei ‘

It is shown in @] that the solution to the dual problem and the solution to the following
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dual uplink problem are identical:

X
min Pi
" = (2.45)
. pi WHhi' ? )
subject to  max P " " 8129,
WKL e P W T+ AW
where p; = ; ?is the uplink power associated with user i, W; is the uplink beamforming
vector for user i which can be found as the MMSE Iter
|
X = 1
Wi = Pj hJH hj + 2] h:_| (2.46)

j=1

The values for the set of W; in (2.48) is a function of p; or precisely i, i.e.,, pi =
i 2. The values for the set of ; are attained by an iterative algorithm derived from

45). Finally, optimal downlink beamforming vectors to the original problem
are calculated by scaling W;. Details of the iterative algorithms can be found in ézz?
Fig. illustrates the uplink-downlink duality which can be interpreted as a La-
grangian duality in convex optimisation. The dual uplink problem is obtained from
the downlink problem by swapping the input and output vectors and by transposing
the channel vectors. In the dual uplink, each remote transmitter has single antenna

and transmits with a power of

pi = Ejkij*: (2.47)

The task of a receive beamforming designer is to jointly optimise the power allocation
pi and the receiver beamforming vector W such that a set of SINR constraints ; is
satis ed.

2.8 Conclusion

This chapter reviews principles of beamforming via linear antenna array along with
concepts of second order cone programming and semide nite programming. An op-
timisation problem to calculate transmit beamformers for multiple active users in a
single-cell scenario is sketched. The problem is non-convex due to its non-convex con-
straints. Three methods are presented to transform the problem into second order cone
programming and semide nite programming forms, which can be e ectively solved by
available optimisation packets. Additionally, a dual uplink problem associated with
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the original problem is reviewed using Lagrangian duality.
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Chapter 3
Multi-cell beamforming

In this chapter, BSs are allowed to cooperate at signal level where user data are circu-
lated amongst them for joint transmissions to every user within the network. Beam-
forming vectors for all users are calculated as if coordinating BSs were a single BS. A
user-position-aware algorithm for multi-cell processing is introduced so that a user is
only assigned to nearby BSs, thus the amount of data circulation is reduced. Using
uplink-downlink duality, an iterative multi-cell beamforming algorithm that minimises
the total transmit power of the network is proposed.

3.1 Introduction

The implementation of transmit beamforming in cellular networks has been well studied
since over a decade, e.g., [@] and [@]. Beamforming is a space-division-multiple-access
technique where multiple antennas and advanced spatial signal processing are used to
serve multiple co-channel users. In linear beamforming, for example, the data stream
for each user is modulated by a precoding vector, i.e., a spatial signature, prior to
passing through the transmit antennas. Careful selection of precoding vectors results
in_mutual interference amongst di erent streams to be mitigated or even removed
@]. Therefore, using beamforming yields improvements in transmission range, rate
and power e ciency [7]. However, as the user moves towards the severe inter-cell-
interference areas of cell-edges, the technique cannot assure and maintain a consistent
level of data rate to the user. Recently, the idea of multi-cell processing (MCP) has
promised a solution to the cell-edge problem by allowing inter-cell cooperation, e.g.,
The coordinated design of precoding vectors for multiple coordinated-cells

signi cantly improves the throughput with respect to uncoordinated design, e.g., @],
]. Full cooperation amongst BSs within a cluster o ers signi cant sum throughput
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and cell-edge user rate gains @], @]. Under the context of a distributed antenna
system, the authors of dé] showed that jointly designed transmit preprocessing matrix
of all the cooperative remote antennas combined with fractional frequency reuse is
capable of achieving an increased throughput for the entire cell-edge area.

In the forward link of MCP, i.e., base station (BS) to mobile, the Wyner model
and the hexagonal model are two types of channel model that are widely used. In the
former model, BSs are assumed to be placed in either a linear array, i.e., [23], [26] and
], or in a circular array, e.g., ], ]. Thus, [@] and users may receive energy from
two adjacent BSs. In the latter model, each BS is placed in the centre of a hexagon and
users may receive energy from more than two BSs, i.e., M@] The highest energy
for a user in a cell border are mainly from three mutually interfering sectors of three
neigbouring cells, e.g. [@ @ ].

Regarding the level of coordination amongst BSs, the following two strategies can
be recognised. The rst strategy is at signal level where users’ data are made available
to either all BSs, e.g. [59], or proper subgroups of BSs, e.g. [@]. The second strategy
is at beamforming level where users’ data are kept locally by each BS, i.e., [18], [71].
In both strategies, when precoding vectors are jointly designed, users’ CSI need to
be available at either all BSs or the central unit for the decentralised or centralised
method, respectively. A broadcast channel can be realised when entire users’ data are
available to all BSs.

With an ideal backhaul assumption, i.e., unlimited capacity, low latency, error-free
and no power consumption, MCP is superior over single-cell processing in terms of
throughput and spectral e ciency, i.e., [30], @] and [65]. However, in practical sce-
narios this assumption is not realistic and the performance of a MCP network strongly
depends on the required backhaul overhead. In [@] and [@], authors propose a frame-
work to improve the downlink capacity and fairness in multi-cell networks with limited
backhaul infrastructure. In order to reduce the overhead of CSI feedback from users to
BSs, subsets of users are selected for joint transmissions. The partition of the cellular
network into individual subsystems that can be optimised in a decetralised manner.
In @], a framework to mitigate the overhead of CSI feedback is introduced and the
e ect of feedback error on the performance of the proposed framework is investigated.
Taking a further step in @], the authors propose a scheme that can jointly reduce CSI
feedback and users’ data circulation overhead in the backhaul. Using distributed signal-
to-interference-leakage-plus-noise-ratio techniques dﬂ], a range of reduced-complexity
MCP structures are proposed in [62] to decrease the amount data exchange.

The problem of designing transmit-beamforming vectors for MCP that minimises
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the transmit power of the system, while maintaining a certain signal-to-interference-
plus-noise ratio (SINR) for each user, has also been a major concern in the literature.
The solution to the problem using iterative methods is desirable for practical imple-
mentations. Employing uplink-downlink duality property, uplink-beamforming vectors
are attained and used for the iterative achievement of the optimal solution to the down-
link @ , @]. The uplink-beamforming vector for each user is chosen such that the
associated SINR is maximised via either a minimum mean squared error technique,
ie., @], @], or a minimum variance distortionless response method, i.e., dﬁ]. These
iterative schemes use instantaneous channel state information (CSI) which requires
frequent-signaling overhead amongst BSs and users. The uctuation of CSI due to
the motion of user can be con ned to a certain subspace @]. Therefore second-order
statistical CSI is desirable as it reduces signaling overhead. In @], the optimisation
problem for multi-cell is presented in a semide nite programming form [45] which can
be solved by optimisation packages, e.g., the SeDuMi solver @]. According to the in
depth literature survey conducted in this research, it can be stated that there is no it-
erative algorithm for the multi-cell optimisation problem using second-order statistical
CSl.

This chapter considers a network of coordinating BSs where each BS is equipped
with multiple antennas. The antenna arrays of the BSs form a distributed-array an-
tenna (DAA). A new multi-cell beamforming (MBF) technique for the DAA is intro-
duced using a channel model between the DAA and a user. The model includes an
angular spread due to the existence of local scatterers surrounding the user. A spatial
covariance matrix for the resulting DAA channel model is derived. The channel model
developed in this chapter is a generalised version of the channel model given in M] to
capture the e ects of local scatterers and shadow fading. A user-position-aware algo-
rithm that only allocates users to nearby BSs and reduces data circulation on backhaul
is developed. An iterative algorithm to solve the optimisation problem of total trans-
mit power minimisation subject to users’ SINR constraints is proposed. Despite using
uplink-downlink duality via Lagrangian theory like papers @] and @], the algorithm
introduced in this chapter is di erent due to the followings. Firstly, the iterative algo-
rithm is based on second-order statistical CSI. Secondly, uplink-beamforming vectors
are calculated using the dominant eigenvector method.

The rest of this chapter is organised as follows. In section a system model is
presented. A user position aware algorithm is introduced in section 33 An iterative
algorithm is proposed in section 3.4l Simulation results are presented in section
Finally, section concludes the chapter.
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3.2 System model

Consider a network of N coordinating cells in which the BS of each cell is equipped with
an array of M antenna elements. Thus, up to N geographically distributed antenna
arrays (DAA) can coordinate to serve U simultaneous single-antenna user terminals
anywhere within the coverage of N cells. The available spectrum is globally reused
within the coordinating area. It is assumed that each user belonging to a cell receives
dominant interference only from N 1 base stations. Hence, the model described
in this section and used throughout this chapter considers interference from the non-
coordinating base stations surrounding the coordinating area on a user as noise.

Itis assumed that each user is surrounded by Q randomly positioned local-scatterers,
that are at the far- eld distances from the BSs, and there is no line-of-sight (LoS) trans-
mission from the BSs to the user. Thus, wavefronts originated from each one of the
serving BSs hit all of the Q local scatterers of each user. The spacing between the
antenna elements of a BS is negligible with respect to the distance of the BS from the
scatterers. Hence, rays departing from M antenna elements of a BS towards a scat-
terer can be assumed to have the same fadiﬂg coe cients. Let s;; i = li;T U, be the
intended symbol for the ith user and X, = x,(1) X,(2) Xp(M) , where X,(K)
is the transmitted signal by the kth antenna element of the pth BS, p = 1;2; ;N.
The transmitted signal by N BSs can be written as

2 3 2 32 3
X1 wi(l)  wy(1) wy (1)
gxé :§w1_<2) I (2)§§ % -
XN wi(N) wz(N) wu(N) sy
h i
where wi(p) = w;i(p;1) wi(p;2) wi(p; M) ! is the beamforming vector of the

ith user at the pth BS and w;(p; k) is the corresponding beamforming coe cient of the
kth antenna element. The received signal at user i is given by

yi = hix +z;; (3.2)
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Figure 3.1: Illustration for system model with N = 3 [35].
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h iT
where x = x] x] XN
2 3
|1(1)h|1(1) i;l(z)hi;l(z) i;l(N)hi;l(N)
o E 2DNa)  2@ia(@) 2(N)hia(N) 2
hi— %i;l %i;2 %IQ : : : !
i;Q(l)hi;Q(l) :Q(2)hiq(2) i:o(N)hig(N)
3.3)

%ie = € i%2 i js the phase shift due to the time delay ;.. between the tth scatterer
and the ith user, i(p) = & (p)pm models the path loss and the large scale
fading coe cients with S;¢(p) = 10 1 and L;.(p) being the log-normal shadow fading
coe cient, i.e., x N(0; 2), and the path loss coe cient, respectively, between the
pth BS and the tth scatterer of user i. The coe cients ;.(p) include the e ect of user
distribution in cellular network in the MCP channel model. The controlling coe cient
ai(p) is either 1, if the ith user is allocated to be sgrved by the pth BS, or zero, otheg-
wise. Furthermore in 3.3), the row vector hi.«(p) = hi+(p;1) hit (p;2)  hit(p; M)
where h;.¢ (p; k) is the channel between the tth scatterer of the ith user and the kth
antenna element of the pth BS and nally z; is the zero mean circularly symmetric
complex Gaussian (ZMCSCG) random variable, i.e., z;  N(0; %), modeling the ad-
ditive white Gaussian noise at the ith user’s receiving point. Let dj(p) be the distance
from BS p to user i, and dj.min = mpin di(p). One can write

hit (p; K) = Fi-t(p)ejz_[di(p) di;min ]QL(k Dsin[ i(p)+ it(p)]; (3.4)

where Fi.«(p) is the complex Gaussian fading coe cient between BS p and scatterer t
of user i with variance 2, is the carrier wavelength, s the spacing between the
BS antenna elements within a sector, (p) is the angle of departure with respect to
the broadside of BS p for user i and :(p) is the angular o set of the scatterer t with
respect to (p). Itisassumed that the local scatterers are distributed randomly around
each user i and the resulting angle spread has a normal distribution with standard
deviation of , i.e., i«(p) N(O; ?). The channel coe cient of the kth ray of the
DAA in (34) di ers from the channel coe cient of the kth ray of a conventional linear
antenna array in factor el =[&® dimin1 which represents the phase di erence between
the geographically separated BSs. Note that (3.4) reduces to the kth ray channel of
the conventional antenna array by substituting dj.min = di(p).

Let R; = E hi'h; denote the spatial channel covariance matrix between the DAA,
i.e, the distributed antenna array formed by the coordinating BSs, and the ith user.
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In the following, we nd an expression for entries of R;. Assume that each scatterer
sees the antenna arrays of di erent BSs under independent fading coe cients, i.e.,

E (P ix(@ =0; if p&aq; (3.5)

and the channels between any two di erent scatterers and the same multi-antenna base
station fade independently, i.e.,

E (P g =0 if t&g: (3.6)
From (33), (35) and (3.6) one can write
Ri = diag[Ri(1); Ri(2); ;Ri(N)] (3.7)

where the pth block is given as
|

X X
Ri(p) =E %;.c i;t(p)hz_;'t(p) %ig iq(P)Nig(p) (3.8)

t=1 q=1

Using ([3.8) again yields
1
X " i
Ri(p) = E %i¢ it (P)Ni(P)%ix i:x(P)Nie(p)

t=1 1

X
= E (MNP i(P)hix(p) 3.9)

t=1

Using ([3:4), one can write the (m; n)th entry, i.e., m;n 2 [1; M], of R;(p) as

[m:n] — X ) ) ) . i .
RI (p) E |;t(p) I;t(p) E hl;t (p1 m) hl;t (p1 n)

t=1

X<
= al(p)  EGSit(P) E (Li(p) E (Fie(p))

t=1

E e1'2_(n mysinf i (P)+ i