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Abstract

In this paper, we address the problem of event-triggered fuzzy adaptive quantized control for stochastic nonlinear non-affine pure-feedback multi-agent systems. The fuzzy logic system is used to estimate the stochastic disturbance term and unknown nonlinear functions. A nonlinearity decomposition method of asymmetric hysteresis quantizer is proposed by applying sector bound property. Moreover, to reduce the communication burden, an adaptive event-triggered protocol with a varying threshold is constructed. Based on the backstepping technique and stochastic Lyapunov function method, a novel adaptive event-triggered fuzzy control protocol and adaptive laws are constructed. By using stochastic Lyapunov stability theory, it is demonstrated that all signals are bounded in the closed-loop systems in probability and all the outputs of followers converge to the neighborhood of the leader output. Simulation results illustrate the effectiveness of our proposed scheme.
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1. Introduction

Consensus control of multi-agent systems has received a great amount of attentions due to its applications in various areas, such as cooperative control of nonidentical networks [1, 2], unmanned air vehicles [3, 4], formation control of mobile robots [5, 6]. Generally speaking, consensus control of multi-agent systems is defined as all agents synchronizing to a common state by a control protocol based on the neighbor agents’ information. In practical systems, the stochastic noise is one of factors that affects systems performance. At present, due to the complexity in theoretical analysis, the stochastic nonlinear multi-agent systems have not been fully researched. Wen \textit{et al.} in [7] researched the consensus ability of stochastic nonlinear multi-agent systems subject to repairable actuator failures. The authors in [8] studied the multi-agent systems subject to unknown nonlinear dynamics, and the uncertain part of systems was approximated by applying a fuzzy logic system. In practice, some pure-feedback multi-agent systems are in non-affine structure. This makes the
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controller design of pure-feedback systems more difficult, and some significant results have been reported in recent years [9–14]. However, since the complexity of theoretical analysis and calculation of non-affine functions, to the best of our knowledge, to date, there are few studies on stochastic pure-feedback nonlinear multi-agent systems with non-affine form. This further stimulated our research interest.

Recently, event-triggered control has been researched as an alternative to time-triggered control in the field of network systems [15–21]. Compared to the time-triggered scheme [22, 23], the event-triggered control algorithm typically requires less information transmission. Motivated by this fact, the event-triggered controller has been used to the consensus control of multi-agent systems in [24–30]. The authors in [24] developed an adaptive event-triggered control protocol to realize consensus control of the first-order multi-agent systems subject to undirected graph. An adaptive distributed event-triggered consensus control protocol was proposed for multi-agent systems with sensor faults and input saturation in [25]. Guo et al. in [26] developed a novel distributed adaptive event-triggered sampled-data transmission controller for multi-agent systems with directed graph. An event-triggered control scheme was proposed in [28] to deal with the cooperative output regulation problem of multi-agent systems. Li et al. in [30] considered the consensus control problem of multi-agent systems against false data-injection attacks, and the Zeno behaviour was avoided.

In modern control systems, quantization is not only inevitable, but also helpful. In reality, due to the bandwidth constraints in network, the data should be quantized before transmission. Recently, some effective quantized control methods have also been proposed [31–38]. Specifically, in [32], the authors gave the upper bound of consensus errors and analyzed the quantization effect on the average consensus. Hayakawa et al. in [34] addressed an adaptive quantized control method for nonlinear systems, and the results were established by using the sector bounded property of quantization errors. In [35], by applying the linear matrix inequality method and the sector bound property, the quantized state feedback stabilization problem was researched for MIMO systems. Liu et al. in [37] considered quantized consensus problem of single-integrator multi-agent systems subject to balanced communication topology by using the method of sampling data. Chen et al. proposed a distributed adaptive control protocol in [38] to solve the leader-following consensus problem of multi-agent systems based on binary quantizers. However, the above literatures have not solved the problem of co-design of the asymmetric hysteretic quantization and event-triggered technology in stochastic multi-agent systems, which motivates our current research work.

The purpose of this paper is to design a novel event-triggered adaptive control protocol for stochastic nonlinear non-affine multi-agent systems. In the design progress, control signals are quantized, which satisfy system performance and practical requirement. The main contributions are listed as follows: First, Compared with [39] all agents are modeled by stochastic nonlinear systems in non-affine pure-feedback form, and the stochastic disturbances and nonlinear terms are completely unknown, which is more reasonable in practical systems. Moreover, mean value theorems and implicit function are applied to overcome the difficulty in controlling the non-affine pure-feedback systems. Second, unlike [40] and [41] a novel control scheme, which co-designs the asymmetric hysteretic quantization and event-triggered mechanism, is constructed to well integrate into backstepping control, thus the transmission burden can be decreased effectively, and the co-
operative control problem for non-affine nonlinear stochastic multi-agent systems can be solved. Finally, simulation results have illustrated the effectiveness of the proposed theoretical results.

The rest of the paper is organized as follows. Section II is devoted to the introduction of basic graph theory and systems formulation. The event-triggered controller design and stability analysis are derived in Section III. A numerical simulation is presented in Section IV. Finally, Section V draws our conclusion.

2. Graph theory and problem formulation

2.1. Graph theory

Based on a digraph, we research the consensus tracking control problem of multi-agent systems. The digraph is usually represented by the symbol $\mathcal{G} = (\mathcal{Z}, \mathcal{E}, A)$, where $\mathcal{Z} = \{Z_1, \ldots, Z_M\}$ is a nonempty node set, $\mathcal{E} \in \mathcal{Z} \times \mathcal{Z}$ is the set of edges and $A = [a_{i,j}] \in R^{M \times M}$ is an adjacency matrix. $(Z_j, Z_i) \in \mathcal{E}$ implies that agent $i$ is able to acquire information from agent $j$. If agent $i$ can obtain information from agent $j$, $a_{i,j} > 0$, otherwise $a_{i,j} = 0$. We suppose that $a_{i,i} = 0$ for all $i = 1, \ldots, M$.

The set of neighbors of the vertex $Z_i$ is denoted by $N_i = \{Z_j | (Z_i, Z_j) \in \mathcal{E}\}$. The degree matrix $D$ denotes the diagonal matrix $D = \text{diag}(d_1, \ldots, d_M) \in R^{M \times M}$ with $d_i = \sum_{j=1}^{M} a_{i,j}$ for $i = 1, \ldots, M$. Define the Laplacian matrix as $L = D - A$.

A directed graph contains a directed spanning tree, if there exists a directed path from the root node to all other agents.

In this paper, the multi-agent systems consist of $M$ followers and one leader. Without loss of generality, we mark the leader as $0$ and follower as $1, \ldots, M$.

The following assumptions are given to support the handling of the aforementioned cooperative control problem.

Assumption 1. The $n$-order time derivatives of leader output $y_r(t)$ is continuous, and it only can be obtained by the $i$-th agents satisfying $0 \in N_i (i = 1, \ldots, M)$.

Assumption 2.

1) Define the augmented graph $\tilde{\mathcal{G}} = (\tilde{\mathcal{Z}}, \tilde{\mathcal{E}}, \tilde{A})$ with $\tilde{\mathcal{Z}} = \{Z_0, Z_1, \ldots, Z_M\}$, $\tilde{\mathcal{E}} \in \tilde{\mathcal{Z}} \times \tilde{\mathcal{Z}}$ and $\tilde{A} = [a_{i,j}] \in R^{(M+1) \times (M+1)}$, where the leader node $0$ is the root node of $\tilde{\mathcal{G}}$.

2) The $j$th follower only accepts state information from the $i$ follower that satisfies $j \in N_i$, $i = 1, \ldots, M$, and $i \neq j$.

Lemma 1. [42] Define $\Delta = \text{diag}(b_{1,0}, \ldots, b_{M,0})$ with $b_{i,0} (1 \leq i \leq M)$ being the weight between the leader and the followers. If there exists a spanning tree in the communication graph $\mathcal{G}$ and root agent has chance to get information from the leader, then $\mathcal{L} + \Delta$ is nonsingular.

2.2. Problem formulation

Consider the stochastic non-affine uncertain nonlinear multi-agent systems with asymmetric hysteretic quantization being described by the following model

$$
\text{dv}_{i,j} = (h_{i,j}(\tilde{v}_{i,j}, v_{i,j+1})) dt + \Psi_{i,j}(\tilde{v}_{i,j}) dw, \quad 1 \leq j \leq n_i - 1
$$
\[ dv_{i,n} = (h_{i,n}(\bar{v}_{i,n}, q(u_i))) \, dt + \Psi_{i,n}(\bar{v}_{i,j}) \, dw, \]
\[ y_i = v_{i,1} \quad (1) \]

where \( v_{i,j} = [v_{i,1}, \ldots, v_{i,n}]^T \in \mathbb{R}^n \) (\( i = 1, \ldots, M \)) denotes the system state vector; \( u_i \) denotes the control input, and \( y_i \) is the output; \( \bar{v}_{i,j} = [v_{i,1}, \ldots, v_{i,j}]^T \in \mathbb{R}^j \) and \( h_{i,j}(\cdot) \) are unknown and continuously differentiable non-affine functions; \( \Psi_{i,j}(\cdot) \) is the unknown smooth functions; \( w \) is an \( r \)-dimension standard Brownian motion; \( q(u_i) \in \mathbb{R}^n_i \) represents the hysteresis quantizer output.

**Definition 1.** \([43]\) For the stochastic nonlinear system

\[ dv = h(\bar{v}) \, dt + \Psi(\bar{v}) \, dw \]

where \( v \in \mathbb{R}^n \) denotes the state of the system, \( w \) is an \( r \)-dimension standard Brownian motion. \( h(\cdot) \) and \( \Psi(\cdot) \) are are locally Lipschitz functions in \( x \) and satisfy \( h(0) = 0 \) and \( \Psi(0) = 0 \). Given \( V(v,t) \) a twice continuously differentiable function, we define a differential operator \( L \) for the above stochastic systems, as follows

\[ LV = \frac{\partial V}{\partial t} + \frac{\partial V}{\partial v} f + \frac{1}{2} \text{Tr} \left\{ \Psi^T \frac{\partial^2 V}{\partial v^2} \Psi \right\} \]

with \( \text{Tr} \) being the matrix trace.

Similar to \([40]\), we give the asymmetric hysteresis quantizer as follows

\[
q(u_i) = \begin{cases} 
    u_i^+, & \frac{u_i^+}{1+\delta_+} \leq u_i \leq u_i^+, \dot{u}_i < 0 \text{ or,} \\
    u_i^- & \dot{u}_i > 0; \\
    \frac{u_i^-}{1-\delta_-} \leq u_i \leq u_i^-, \dot{u}_i > 0 \text{ or,} \\
    u_i^+(1+\delta_+), & \frac{u_i^+}{1+\delta_+} < u_i \leq \frac{u_i^-}{1-\delta_-}, \dot{u}_i > 0 \\
    \frac{u_i^-}{1-\delta_-} < u_i \leq u_i^- \text{ or,} \\
    u_i^+(1-\delta_-), & \frac{u_i^+}{1+\delta_+} \leq u_i < u_i^-, \dot{u}_i > 0 \text{ or,} \\
    \frac{1+\delta_+}{1-\delta_-} u_i^- \leq u_i < \frac{u_i^-}{1-\delta_-}, \dot{u}_i < 0 \\
    0, & 0 \leq u_i < \frac{u_i^-}{1+\delta_+} \text{ or,} \\
    \frac{u_i^-}{1+\delta_+} \leq u_i \leq u_i^+, \dot{u}_i > 0, \\
    \frac{1+\delta_+}{1-\delta_-} < u_i \leq 0 \text{ or,} \\
    u_i^- \leq u_i \leq \frac{u_i^-}{1+\delta_+}, \dot{u}_i < 0 \text{ or,} \\
    q(u_i(t^-)) & \dot{u}_i = 0
\end{cases} \quad (3)
\]
with \( q(u_i(t^-)) \) being the state prior to \( q(u_i(t)) \). \( u_i^+ \) and \( u_i^- \) denote quantized values to be defined as

\[
    u_i^+ = \left( \frac{1 - \delta_+}{1 + \delta_+} \right)^{1-i} u_{i,\text{min}}^+, \quad u_i^- = \left( \frac{1 - \delta_-}{1 + \delta_-} \right)^{1-i} u_{i,\text{min}}^-
\]

where \( u_{i,\text{min}}^+ \) and \( u_{i,\text{min}}^- \) \((i = 1, \ldots, M)\) denote the dead-zone parameters as shown in Fig. 1 [40]. The constants \( \delta_+ \) and \( \delta_- \in (0, 1) \) decide the coarseness of quantizer. The larger the chosen \( \delta_+ \) and \( \delta_- \) are, the coarser the quantizer is.

According to [40], in this paper, the asymmetric hysteresis quantizer is decomposed by using the following method.

**Lemma 2.** [40] The quantizer (3) can be nonlinearly decomposed as

\[
    q(u_i) = c(u_i) u_i + h(u_i)
\]

where

\[
    c(u_i) = \begin{cases} 
        \frac{q(u_i)}{u_i}, & q(u_i) \neq 0 \\ 
        1, & q(u_i) = 0 
    \end{cases}, \quad h(u_i) = \begin{cases} 
        0, & q(u_i) \neq 0 \\ 
        -u_i, & q(u_i) = 0 
    \end{cases}
\]

**Lemma 3.** [40] In decomposition (5), the disturbance-like term \( h(u_i) \) and control coefficient \( c(u_i) \) satisfy

\[
    1 - \delta_m \leq c(u_i) \leq 1 + \delta_m, \\
    |h(u_i)| \leq \varepsilon.
\]
To lower the communication burden, the event-triggered control protocol is designed as

$$
\begin{align*}
  u_i &= \xi_i(t_k), \quad \forall t \in [t_k, t_{k+1}), \\
  t_{k+1} &= \inf \{ t > t_k | e_i(t) \geq \varrho |u_i(t)| + \delta \} 
\end{align*}
$$

with $e_i(t) = \xi_i(t) - u_i(t)$ being the error between the intermediate control $\xi_i(t)$ and control input $u_i(t)$. $0 < \varrho < 1$ and $\delta$ are positive design parameters.

Similar to [41], we are able to get $\xi_i(t) = (\chi_1(t) \varrho + 1) u_i(t) + \chi_2(t) \delta$ in the interval $[t_k, t_{k+1})$ with $\chi_m(t)$ ($m = 1, 2$) being time-varying parameters and satisfy $|\chi_m(t)| \leq 1$. Thus, one has

$$
  u_i(t) = \frac{\xi_i(t)}{1 + \chi_1(t) \varrho} - \frac{\chi_2(t) \delta}{1 + \chi_1(t) \varrho}\nonumber
$$

The control objective is to develop an adaptive event-triggered tracking control protocol for the system (1) subject to asymmetric hysteresis quantizer to achieve the following goals:

1) all the signals are bounded in the system (1);

2) all the outputs of followers $y_i(t)$ can track the leader’s output $y_r(t)$.

To facilitate the controller design, the following assumptions are required.

For the control of stochastic pure-feedback system (1), define

$$
\phi_{i,j}(v_{i,j}, v_{i,j+1}) = \frac{\partial h_{i,j}(v_{i,j}, v_{i,j+1})}{\partial v_{i,j+1}}
$$

where $i = 1, \ldots, M$, $j = 1, \ldots, n_i$. $v_{i,n_i+1} = q(u_i)$.

In this paper, we give the following assumption for $\phi_{i,j}(v_{i,j}, v_{i,j+1})$.

**Assumption 3.** There exist unknown constants $b_m$ and $b_M$ such that

$$
0 < b_m \leq |\phi_{i,j}(v_i, v_{i,j+1})| \leq b_M < \infty, \forall v_i, v_{i,j+1} \in \mathbb{R}^i \times \mathbb{R}.
$$

In addition, the sign of $\phi_{i,n_i}(v_{n_i}, q(u_i))$ is unknown, and for $1 \leq j \leq n_i-1$, the signs of $\phi_{i,j}(v_i, v_{i,j+1})$ are known. Without loss of generality, it is further assumed that $\phi_{i,j}(v_i, v_{i,j+1}) \geq b_m > 0$. By applying the mean value theorem, the functions $h_{i,j}(\cdot, \cdot)$ in (1) can be written as

$$
\begin{align*}
  h_{i,j}(v_{i,j}, v_{i,j+1}) &= h_{i,j}(v_{i,j}, v_{i,j+1}^0) + \phi_{i,j}(v_{i,j}, \tau_{i,j+1})(v_{i,j+1} - v_{i,j+1}^0) 
\end{align*}
$$

where $(v_{i,1}^0, v_{i,2}^0, \ldots, v_{i,n_i}^0, u_i)^T$ is an equilibrium or operating point of interest, $v_{i,n_i+1} = q(u_i)$, $v_{i,n_i+1}^0 = q(u_i^0)$ and $\tau_{i,j}$ are some point between $v_{i,j+1}$ and $v_{i,j+1}^0$. Substituting (14) into (1) and choosing $v_{i,j+1}^0 = 0$ and $q(u_i^0) = 0$, the system dynamics can be rewritten as

$$
\begin{align*}
  dv_{i,j} &= (h_{i,j}(v_{i,j}, 0) + \phi_{i,j}(v_{i,j}, \tau_{i,j}) v_{i,j+1}) dt + \Psi_{i,j}(v_{i,j}) dw, 
\end{align*}
$$
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\[ dv_{i,n} = (h_{i,n}(v_{i,n},0) + \phi_{i,n}(v_{i,n},\tau_{i,n})q(u_{i}))dt + \Psi_{i,n}(v_{i,j})dw, \]
\[ y_{i} = v_{i,1} , \quad 1 \leq j \leq n-1 . \]  

**Definition 2.** [39] The consensus tracking errors between the leader and followers under the directed graph are cooperatively semiglobally uniformly ultimately bounded (CSUUB) in probability, if for \( \forall \epsilon > 0, E|y_{i}(t) - y_{r}(t)|^{4} \leq \epsilon \) when \( t \to \infty \), where \( E \) denotes the expectation operator, \( i = 1, \ldots, M. \)

Define synchronization error as
\[ s_{i,1} = \sum_{j=1}^{m} a_{i,j}(y_{i} - y_{j}) + b_{i}(y_{i} - y_{r}) \]  
with \( b_{i} \geq 0 \) being the pinning gains, and \( b_{i} > 0 \) if and only if follower agent \( i \) can get information from the leader.

To facilitate our stability analysis, the following lemmas are needed.

**Lemma 4.** [39] Suppose there is an existing \( C^{2,1} \) function \( V(v,t) \), two constants \( p > 0 \) and \( Q > 0 \), class \( \kappa_{\infty} \)-functions \( \kappa_{1} \) and \( \kappa_{2} \), such that
\[ \begin{cases} 
\kappa_{1}(\|v\|) \leq V(v,t) \leq \kappa_{2}(\|v\|) \\
LV \leq -pV(v,t) + Q 
\end{cases} \]
where \( t > 0 \) and \( v \in \mathbb{R}^{n} \), there exists an unique strong solution for system (2).

**Lemma 5.** [39] Define \( s_{\bullet,1} = (s_{1,1}, \ldots, s_{m,1})^{T} \), \( y = (y_{1}, \ldots, y_{m})^{T} \), \( y_{r} = (y_{r}, \ldots, y_{r}) \), one gets
\[ \|y - y_{r}\| \leq \|s_{\bullet,1}\|/\Delta(\mathfrak{L} + \varphi) \]
where \( \Delta(\mathfrak{L} + \varphi) \) is the minimum singular value of \( \mathfrak{L} + \varphi \).

3. FLSs

A Fuzzy Logic System (FLS) consists of four parts, that is, the singleton fuzzifier, the knowledge base, the center-average defuzzifier, and the fuzzy inference engine [44]. The knowledge base of FLS is composed of a series of fuzzy IF-THEN inference rules of the following form:
\[ R^{i} : \text{IF } \mathfrak{U}_{1} \text{ is } F_{1}^{i} \text{ and } \ldots \text{ and } \mathfrak{U}_{n} \text{ is } F_{n}^{i}, \]
then \( Y \text{ is } B^{i} , \quad i = 1, \ldots, K . \)

where \( \mathfrak{U} = (\mathfrak{U}_{1}, \ldots, \mathfrak{U}_{n})^{T} \), and \( Y \) are input and output of the FLS, respectively. \( K \) is the rules number. The FLS with the singleton fuzzifier, product inference and center average defuzzifier can
be expressed as
\[ Y(\mathcal{N}) = \frac{\sum_{i=1}^{N} \mathcal{J}_i \prod_{j=1}^{n} P_{F_{i}^{j}}(\mathcal{N}_j)}{\sum_{i=1}^{N} \prod_{j=1}^{n} P_{F_{i}^{j}}(\mathcal{N}_j)} \]
where \(\mathcal{N} = [\mathcal{N}_1, \mathcal{N}_2, \ldots, \mathcal{N}_n]^T \in \mathbb{R}^n\), Fuzzy sets \(B^i\) and \(F^i_j\) are associated with the fuzzy membership functions \(P_{B_{i}}(Y)\) and \(P_{F_{i}^{j}}(Y)\), and \(\mathcal{J}_i = \max_{Y \in R} [P_{B_{i}}(Y)]\). Let
\[ \psi_i(\mathcal{N}) = \frac{\prod_{j=1}^{n} P_{F_{i}^{j}}(\mathcal{N}_j)}{\sum_{i=1}^{N} \prod_{j=1}^{n} P_{F_{i}^{j}}(\mathcal{N}_j)}, i = 1, \ldots, M. \]
Define \(\psi(\mathcal{N}) = [\psi_1(\mathcal{N}), \ldots, \psi_K(\mathcal{N})]^T\) and \(W = [\mathcal{J}_1, \mathcal{J}_2, \ldots, \mathcal{J}_K]^T = [W_1, W_2, \ldots, W_K]^T\). Then, the FLS can be rewritten as the following form
\[ Y(\mathcal{N}) = W^T \psi(\mathcal{N}). \] (17)

**Lemma 6.** [45] Let \(F(\mathcal{N})\) be a continuous function defined on a compact set \(\Omega_{\mathcal{N}}\). Then, for any constant \(\epsilon > 0\), there exists a FLS such as
\[ \sup_{\mathcal{N} \in \Omega_{\mathcal{N}}} |F(\mathcal{N}) - W^T \psi(\mathcal{N})| < \epsilon. \]
Define the optimal parameter vector \(W^*\) as
\[ W^* = \arg \min_{W \in \Omega_W} \sup_{\mathcal{N} \in \Omega_{\mathcal{N}}} |(\mathcal{N}) - W^T \psi(\mathcal{N})| \]
where \(\Omega_{\mathcal{N}}\) and \(\Omega_W\) denote compact regions for \(\mathcal{N}\) and \(W\), respectively, and the FLS minimum approximation error is given as follows
\[ \epsilon = F(\mathcal{N}) - W^* \psi(\mathcal{N}). \] (18)

4. Main Results

4.1. Adaptive Event-Triggered Controller Derivation

In this section, by using the FLSs approximation property and the backstepping technique, an adaptive fuzzy event-triggered control protocol will be constructed. The backstepping approach design procedure contains \(n_i\) steps. Let \(W_{i,j}^* \psi(\mathcal{N}_{i,j})\) be the FLSs which is used to model unknown nonlinear function at the \(k\)th step.

Then, define \(\theta_{i,j}\) as
\[ \theta_{i,j} = \max \left\{ \frac{1}{\theta_M} \| W_{i,j}^* \|^2 \right\} \]
and introduce $\hat{\theta}_{i,j}$ as the estimate of $\theta_{i,j}$. $\hat{\theta}_{i,j} = \theta_{i,j} - \hat{\theta}_{i,j}$ ($i = 1, \ldots, M$, $j = 1, \ldots, n_i$) denotes the estimation error. In the following design, we define the following coordinate transformation

$$s_{i,h} = v_{i,h} - \alpha_{i,h-1}, h = 2, \ldots, n_i$$

(19)

where $\alpha_{i,h-1}$ denotes the virtual control signal at the $(h-1)$th step to be designed.

Step 1: According to Itô formula and (16), one gets

$$ds_{i,1} = ((d_i + b_i) (\phi_{i,1} (v_{i,1}, \tau_{i,1}) v_{i,2} + h_{i,1} (v_{i,1}, v_{i,2}^0))$$

$$- \sum_{j=1}^{m} a_{i,j} (\phi_{j,1} (v_{j,1}, \tau_{j,1}) v_{j,2} + h_{j,1} (v_{j,1}, v_{j,2}^0)) - b_i \hat{y}_r) dt$$

$$+ ((d_i + b_i) \Psi_{i,1} (v_{i,1}) - \sum_{j=1}^{m} a_{i,j} \Psi_{j,1} (v_{j,1})) dw.$$ 

(20)

Define the Lyapunov function candidate as

$$V_{i,1} = \frac{1}{4} l_{i,1}^4 + \frac{b_M}{2 \zeta_{i,1}} \hat{\theta}_{i,1}^2$$

(21)

where $\zeta_{i,1} > 0$ is a design constant. By (2), (16) and (20), one obtains

$$LV_{i,1} = s_{i,1}^3 ((d_i + b_i) (\phi_{i,1} (v_{i,1}, \tau_{i,1}) (s_{i,2} + \alpha_{i,1}) + h_{i,1} (v_{i,1}, 0))$$

$$- \sum_{j=1}^{m} a_{i,j} (\phi_{j,1} (v_{j,1}, \tau_{j,1}) v_{j,2} + h_{j,1} (v_{j,1}, 0)) - b_i \hat{y}_r$$

$$+ \frac{3}{2} s_{i,1}^2 \Phi_{i,1}^T \Phi_{i,1} - \frac{b_M}{\zeta_{i,1}} \hat{\theta}_{i,1} \hat{\theta}_{i,1}$$

(22)

where

$$\Phi_{i,1} = (d_i + b_i) \Psi_{i,1} (v_{i,1}) - \sum_{j=1}^{m} a_{i,j} \Psi_{j,1} (v_{j,1}).$$

According to Assumption 3 and Young’s inequality, one have

$$s_{i,1}^3 ((d_i + b_i) (\phi_{i,1} (v_{i,1}, \tau_{i,1}) s_{i,2}$$

$$\leq \frac{3}{4} (d_i + b_i) b_M s_{i,1}^4 + \frac{1}{4} (d_i + b_i) b_M s_{i,2}^4$$

(23)

$$\frac{3}{2} s_{i,1}^2 \Phi_{i,1}^T \Phi_{i,1} \leq \frac{3}{4} \dot{l}_{i,1}^2 s_{i,1} \| \Psi_{i,1} \|^2 + \frac{3}{4} l_{i,1}^2$$

(24)

Substituting (23)-(24) into (20), it yields

$$LV_{i,1} \leq s_{i,1}^3 ((d_i + b_i) (\phi_{i,1} (v_{i,1}, \tau_{i,1}) + F_{i,1} (\Psi_{i,1})) - \frac{b_M}{\zeta_{i,1}} \hat{\theta}_{i,1} \hat{\theta}_{i,1}$$

$$+ \frac{3}{4} l_{i,1}^2 + \frac{1}{4} (d_i + b_i) b_M s_{i,2}^4$$

(25)
where
\[
F_{i,1} (\mathcal{M}_{i,1}) = (d_i + b_i) h_{i,1} (v_{i,1}, 0) + \frac{3}{4} (d_i + b_i) b_M s_{i,1}
\]
\[
- \sum_{j=1}^{m} a_{i,j} \left( h_{j,1} (v_{j,1}, 0) + \phi_{j,1} (v_{j,1}, \tau_{j,1}) v_{j,2} \right)
\]
\[
- b_i \dot{y}_r + \frac{3}{4} \epsilon_{i,1} s_{i,1}^4 \| \Psi_{i,1} \|^4.
\]

Since \( F_{i,1} (\mathcal{M}_{i,1}) \) contains the unknown function \( h_{i,1}, \phi_{j,1} \) and \( \Psi_{i,1} \), \( F_{i,1} (\mathcal{M}_{i,1}) \) cannot be handled in a real system. For any constant \( \epsilon_{i,1} > 0 \), based on Lemma 6, there exists a FLS \( W_{i,1}^T \psi (\mathcal{M}_{i,1}) \) such as
\[
F_{i,1} (\mathcal{M}_{i,1}) = W_{i,1}^T \psi (\mathcal{M}_{i,1}) + \epsilon_{i,1}
\]
where \( \mathcal{M}_{i,1} = (v_i, v_j, y_r, \dot{y}_r)^T \).

According to Young's inequality, it follows
\[
s_{i,1}^4 F_{i,1} (\mathcal{M}_{i,1}) \leq \frac{b_M \theta_{i,1}}{2\sigma_{i,1}^2} s_{i,1}^6 \psi^T (\mathcal{M}_{i,1}) \psi (\mathcal{M}_{i,1}) + \frac{\sigma_{i,1}^2}{2} + \frac{3b_M s_{i,1}^4}{4} + \frac{\epsilon_{i,1}^4}{4b_M}.
\]  
(26)

Construct the virtual control signal and adaptive law as follows
\[
\alpha_{i,1} = \frac{1}{(d_i + b_i)} \left[ -c_{i,1} s_{i,1} - \frac{3}{4} s_{i,1} - \frac{\hat{\theta}_{i,1}}{2\sigma_{i,1}^2} s_{i,1}^4 \psi^T (\mathcal{M}_{i,1}) \psi (X_{i,1}) \right]
\]  
(27)
\[
\dot{\hat{\theta}}_{i,1} = \frac{\zeta_{i,1}}{2\sigma_{i,1}^2} s_{i,1}^6 \psi^T (\mathcal{M}_{i,1}) \psi (\mathcal{M}_{i,1}) - \hat{\theta}_{i,1}
\]  
(28)
where \( c_{i,1} > 0 \) denotes a design constant.

Substituting (26)-(28) into (25), it yields
\[
L V_{i,1} \leq -c_{i,1} b_M s_{i,1}^4 + \frac{\sigma_{i,1}^2}{2} + \frac{\epsilon_{i,1}^4}{4} + \frac{3}{4} \epsilon_{i,1}^2 + \frac{1}{4} (d_i + b_i) b_M s_{i,2}^4 + \frac{b_M}{\zeta_{i,1}} \hat{\theta}_{i,1} \hat{\theta}_{i,1}.
\]  
(29)

Notice that
\[
\frac{b_M}{\zeta_{i,1}} \hat{\theta}_{i,1} \hat{\theta}_{i,1} \leq - \frac{b_M}{2\zeta_{i,1}} \hat{\theta}_{i,1}^2 + \frac{b_M}{2\zeta_{i,1}} \theta_{i,1}^2.
\]

Inequation (29) can be rewritten as
\[
L V_{i,1} \leq -c_{i,1} b_M s_{i,1}^4 + \frac{1}{4} (d_i + b_i) b_M s_{i,2}^4 - \frac{b_M}{2\zeta_{i,1}} \hat{\theta}_{i,1}^2 + \Gamma_{i,1}
\]  
(30)
where
\[
\Gamma_{i,1} = \frac{b_M}{2\zeta_{i,1}} \hat{\theta}_{i,1}^2 + \frac{\sigma_{i,1}^2}{2} + \frac{\epsilon_{i,1}^4}{4b_M} + \frac{3}{4} \epsilon_{i,1}^2.
\]
Step \( h (2 \leq h \leq n_t - 1) \): Based on Itô formula and (19), one obtains

\[
\begin{align*}
ds_{i,h} &= (\phi_{i,h} (v_{i,h}, \tau_{i,h}) v_{i,h+1} + h_{i,h} (v_{i,h}, 0) - \sum_{j=1}^{h-1} \frac{\partial \alpha_{i,h-1}}{\partial v_{i,j}} (\phi_{i,j} (v_{i,j}, \tau_{i,j}) v_{i,j+1}) \\
&\quad + h_{i,j} (v_{i,j}, 0)) - \sum_{j=0}^{h-1} \frac{\partial \alpha_{i,h-1}}{\partial y_{r}^{(j)}} y_{r}^{(j+1)} - \sum_{j=1}^{h-1} \frac{\partial \alpha_{i,h-1}}{\partial \theta_{i,j}} \\
&\quad - \frac{1}{2} \sum_{t,o=1}^{h-1} \frac{\partial^2 \alpha_{i,h-1}}{\partial v_{i,t} \partial v_{i,o}} \Psi_{t,o}^{T} \Psi_{t,o} dt + (\Psi_{i,h} (v_{i,h}) - \sum_{j=1}^{h-1} \frac{\partial \alpha_{i,h-1}}{\partial v_{i,j}} \Psi_{i,j} (v_{i,j}))^{T} dw. \tag{31}
\end{align*}
\]

Choose stochastic Lyapunov function as

\[
V_{i,h} = V_{i,h-1} + \frac{1}{4} s_{i,h}^{4} + \frac{b_{M}}{2 \xi_{i,h}} \dot{\theta}_{i,h}^{2}. \tag{32}
\]

Then, by applying (2) and (31), one has

\[
\begin{align*}
LV_{i,h} &\leq LV_{i,h-1} + s_{i,h}^{3} (h_{i,h} (v_{i,h}, 0) + \phi_{i,h} (v_{i,h}, \tau_{i,h}) (\alpha_{i,h} + s_{i,h+1}) \\
&\quad - \sum_{j=1}^{h-1} \frac{\partial \alpha_{i,h-1}}{\partial \theta_{i,j}} \dot{\theta}_{i,j} - \sum_{j=0}^{h-1} \frac{\partial \alpha_{i,h-1}}{\partial y_{r}^{(j)}} y_{r}^{(j+1)} - \frac{1}{2} \sum_{t,o=1}^{h-1} \frac{\partial^2 \alpha_{i,h-1}}{\partial v_{i,t} \partial v_{i,o}} \Psi_{t,o}^{T} \Psi_{t,o} \\
&\quad - \sum_{j=1}^{h-1} \frac{\partial \alpha_{i,h-1}}{\partial v_{i,j}} (\phi_{i,j} (v_{i,j}, \tau_{i,j}) v_{i,j+1} + h_{i,j} (v_{i,j}, 0)) + 3 \frac{s_{i,h}^{2}}{2} \Phi_{i,h}^{T} \Phi_{i,h} - \frac{b_{M}}{\xi_{i,h}} \dot{\theta}_{i,h} \dot{\theta}_{i,h} \tag{33}
\end{align*}
\]

where

\[
\Phi_{i,h} = \Psi_{i,h} (v_{i,h}) - \sum_{j=1}^{h} \frac{\partial \alpha_{i,h-1}}{\partial v_{i,j}} \Psi_{i,j} (v_{i,j}).
\]

According to Young’s inequality, one have

\[
\phi_{i,h} (v_{i,h}, \tau_{i,h}) s_{i,h}^{3} s_{i,h+1} \leq \frac{3}{4} b_{M} s_{i,h}^{4} + \frac{1}{4} b_{M} s_{i,h+1}^{4} \tag{34}
\]

\[
\frac{3}{2} s_{i,h}^{2} \Phi_{i,h}^{T} \Phi_{i,h} \leq \frac{3}{4} s_{i,h}^{2} \| \Phi_{i,h} \|^{4} + \frac{1}{4} \dot{\theta}_{i,h}^{2} \tag{35}
\]

Substituting (34) and (35) into (33), it yields

\[
\begin{align*}
LV_{i,h} &\leq LV_{i,h-1} + s_{i,h}^{3} (F_{i,h} (\mathbf{G}_{i,h}) + b_{M} \alpha_{i,h}) \\
&\quad - \frac{b_{M}}{\xi_{i,h}} \dot{\theta}_{i,h} \dot{\theta}_{i,h} + \frac{1}{4} b_{M} s_{i,h+1}^{4} + \frac{1}{4} \dot{\theta}_{i,h}^{2} \tag{36}
\end{align*}
\]

where

\[
F_{i,h} (\mathbf{G}_{i,h}) = h_{i,h} (v_{i,h}, 0) - \sum_{j=1}^{h-1} \frac{\partial \alpha_{i,h-1}}{\partial \theta_{i,j}} \dot{\theta}_{i,j} - \sum_{j=0}^{h-1} \frac{\partial \alpha_{i,h-1}}{\partial y_{r}^{(j)}} y_{r}^{(j+1)}
\]
Meanwhile, it is noticed that

\[ h_{i,j} (v_{i,j}, 0)) + \frac{1}{4} \left( d_i + b_i \right) b_M s_{i,h} + \frac{3}{4} b_M s_{i,h} + \frac{3}{4} \left( \frac{1}{2} s_{i,h} \| \Phi_{i,h} \|^2 \right) \]

where for \( h = 2 \), take \( d_i + b_i = d_i + b_i \), and for \( 3 \leq h \leq n_i - 1 \), take \( d_i + b_i = 1 \).

According to Young’s inequality, one has

\[ s_{i,h}^3 \Phi_{i,h} \leq \frac{b_M \theta_{i,h}^2}{2\sigma_{i,h}^2} s_{i,h}^3 \Phi_{i,h}^T \psi \left( \mathcal{N}_{i,h} \right) \psi \left( \mathcal{N}_{i,h} \right) + \frac{\sigma_{i,h}^2}{2} + \frac{3b_M s_{i,h}^4}{4} + \frac{\epsilon_{i,h}^4}{4b_M} \]  

where \( \mathcal{N}_{i,h} = [v_{i,h}, y_{t,h}, \theta_{i,h}^T] \).

Construct the virtual controller and adaptive law as follows

\[ \alpha_{i,h} = \left[ -c_{i,h} s_{i,h} - \frac{3}{4} \frac{\theta_{i,h}}{2\sigma_{i,h}^2} s_{i,h}^3 \Phi_{i,h}^T \left( \mathcal{N}_{i,h} \right) \psi \left( \mathcal{N}_{i,h} \right) \right], \]  

\[ \dot{\theta}_{i,h} = \frac{\zeta_{i,h}}{2\sigma_{i,h}^2} s_{i,h} \Phi_{i,h}^T \left( \mathcal{N}_{i,h} \right) \psi \left( \mathcal{N}_{i,h} \right) - \dot{\theta}_{i,h}. \]

Meanwhile, it is noticed that

\[ \frac{b_M \theta_{i,h}}{\zeta_{i,h}} \dot{\theta}_{i,h} \leq - \frac{b_M \theta_{i,h}}{\zeta_{i,h}} + \frac{b_M}{2\zeta_{i,h}} \theta_{i,h}^2. \]  

Therefore, one has

\[ LV_{i,h} \leq - \sum_{j=1}^{h} c_{i,j} s_{i,j}^4 - \sum_{j=1}^{h} \frac{b_M}{\zeta_{i,j}} \theta_{i,j}^2 + \frac{1}{4} b_M s_{i,h+1}^4 + \Gamma_{i,h} \]

where

\[ \Gamma_{i,h} = \Gamma_{i,h-1} + \frac{1}{4} \left( \frac{\sigma_{i,h}^2}{2} + \frac{\epsilon_{i,h}^4}{4b_M} + \frac{b_M \theta_{i,h}^2}{2\zeta_{i,h}} \right) \]

Step \( n_i \) : In this step, we will structure a real controller. Based on Itô formula and (19), one has

\[ ds_{i,n_i} = \left( \phi_{i,n_i} (v_{i,n_i}, \tau_{i,n_i}) - \frac{c (u_i) \xi_i (t)}{1 + \chi_1 (t)} \right) \psi \left( \mathcal{N}_{i,h} \right) + \frac{c (u_i) \chi_2 (t) d}{1 + \chi_1 (t)} + \frac{1}{2} \sum_{j=1}^{n_i-1} \frac{\partial \alpha_{i,n_i-1}}{\partial v_{i,j}} \left( \phi_{i,j} (v_{i,j}, \tau_{i,j}) v_{i,j+1} + h_{i,j} (v_{i,j}, 0) \right) - \sum_{j=0}^{n_i-1} \frac{\partial \alpha_{i,n_i-1}}{\partial y_{t,j}} y_{t,j+1} \right) \]

\[ - \sum_{j=1}^{n_i-1} \frac{\partial \alpha_{i,n_i-1}}{\partial \theta_{i,j}} \frac{1}{2} \sum_{j=0}^{n_i-1} \frac{\partial \alpha_{i,n_i-1}}{\partial \theta_{i,j}} \dot{\theta}_{i,j} + \frac{1}{2} \sum_{j=1}^{n_i-1} \frac{\partial \alpha_{i,n_i-1}}{\partial \theta_{i,j}} \psi_{i,j} \psi_{i,j+1} \psi_{i,j+1}^T \psi_{i,j} \psi_{i,j+1}^T \psi_{i,j}^T dt \]

\[ +(1 - \psi_{i,n_i} (v_{i,n_i}) - \frac{n_i-1}{2} \sum_{j=1}^{n_i-1} \frac{\partial \alpha_{i,n_i-1}}{\partial \psi_{i,j}} \psi_{i,j}^T dw. \]  

\[ \text{(42)} \]
Choose the Lyapunov function candidate as

\[ V_{i,n_i} = V_{i,n_i-1} + \frac{s^4_{i,ni}}{4} + \frac{1 - \delta_m}{2r_{i,n_i}} \tilde{\eta}_{i,n_i}^2 + \frac{b_M}{2\xi_{i,n_i}} \tilde{\eta}_{i,n_i}^2 \]  

(43)

with \( r_{i,n_i} \) being a design constant, \( \tilde{\eta}_{i,n_i} = \eta_{i,n_i} - \hat{\eta}_{i,n_i} \) denotes the approximation error between \( \hat{\eta}_{i,n_i} \) and \( \eta_{i,n_i} = \frac{1}{1-\delta_m} \). Following the event-triggered mechanism in (12), and by applying (2), (5) and (42), one has

\[ LV_{i,n_i} \leq LV_{i,n_i-1} + \frac{n_i-1}{2} \frac{\partial \alpha_{i,n_i-1}}{\partial v_{i,j}} (\phi_{i,j} (v_{i,j}, \tau_{i,j}) v_{i,j+1} + h_{i,j} (v_{i,j}, 0)) \]

\[ - \sum_{j=0}^{n_i-1} \frac{\partial \alpha_{i,n_i-1}}{\partial y_{i,j}} y_{i,j+1} \right) \frac{1}{2} \sum_{i,\alpha=1}^{n_i} \frac{\partial^2 \alpha_{i,n_i-1}}{\partial v_{i,t}^2 \partial v_{i,o}} \Psi_{i,t} \Psi_{i,o} - \frac{n_i-1}{2} \frac{\partial \alpha_{i,n_i-1}}{\partial \theta_{i,j}} \hat{\theta}_{i,j} \]

\[ + \frac{3}{2} s^2_{i,ni} \Phi_{i,ni} T_{i,ni} - (1 - \delta_m) \tilde{\eta}_{i,n_i} \hat{\eta}_{i,n_i} - \frac{b_M}{\xi_{i,n_i}} \hat{\theta}_{i,n_i} \hat{\theta}_{i,n_i}, \]

(44)

By applying Young’s inequality, one has

\[ \frac{3}{2} s^2_{i,ni} \Phi_{i,ni} T_{i,ni} \leq \frac{3}{4} t_{i,ni}^2 s^4_{i,ni} \| \Phi_{i,ni} \|^4 + \frac{1}{4} t_{i,ni}^2. \]

(45)

Design the adaptive controller as

\[ \xi_i (t) = - (1 + \varrho) D \]

(46)

where

\[ D = \left( \frac{\varrho}{1 - \varrho} + \frac{\epsilon}{1 - \delta_m} \right) \frac{s^3_{i,ni}}{\sqrt{s^6_{i,ni} + \varsigma^2 (t)}} + \frac{s^3_{i,ni} \alpha_{i,ni}^2 \tilde{\eta}_{i,n_i}^2}{\sqrt{s^6_{i,ni} \alpha_{i,ni}^2 \tilde{\eta}_{i,n_i}^2 + \varsigma^2 (t)}}. \]

(47)

\( \varsigma(t) \) is chosen as a positive integrable function and satisfies \( \int_0^\infty \varsigma(t) \, dt < +\infty \). Noting that many functions satisfy this condition such as \( \varsigma(t) = \ell e^{-\ell t} \) with positive number \( \ell \).

From [40], we obtain the inequality

\[ 0 \leq |Z| - \frac{Z^2}{\sqrt{Z^2 + \epsilon^2}} \leq \epsilon \]

(48)

where \( \epsilon \geq 0 \). Further, one has

\[ s^3_{i,ni} b_M c (u_i) \sum_{i} \frac{c(u_i) \xi_i (t)}{1 + \chi_1 (t)} \varrho \leq -s^3_{i,ni} b_M \alpha_{i,ni} + b_M (1 - \delta_m) \varsigma (t) - \frac{b_M c (u_i) \varrho}{1 - \sigma} \frac{s^6_{i,ni}}{\sqrt{s^6_{i,ni} + \varsigma^2 (t)}} \]

\[ + b_M (1 - \delta_m) \tilde{\eta}_{i,n_i} \left| s^3_{i,ni} \alpha_{i,ni} \right| - \frac{b_M \varrho s^6_{i,ni}}{\sqrt{s^6_{i,ni} + \varsigma^2 (t)}}, \]

(49)
By using Young’s inequality, one has
\[
- \frac{s_{i,n}^3 b_M c(u_i) \chi_2(t) \varrho}{1 + \chi_1(t) \varrho} \leq \frac{b_M c(u_i) \varrho}{1 - \varrho} \left( \frac{s_{i,n}^6}{\sqrt{s_{i,n}^6 + \chi^2(t)}} + \varepsilon(t) \right),
\]
(50)

\[
b_M s_{i,n}^3 \varepsilon - \varepsilon \frac{b_M s_{i,n}^6}{\sqrt{s_{i,n}^6 + \chi^2(t)}} \leq b_M \varepsilon \varepsilon(t).
\]
(51)

Substituting (49)-(51) into (44), it yields
\[
LV_{i,n} \leq LV_{i,n-1} - s_{i,n}^3 \alpha_{i,n} b_M + s_{i,n}^3 F_{i,n} (\mathfrak{M}_{i,n}) + b_M (1 + \delta_m) \varepsilon(t) + b_M \varepsilon(t)
\]
\[
+ b_M (1 - \delta_m) \hat{\eta}_{i,n} |s_{i,n}^3 \alpha_{i,n}| + \frac{\varepsilon(t)}{1 - \varepsilon(t)} b_M (1 + \delta_m) \varepsilon(t)
\]
\[
- \frac{1}{\alpha_{i,n}} \hat{\eta}_{i,n} \hat{\eta}_{i,n} - \frac{b_M}{\epsilon_{i,n}} \hat{\theta}_{i,n} \hat{\theta}_{i,n}
\]
(52)

where
\[
F_{i,n} (\mathfrak{M}_{i,n}) = h_{i,n}(v_{i,n}, 0) - \sum_{j=1}^{n_i-1} \frac{\partial \alpha_{i,n-1}}{\partial \hat{\theta}_{i,n}} \hat{\theta}_{i,n} - \sum_{j=0}^{n_i-1} \frac{\partial \alpha_{i,n-1}}{\partial \theta_{i,n}} \theta_{i,n} + P_{i,n-1} \sum_{j=1}^{n_i-1} (\phi_{i,j}(v_{i,j}, \tau_{i,j})) v_{i,j+1}
\]
\[
+ h_{i,j}(v_{i,j}, 0) + b_M s_{i,n} + \frac{3}{4} \sum_{i,n} s_{i,n} \Phi_{i,n}^4.
\]

By using Young’s inequality, one has
\[
s_{i,n}^3 s_{i,n}^3 F_{i,n} (\mathfrak{M}_{i,n}) \leq b_M \theta_{i,n} \frac{\psi T}{2 \sigma_{i,n}^2} (\mathfrak{M}_{i,n}) \psi (\mathfrak{M}_{i,n}) + \frac{\epsilon_{i,n}^4}{4 b_M} + \frac{3 b_M s_{i,n}^4}{4} + \frac{\sigma_{i,n}^2}{4}
\]
(53)

where \( \mathfrak{M}_{i,n} = \left[ v_{i,n}, y_{i,n}^{(b)}, \theta_{i,n}^T \right] \).

Design the intermediate control law and adaptive laws as follows
\[
\alpha_{i,n} = c_{i,n} s_{i,n} + \frac{3}{4} s_{i,n} \psi T (\mathfrak{M}_{i,n}) \psi (\mathfrak{M}_{i,n}),
\]
(54)

\[
\dot{\hat{\theta}}_{i,n} = \frac{\psi T}{2 \sigma_{i,n}^2} (\mathfrak{M}_{i,n}) \psi (\mathfrak{M}_{i,n}) - \hat{\theta}_{i,n},
\]
(55)

\[
\hat{\eta}_{i,n} = r_{i,n} |s_{i,n}^3 \alpha_{i,n}| b_M - \pi \hat{\eta}_{i,n}.
\]
(56)

Substituting (53)-(56) into (52), it yields
\[
LV_{i,n} \leq - \sum_{j=1}^{n_i} c_{i,j} s_{i,j}^4 + \frac{1 - \delta_m}{\alpha_{i,n}} \hat{\eta}_{i,n} \pi \hat{\eta}_{i,n} + b_M \varepsilon(t) + \frac{1}{4} \sum_{j=1}^{n_i} i_{i,j}^2
\]
\[
- \frac{b_M}{\epsilon_{i,n}} \hat{\theta}_{i,n} \hat{\theta}_{i,n} + (1 + \delta_m) b_M \varepsilon(t) \left( 1 + \frac{\varrho}{1 - \varrho} \right).
\]
Applying the Young’s inequality, we get

\[
1 - \delta \frac{\eta_i,n_i}{r_i,n_i} \eta_i,n_i \leq - \frac{1 - \delta \eta_i,n_i^2}{2r_i,n_i} + \frac{1 - \delta \eta_i,n_i^2}{r_i,n_i}.
\]  
(57)

Further, we obtain

\[
LV_{i,n_i} \leq - \sum_{j=1}^{n_i} c_{i,j} \gamma_i - \frac{1 - \delta \eta_i,n_i^2}{2r_i,n_i} - \sum_{j=1}^{n_i} \frac{b_M}{2\xi_i,n_i} \theta_{i,n_i}^2 + b_M \varepsilon_i(t) + \Gamma_{i,n_i}
\]  
(59)

where

\[
\Gamma_{i,n_i} = \frac{1 - \delta \eta_i,n_i^2}{2r_i,n_i} + (1 + \delta) b_M \varepsilon_i(t) \left(1 + \frac{\theta}{1 - \theta}\right) + \sum_{j=1}^{n_i} \left(\frac{\eta_{i,j}^2}{4} + \frac{b_M}{2\xi_{i,j}} \theta_{i,j}^2 + \frac{\sigma_{i,j}^2}{2} + \frac{\varepsilon_{i,j}^4}{4b_M}\right).
\]

Let

\[
\gamma_i = \min \{2c_{i,h}, \beta_{i,h}\} > 0, \ h = 1, \ldots, n_i
\]

then one gets

\[
LV_{i,n_i} \leq -\gamma_i V_{i,n_i} + \Gamma_{i,n_i}
\]  
(60)

### 4.2. Stability Analysis

The following theorem shows the stability analysis of the proposed distributed control law.

**Theorem 1.** Consider the closed-loop adaptive non-affine pure-feedback stochastic multi-agent systems consisting of \(M\) uncertain nonlinear subsystem (1) satisfying Assumptions 1–3, the event-triggered controller (10), the designed adaptive controller (46), the intermediate control law and the parameter adaptive laws (54)-(56). All followers’ outputs are able to converge to a small neighborhood of the output of leader, and all the signals in the closed-loop system are bounded in probability.

**Proof 1.** Choose the following Lyapunov function \(V\)

\[
V = \sum_{i=1}^{m} V_{i,n_i}(t).
\]  
(61)

Based on (59), we have

\[
LV \leq - \gamma V + \Gamma
\]  
(62)

where \(\gamma = \min \{\gamma_i, i = 1, \ldots, m\}, \ \Gamma = \sum_{i=1}^{m} \Gamma_{i,n_i} + \Theta\) with \(\Theta \geq b_M \varepsilon \int_0^\infty \varsigma(t) \, dt\) being a positive constant since the parameter \(\varsigma(t)\) in (47) is selected as the integrable function.
According to Lemma 4 and the definition of $V$, all the signals are CSUUB in probability in the closed-loop system.

Furthermore, according to [39] and (62), one gets

$$
\frac{d}{dt} (E[V(t)]) = E[LV(t)] \leq -\gamma E[V(t)] + \Gamma, t \geq 0.
$$

(63)

We define $E[V] = b$ and $\gamma > \frac{\Gamma}{b}$. It is obvious to obtain $\frac{d}{dt} (E[V]) \leq 0$. Then, it has $E[V(t)] \leq b$ when $E[V(0)] \leq b$ for all $t \geq 0$. One has

$$
0 \leq E[V(t)] \leq \left( V(0) - \frac{\Gamma}{\mu} \right) e^{-\mu t} + \frac{\Gamma}{\mu}.
$$

(64)

Further

$$
E[V(t)] \leq \frac{\Gamma}{\mu}, t \to \infty.
$$

(65)

According to $s_{i,1} = (s_{1,1}, \ldots, s_{m,1})^T$, based on (65) and the definition of $V$, one gets

$$
E \left( \|s_{i,1}\|^4 \right) \leq E \left( s_{1,1}^2 + s_{2,1}^2 + \ldots + s_{m,1}^2 \right)^2
\leq 2E \left( s_{1,1}^2 + s_{2,1}^2 + \ldots + s_{m,1}^2 \right)
\leq \frac{8\Gamma}{\mu}.
$$

(66)

Theoretically, according to the definitions of $\gamma$ and $\Gamma$, for any $\epsilon > 0$, we select the appropriate design parameters $c_{i,h}$, $\beta_{i,h}$ to be sufficiently large, choosing $a_{i,h}$ to be sufficiently small, one can obtain

$$
\frac{\Gamma}{\mu} \leq \frac{\epsilon}{8} (\Delta (L + \varphi))^4.
$$

(67)

Furthermore, when $t \to \infty$, according to Lemma 5, the following inequality holds:

$$
E \left( \|y - y_r\| \right) \leq E \left( \|s_{i,1}\|^4 \right) / \Delta (L + \varphi)^4 \leq \epsilon
$$

(68)

According to Definition 2, the tracking errors $e_i = y_i(t) - y_r(t)$ are CSUUB in probability.

Furthermore, according to [46], for $\forall k \in s^+$, we prove that there exists a constant $h^* > 0$, $\{t_{k+1} - t_k\} \geq h^*$. According to $e_i(t) = \xi_i(t) - u_i(t), \forall t \in [t_k, t_{k+1})$, we get

$$
\frac{d}{dt} |e_i| = \text{sign} (e_i) \text{de}_i \leq |d\xi_i|.
$$

(69)

From (46) and (59), one has

$$
d\xi_i(t) = -(1 + g) (dD)
$$

(69)
where

\[ dD = \left( \frac{\varrho}{1 - \varrho} + \frac{\varepsilon}{1 - \delta_m} \right) \left\{ (ds^3_{i,n_i}) \sqrt{s^6_{i,n_i} + \zeta^2(t)} - 0.5s^3_{i,n_i}(s^6_{i,n_i} + \zeta^2(t))^{-0.5} (ds^6_{i,n_i} + 2\zeta(t)) \right\} \\
/ [s^6_{i,n_i} + \zeta^2(t)] + \left\{ (ds^3_{i,n_i}) \alpha^2_{i,n_i} \dot{\eta}^2_{i,n_i} + 2s^3_{i,n_i} (d\alpha_{i,n_i}) \dot{\eta}^2_{i,n_i} + 2s^3_{i,n_i} \alpha^2_{i,n_i} \dot{\hat{\eta}}_{i,n_i} \right\} \\
\times [s^6_{i,n_i} \alpha^2_{i,n_i} \dot{\hat{\eta}}^2_{i,n_i} + \zeta^2(t) - 0.5s^3_{i,n_i} \alpha^2_{i,n_i} \dot{\hat{\eta}}^2_{i,n_i} (s^6_{i,n_i} \alpha^2_{i,n_i} \dot{\hat{\eta}}^2_{i,n_i} + \zeta^2(t))^{-0.5} (ds^3_{i,n_i}) \alpha^2_{i,n_i} \dot{\hat{\eta}}^2_{i,n_i} \\
+ 2s^3_{i,n_i} (d\alpha_{i,n_i}) \dot{\hat{\eta}}^2_{i,n_i} + 2s^3_{i,n_i} \alpha^2_{i,n_i} \dot{\hat{\eta}}_{i,n_i} + 2\zeta(t) ) / (s^6_{i,n_i} \alpha^2_{i,n_i} \dot{\hat{\eta}}^2_{i,n_i} + \zeta^2) \right\}. \]  

(70)

Figure 2: Graph $\mathcal{G}$ used in the simulation
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Figure 3: Output of the followers and leader.
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Since all the signals are bounded, for any $h \geq 0$, we can obtain $|d\xi(t)| \leq h$. Based on (11) and (12), $e_i = 0$ and \( \lim_{t \to t_{k+1}} (e_i(t)) = \varrho |u_i(t)| + \vartheta \) hold. We can obtain the lower bound of interexecution intervals $h^*$ satisfying $h^* \geq (\varrho |u_i(t)| + \vartheta) / h$, hence, the Zeno behavior has been successfully avoided.
5. Simulation Study

We will illustrate the effectiveness of the proposed adaptive event-triggered control protocol in the section by using the following uncertain nonlinear non-affine pure-feedback stochastic multi-agent systems:

\[ dv_{i,1} = [v_{i,2} - v_{i,2} \sin(v_{i,2}) + 0.5 \sin(t)] \, dt + [0.2 \sin (v_{i,1})] \, dw \]
\[ dv_{i,2} = [q (u_{i}) + 0.8 \sin(u_{i}) + 0.5 \sin(t)] \, dt + [0.2 \sin (v_{i,2})] \, dw \]
\[ y_{i} = v_{i,1} \] \hspace{1cm} (71)
The initial conditions are selected as $v_1(0) = (-0.15, -0.05)^T$, $v_2(0) = (-0.15, -0.15)^T$, $v_3(0) = (-0.25, -0.01)^T$, $v_4(0) = (-0.05, 0.25)^T$, $v_5(0) = (-0.15, 0.13)^T$. The output of the leader is $y_r = -0.2 \cos(t)$. In (71), $q(u_i)$ denotes the asymmetric hysteresis quantizer modelled as (3), and the quantization parameters $u_{i,min} = 0.06$, $u_{i,min} = -0.08$, $\delta_+ = 0.4$ and $\delta_- = 0.3$. The design parameters are chosen as $c_{i,j} = 0.5$, $r_{1,1} = 0.5$, $r_{1,2} = r_{2,1} = r_{2,2} = 0.1$, $r_{3,1} = r_{4,1} = r_{5,1} = 0.15$, $r_{3,2} = r_{4,2} = r_{5,2} = 0.25$. $\sigma_{i,j} = 0.01$, $\delta_m = 0.01$, $\varsigma(t) = 0.01 e^{-0.01t}$. As shown in Fig. 3, the output signals of followers $y_i$ can well follow the leader signal $y_r$. Fig. 5 - Fig. 6 show the event-triggered control signals and quantized control signals. The time of the released interval of triggered events is shown in Fig. 7 - Fig. 11.

According to these figures, we can see that the outputs of the followers follow the trajectory of the leader, and all the signals in the closed-loop system are bounded. These simulation results validate the effectiveness of the proposed control scheme.
Remark 1. The authors in [47] developed a novel event-triggered control protocol without requiring continuous communication among the follower agents, and an algorithm to actively adjust the leader adjacency matrix was proposed for the first time, which efficiently expands the application scope of existing methods. The authors in [48] presented an integrated sampled-data-based event-triggered communication scheme to improve the efficiency of data transmission, and a state-error-dependent delay system was designed to model the multi-agent systems. Finally, the efficiency of the proposed transmission scheme and consensus protocol are verified. Both of the above two event-triggered protocols are of great significance and research value. In this paper, however, we can not directly use the event-triggered protocol in [47] and [48], because we consider input quantification and apply synchronization error. The validity of the event-triggered protocol we designed is also validated in
Figure 10: Inter-event times of $\xi_4(t)$.

Figure 11: Inter-event times of $\xi_5(t)$.

We will study and use the event-triggered protocol in [47] and [48] in the future work.

6. Conclusion

The problem of event-triggered fuzzy adaptive tracking control for non-affine pure-feedback stochastic nonlinear multi-agent systems with input quantization has been solved in this paper. With the designed asymmetrical hysteretic quantizer and event-triggered mechanism, the performance of the systems has been improved, and the burden of communication has been reduced. By applying the stochastic Lyapunov function method, it has been illustrated that all the followers’ outputs converge to the neighborhood of the output of leader and all the signals are bounded in probability in the closed-loop system. Finally, the effectiveness of the approach has been illustrated through simulation example. In our future work, we will attempt to solve the fixed-time relay tracking
control problem for agents in higher-dimensional space by the definition of the Voronoi diagram accordingly.
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